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Reasoning with

Inconsistencies

in Propositional Peer-to-Peer Inference Systems

Ph. Chatalic? and G.H. Nguyer? and M.Ch. Rousset?

Abstract.

In a peer-to-peer inference system, there is no centratiped
trol or hierarchical organization: each peer is equivalienfunc-
tionality and cooperates with other peers in order to sohela
lective reasoning task. Since peer theories model posdifigrent
viewpoints, even if each local theory is consistent, thebgldhe-
ory may be inconsistent. We exhibit a distributed algorittietect-
ing inconsistencies in a fully decentralized setting. Wevjte a fully
distributed reasoning algorithm, which computes ombil-founded
consequences of a formula, i.e., with a consistent set gf@tip

1

Recently peer-to-peer (P2P) systems have received coabldeat-
tention because their underlying infrastructure is appabg to scal-
able and flexible distributed applications over InternetPRP sys-
tems, there is no centralized control or hierarchical omgdion:
each peer is equivalent in functionality and cooperates wiher
peers in order to solve a collective task. P2P systems haleegl/
from simple keyword-based file sharing systems like Nag&ieand
Gnutella [1] to semantic data management systems lixeTELLA
[22], PIAzzA [18] or SOMEWHERE([5]. Reasoning in P2P Inference
Systems (P2PIS) has been considered very recently (e.42[3]).
The dynamicity of P2PIS imposes to revisit many reasonirappr
lems in order to address them in a decentralized manner.rticpa
lar, it is neither feasible to bring all the information toiagle server
and use standard reasoning algorithms, nor to computestphbeti-
tioning for using partition-based reasoning like in [15, 8]

Introduction

points, the global theory may be inconsistent even if eacl ihveory
is consistent. Given the lack of centralized control, aknseshould
be treated equally. It would be unfair to refuse the join otapeer
just because the resulting P2PIS becomes inconsistenthige is
to accept the presence of inconsistency. The problem igdidstect
inconsistencies, second teasonin spite of them in a satisfactory
way. We thus compute onlyell-foundedconsequences of a formula,
i.e., consequences of the formula w.r.t. to a consistergetutif the
global theory. Such an approach is not novel in the cenadlcase
but raises new algorithmic issues in the decentralized basause
the computation and the storagenmigoodgaccounting for inconsis-
tencies) are distributed. One has to be able to check thestensy
of distributed sets of formulas, w.r.t. distributed setaofjoods.

We assume each local theory to be consistent. Thereforpptiie
sible inconsistencies result from interactions betweealltheories
and are caused byappingsBefore adding a mapping, a peer checks
whether this mapping (possibly with other mappings) canHhse t
cause of some inconsistency, i.e., if the empty clause candokiced
as one of its consequences. In that case, the peer stordly bxa
nogoodthe set of mappings involved in the corresponding proof. At
reasoning time, the concerned distributed nogoods musillexted
to check whether the proof under construction is well-fadd

In Section 2, we formally define the considered P2PIS. In Sec-
tion 3, we present a decentralized algorithm for detectimgpmsis-
tencies and computing the corresponding nogoods. Sectimmo-4
vides a decentralized reasoning algorithm which is wallrfitled de-
spite possible inconsistencies. In Section 5, we conclydelating
our approach w.r.t. existing work.

The local theories of the P2PIS considered in [3, 4] are skts o

clauses defined upon sets of propositional variables (ta \@cab-
ularies of the peers). A new peer joins an existing P2PIS tabésh-
ing mappingswith other peers, called itacquaintancesMappings
are clauses involving variables of distinct peers thatessaimantic
correspondences between different vocabularies. Thenttatieed

2 Peer-to-peer inference systems

The P2PIS that we consider are networks of peer clausalidiseor
P = {P;}i=1..n, Such that each peer has a propecabulary(de-
noted byVp,). We suppose that each peer has a unique identifier (for

algorithm DECA [6] computes the consequences (in some targe€xample, its IP address) and that variable names use in saynéis

language) of an input formula w.r.t. the global theory of B2PIS
(i.e. the union of all peer theories). The point is to compthiese
consequences, without having access to the global the@@.ADs
anytime, sound, and complete (under some conditions).sltiean
implemented in the SMEWHERE platform and experiments on syn-
thetic data have shown its scalability [4, 6].

This paper focuses on the problem of reasoning with inctersis
cies in a P2PIS. Since peer theories model possibly differemw-
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identifier. For simplicity, we just use the indéxs the peer identifier
and denote a variablé of the peerP; by A;. Each local theory of a
peerP; is a set of clauses without duplicated literals. We denote by
L p, the language of clauses involving only variables/gf.

Definition 1 (Mappings, shared variables and acquaintances

A mappingis a clause of a peer involving at least a variable of the
vocabulary of another peer. A variable of some peer is saileo
sharedf it appears in a mapping of another peer. Thequaintances
of a peer are the peers in the network with which it sharesaldes.

Theglobal theoryT (P) of a P2PISP = {P;}i=1..n is:U,_, ,, Pi-
Since mappings play a special role in our approach, we disisih
M =U M;, where M; is the set of mappings aP; from

i=1l..n



O = U,_, , O:, where eactO; is the complementary af/;. In

addition, we assume that each mapping”phas a unique identifier g‘:er i
prefixed byP;. _ PODS06, Theory:, Demoy
A shared literal is a shared variable or its negation. Foaass, we ~PODS06: v PODS:
denote byS(c) the disjunction of its shared literals and Byc) the - :ggg{ilvvf]hﬁg{ Poor P -
disjunction of its other literals. We suppose that each ge&nows 8 Os:
its acquaintances, and given a shared litenad denote bacQ(l, P) < Peer P> : ~Softs V Patents V Demos
the set of peers with whicl shares the variable of € O;ODS - 1:}; h’f‘orm v Journals

In contrast with other approaches [17, 12], we do not adopt @n| | AIR;VV Jourmals Py.1: ~Theorys V Theory
epistemic or modal semantics for interpreting a P2PIS buinve —Journala \V ~Procs P3.2: =Theory: V Theorys
terpret it with the standard semantics of propositionaldon par-  —Patents V —~Journalz Ps.3 : 2Demos V Demoy
ticular, a variable shared by two peer theories of a given|®29 242{' ODS. v PODS iz:g :?;7:2;12 63”;‘:;”12
interpreted by the same value in the two peers. Pzé - _pop s; v POD Sf Ps.6 : ~Journals V Journals

Py.3: —JAIR, V JAIR, P3.7: ~Patents V Patents

Definition 2 (Semantics of a P2PIS)Let P = {P;}i—1... be a Pyd:—~JAIRsV JAIR, P3.8: ~Patentz V Patents
P2PIS, aninterpretation] of P is an assignment of the variables C J
of 7(P) to true or false. I is amodel of a clause iff one of the Journals, Patents
literals of c is evaluated tdrue in I. I is amodel of a set of clauses
iff it is a model of all the clauses of the set. Figure 1. Example P2PIS network (edges labelled by shared variables)

- P is consistentff 7 (P) has a model.
- Theconsequence relatias the standard oneP [ c iff every

model ofP> is a model of. We say that is an implicate ofP. A proper prime implicateof ¢ w.r.t. a (distributed) theory is a

prime implicate ofZ U {q}, which is not a prime implicate df .
Example DECA [3, 6] is the firs_t fully dec_entralized algprithm being abl
to solve this problem without having a global view of the syst

Let us consider the P2PIS corresponding to Figuré’lcan be  Details and illustrations of BCA behavior may be found in [6].
asked by researchers for choosing where to submit theiltsesu Roughly summarized, when running at a p&eand asked to com-
(demos or papers). For instance, part of its knowledge catieo pute the proper prime implicates of a litegglit first computes all
that: PODS06 is open for submission; submitting 80D S06 en-  proper prime implicates of this literal w.r.t. the local ting of P, se-
tails submitting toPO DS only theoretical results are submitted to |ects those of interest w.r.t. the target language and thénesach
PODS; ademo cannot be submitted to JAIR, distinguishes pro-  clausec obtained in this way in two subclaused.(c) and S(c).
ceedings from journals and knows that: submitting to POD@&ilsn  S(¢) is in turn splitted and for each shared litetaif S(c) DECA
submitting to a conference with proceedings; submittind&tR en-  asks its appropriate acquaintances (which are runningehesame
tails submitting to a journal; a same result cannot be subthin a  algorithm) to further propagatein the P2PIS and to return the cor-
conference and in a journal; patented results cannot beitedno responding results. As soon as consequences are obtairaltlliis
a journal. P; has some knowledge about research valorization polerals ofS(c) they are recombined together, as well as wiilz), to
icy: software should be patented or presented as demosgtied  produce consequences of the splitted claudgifferent branches of
results should be submitted to journals. The knowledgeessad  reasoning are thus developed throughout the network wiitp the
separately byP1, P> and P; using their respective vocabularies can shared variables, and thus the mappings. In order to ersuming-
be respectively modelled by the set of clau€gsO2 andOs. tion in presence of cycles as well as to handle the transomssi

The setM> of mappings stored aP» states the equivalence be- the results back to the appropriate peershistory is associated to
tween PODS; and PODS: (reps.JAIR: and JAIR:) through  each propagated literal and updated each time that thespomeding
the mappings identified by.1, .2, P».3 and P».4. The setM3 reasoning branch goes out from one peer into another peer.
of mappings stored d®; also establishes equivalences between vari-
ables of P; and variables of the two other peers. Note however that3 P2P detecting i ist . d q
mappings clauses do not necessarily result from equivesenc etecting Inconsistencies and nogooas
As outlined in the introduction, even if eaéh is locally consistent,
this is not necessarily the case fb(P). We assume that the causes
of inconsistencies are only due to mappings and defmegaodng
For each peef’;, we consider a sef Vp, C Vp, of target vari- as a set of mappings such tlatJ ng is inconsistent. Note that in a
ables supposed to represent the variables of interest for thi-app nogoodng there necessarily exists some mappingrom which one
cation, (e.g., observable facts in a model-based diagraggitica-  can derive the empty clause (i.e., with a proof rooteehin We ex-
tion, or classes storing data in an information integratqplica-  ploit this property in the decentralized algorithm P2P-NGietect
tion). For a sefS P of peers of a P2PIS, we define itsget language  nogoods accounting for inconsistencies. P2P-NG runs &t peer
Target(SP) as the language of clauses (including the empty clausefind is used before adding a new mappingo a peerP, to check

The reasoning problem

involving only variables ol o sp 7 Vp. whether the propagation ef. into the existing P2PIS produces the
empty clause. If that is the case,stores locally as new nogoods the
Definition 3 (P2PIS consequence finding problem) mappings (includingn) involved in the corresponding derivations.
Given a P2PISP, a peerP of P and a clause; € Lp, theP2PIS  We call the set of mappings used in a derivationpitpping sup-
consequence finding problesito find the set oproper prime impli-  port. The P2P-NG algorithm computes the (possibly empty) set of

catesof g w.r.t. 7 (P) that belong taZ arget(P). mapping supports of the derivations of the empty clauseerbot



m, starting at the peeP. Since mappings have a unique identifier, Algorithm 1: Detection of the nogoods caused by adding a mapping
mapping supports can efficiently be encoded as sets of majujzn- P2P-NGfn, P)
tifiers (and similarly for nogoods computed from mappingmugs). (1) LOCAL(P) <« Resolvent+SMS(m, P)
P2P-NG is an adaptation of theeDA consequence finding al- (2) RESULT« {
gorithm. It follows the same split-recombine strategy hutds the  (3) foreach (¢ sms) € LOCAL(P) s.t.S(c) # ODandL(c) = O

following significant differences: (4) foreachliteral ¢ € S(c)

- The stopping conditionsust be changed. The ones in the orig- (5) NOGOODYq) < P2P-NG(q,AcQ(q, P),0)
inal DECA algorithm were designed for the computationpobper  (6) if for everyq € S(c¢) NOGOODYq) # 0
primeimplicates only. Here we need to find all the possible ways of(7) UNIONCOMB «— sms ® (Qqe5(c)NOGOODLq))
deriving the empty clause, we cannot stop the reasoningasa®  (8) RESULT «— RESULTU UNIONCOMB

we produce the empty clause, or as soon as we find a unit claase i (9) return RESULT
local peer which is the same as the literal under processing. '
- Because we are only looking fa? as a consequence, locally P2P-NG(q, SP, hist)

produced consequencesuch thatl(c) # O can be filtered out. (1) if foreveryP € SP, (q,P,-) € hist

- While DECA would return{0O} as its result if there exists a (2) ~ return 0
derivation of the empty clause, P2P-NG returns as many mgppi (3) else
supports as different ways of derivirg (‘51) SMS(q) <—®{@}

—

We use the following notations: EG; iF; E(zf?_li) c hist

- For a clause, Resolvent+SMS(c7 P) computes the couples of @) RESULT < RESULTU {0}
pairs(r SMS(r, 1.3).) such that is a local consequence.af/v.r.t. P ®) foreach P ¢ SP
andSMS(.n P))isits corregpondlng set of Ioca[ mapping supports. (g) LOCAL(P) « {(g {0})} U Resolvent+SMS(q, P)

- For_a literalg, _qdenotes its complementary Ilteral._ _ (10)  RESULT— RESULTU pesp SMS(D, P)

- A history hist is a sequence of tuplég P, ¢) wherel is a literal, (11) foreach P € SP and(c sms) € LOCAL(P) s.t.S(c) # O
P a peer, anc: a clause which is a consequencel an the peer andL(c) = O
P. Ahistory [(ln, Pa, cn), - -, (I, Pr,c1), (lo, Po, co)] represents 12y foreach literal . € S(c)
a.br.anch of reasoning |n|t.|ated by the propagation of trexditl, (13) sms(l) — P2P-NG(l, AcQ(l, P), [(q, P, ¢)|hist])
ywthln.the peerPy, which either has prqducgd Iopally the clgmse (14) if for everyl € S(c), sMS(l) # 0
in Py (in thgt caseqo may have_ been splltte_d into its dlffe_rem literals (15) UNIONCOMB «— sms ® (®i¢ 5(e)SMS(1))
among which; is propagated i), or not (in that casé, is simply (16) RESULT - RESULTU UNIONCOMB
propagated fron# to P, andly = ¢o = I1). For everyi € [0..n—1], (17)  return RESULT
¢; is a consequence of and P;, andl; is a literal ofc;, which is H 2 Lt P be & P2PIS ands a mapping of a given peeP
propagated irP; 1. eorem

- ® is the distribution union operator on sets of sets: of P. Letms be a mapping support of an irredundant derivation of

S8 ®---®88,={S1U---US,|S1 € 851,...,8, € §5,}. If O rooted inm. It will be returned byP2P-NGm, P).

L= {ll,...,lp},®leLSSl denotesS'Sll ®"'®SSLP- . . .
Each literal resulting from the splitting of a clause (Lin® of Lemma 1 Letms be the mapping support of an irredundant deriva-

the P2P-NG algorithm) is processed independently by the- p2ption of O rooted in a clause: c1 V. ..V c, Where every; is a clause

NG, algorithm. P2P-N@q, SP, hist) checks whether there exists (which can be a unit clause or not) such that there is no litetan-

a derivation ofd rooted in the literal, starting with the computa- MOnN toc; andc; for i # j. There existsns., ..., ms, where, for

tion of local consequences of and then recursively following the ~€Very:, ms; is a mapping support of an irredundant derivationof

acquaintances of the visited peers. To ensure terminatignec- ~ footed inc;, such thatms = ms1 U... Umsn.

essary to keep track of the literals already processed lng p€bis

is done thanks tdvist, wherehist is the history of the reasoning e - )
branch ending up to the propagation of the litarah S P, which is the minimal nogoods are computed ans stored in the P2PkStHei

the set of acquaintances of the last peer added to the history key for proving that the reasoning algorithm presented & rigxt
Theorem 1 states that the result of P2P{NGP) can be used ~Section is well-founded.

to characterize nogoods involving the mapping(by assimilating

mappings to their corresponding index).

Corollary 1 results directly from Theorem 2. It guarantdes all

Corollary 1 Let7 (P) = O UM be the global theory of a P2PIS
and letS be a set of mappings d¥1. If S is a minimal nogood then
Theorem 1 Letm be a mapping and® be a peer such tha®2P-  itis stored at some ped? of P.

NG(m, P) # 0. Vms € P2P-NQm, P), ms U {m} is a nogood.

Example (cont.): In the example of Section 2, let us suppose
that the different peers join in the following ordeP;, then P,
then P; and that their respective mappings are added according to

Theorem 2 states that the P2P-NG algorithm is completg,iti.e. their pumberlng. At the jom .OPQ' theviucge§S|vehadgl?g of the 4
enables to find the mapping supports of all the irredundarivaie mappings causes no inconsistency. Witgrjoins, the 4 first map-

tions of the empty clause from a given mapping added to a p2p|PINYS cause no inconsistency. L.et us focus on the .Sth one- P2P
The proof of Theorem 2 relies on Lemma 1. NG(—Journals V Journalz, Ps) is triggered whereP; is the the-

ory containing the clauses &% that are not mappings, and the 4 first
Definition 4 (Irredundant derivation) A derivation is irredundant  mappings (which have been added since they have been chasked
if it does not involve two identical applications of the riegimn rule. not deriving inconsistenciesy:T heory: V Journals is produced

Before adding a new mapping to its local theory, each peét first
computes P2P-N@Gn, P) and stores locally all the nogoodis:} U
ms, such thains € P2P-NQ@m, P) is minimal (for inclusion).



locally at P; as a local consequence ef/ournals V Journalsa,
with a set of local mapping support equal {dPs.2}}. Then,
—Theory:1V Journals is splitted (Line (4) of P2P-NG)>T heory:
is processed by, while Journals is processed by. The propa-
gation of =T'heory: producesd as a local consequence i with
a local set of mapping support equal {6}. Thus{@} is returned
to Ps as the set of mapping supports of the derivatiorbofrom
Theory:. The propagation of ournals produces~-PODS; as alo-

cal consequence iR, with a local set of mapping supports equal to 3)

{{P:.1}}, as well as~Patent» with a local set of mapping support
equal to{@}. ~PODS, is in turn propagated i@, where it pro-

ducesd as a local consequence with a local set of mapping support@;

equal to{(0}. It is transmitted back td which, after combination
of {@} and{{P».1}} (Line 15) of P2P-NG(Journalz, { P2}, 1)),
transmits back taPs; the set of mapping supports{P.1}} for
the derivationd from Journals. By combination (Line 7) P2P-
NG(—Journals V Journalz, P3) returns{{Ps.2, P».1}}. The no-
good{Ps.5, P3.2, P».1} is thus obtained and stored 8. No other
nogood is obtained from the last mappingsaf

4 Peer-to-peer well-founded reasoning

First, we have to define the notionwell-foundedconsequences that
can be derived from a given input clause and a possibly instamg
P2PIS. Many semantics have been proposed and studied $omrea
ing with (centralized) inconsistent theories ([14] for avay). We
adopt the following one (which is one of the simplest onesgause
it makes sense in a decentralized and dynamic setting.

Definition 5 (P2P well-founded implicate) Let P be an inconsis-
tent P2PIS: r is a well-foundedimplicate ofc w.r.t. P if r is an
implicate ofc w.r.t. aconsistent subsef 7 (P).

The WF-DECA(q, P) algorithm computes well-founded conse-
guences of the (unit) clauge starting at the peeP. This algorithm
extends the original BCA consequence finding algorithm [3, 6] by
computing the set of mapping supports of the derivationsetarh
consequence, and by collecting the nogoods encounteretydhe
reasoning. Because of the split/recombination technigee by the
algorithm, mapping supports of derivations are only knoftarahe
recombination step, and the set of possibly relevant nogougst be
available at this step: if some mapping support includesgpod, it
is discarded; consequences that get an empty set of mapmpgrss
after nogoods filtering are discarded as well.

We use the following notations :

Algorithm 2: Well Founded Distributed Consequence Finding Al-
gorithm

WF-DECA(g, P)

(1) WF-DECAH(q,{P},0)

WF-DECAH(q, SP, hist)

(1) if foreveryP € SP, (¢, P,_) € hist
) return (

elseif(q, -, -) € hist

(4) return {(O {0} 0)}

(5) else

RESULT « ()

foreach P € SP

(8) LOCAL(P) « {(¢q {0} 9)} & LocalConsSSNG(q, P)

9) foreach P € SP and(c sms sng) € LOCAL(P) such that
L(c) € Target(P))

(10) if S(c) € Target(P)

(12) RESULT «— RESULTW {(c sms sng)}

(12) if S(c) #£0

(13) foreachliterall € S(c)

(14) ANSWER(]) «—

(15) WF-DECAH(I,ACQ(q, P), [(q, P, ¢)|hist])

(16) if for everyl € S(c) ANSWER(I) # 0

a7) UNIONCOMB «+

(18) {(L(c) sms sng)} © (Dies() ANSWER(D))

19 foreach (¢ sms sng) € UNIONCOMB

(20) nsms < {ms € sms/V¥ng € sng,ng Z ms}

(21) if nsms # ()

(22) RESULT « RESULTWY {(c nsms sng)}

(23)  return RESULT

DECA(q, SP, hist) is such that eithee is a local consequence of
g w.r.t. some peeP € SP, or for everyms € sms, O Ums is con-
sistent (using Corollary 1) andis the result of a derivation rooted
in ¢ that only uses clauses fro@ U {lo, 1, ..., ls, ¢} Ums, where
lo,l1,...,1l, are the literals irhist.

Theorem 3 Let P be a peer of a P2PI® and q a literal belong-
ing to the vocabulary ofP. WF-DECA(q, P) terminates and for
all triples (¢ sms sng) returned byWF-DECA(q, P), c is a well-
founded consequence @fv.r.t. P.

Example (cont.): Let us illustrate the behaviour of WF-
DECA(Softs, P3), assuming that the only target variables are
PODS: and JAIR,. Patenta V Demo; is the only clause

- LocalConsSSNG(q, P) is a local procedure that computes the produced locally onPs with a local part of which (i.e.0) in

set of triples(c sms sng) such thatc is a local consequence gof

Target(Ps). Its local sms is{{Ps.7, Ps.3}}. The only nogood

w.r.t. P, sms is its corresponding set of local mapping supports, andstored at P; contains neitherPs.7 nor Ps.3. The correspond-

sng is the set of nogoods stored at the p€ahat contain a mapping
m of some mapping suppornts of c.

ing sng returned byLocalConsSSNG(Soft, Ps) is thus empty.
Patent2 V Demo; is then splitted. WherPatents is transmitted

-4 denotes thenerged uniorof sets of consequences, i.e. the uniontg p, —JAIR; is the only clause produced locally with a local

of sets of triples of the fornic sms sng), where triples correspond-

part (i.e.0) in Target(P:). Its local sms is{{P>.3}} and its sng

ing to a same consequencare merged together, by computing the s empty. The further propagation ef/ AT R; returns an empty re-

union of their respectivems andsng.

sult. So the triplé—JAI R, {{P.3}}0) is sent back td’; as a con-

- @ is the distribution union operator on sets of triples of sequence oPatents. When Demoy is transmitted taP; the only

the form (¢ sms sng): S1 @ -+ @ Sp = {(cx V -+ V
Cn SMS1 ® -+ ® smsp sng1 U -+ U sngn)/(c1 sms1 sng1) €
S1,...,(Cn sMSn sMGR) € Sn}.

Theorem 3 states that the WFEDA(q, P) algorithm termi-
nates and returns only well-founded consequences. Itsf peso
lies on showing that each triple sms sng) returned by WF-

clause produced locally isJAI Ry, which is in7 arget(P:). Its lo-
cal sms is empty, as well as ié&g. So the triple(—JAI R {0}0) is
sent back tdP; as a consequence Bemo; . Ps then combines these
two triples obtained fron. and P giving (~JAIR; {{P2.3}}0),
which is the only final consequence 8bfts being in the target
language. Since the correspondingy is empty, it is trivially a well-
founded consequence.



5 Conclusion and Related Work

We have presented a fully decentralized approach for r@ag@rith

This tends to replicate among all agents some global kn@elethis

is also the case in distributed ATMS [21]. In comparison, wel@it
nogoods only at reasoning time. Only those that may intenféth
some mapping support of a relateds are transmitted in theng.

inconsistencies in propositional P2PIS. Nogoods are deseal each

time a new mapping is added. Though these are stored in a coms
pletely distributed way, the WF-BECA algorithm guarantees that all nhEFERENCES
consequences it returns are well-founded. For lack of plaay [1] GNUTELLA. http://www.gnutella.com.

optimization details have been omitted. In particularcakitingall (2]
possible mapping supports of each consequence is not aegess ]
Computing only the minimal ones is sufficient. The implenagion

of this approach is currently under process. An extensipemen-
tal study in the spirit of that of [4, 6] is planned for the néature.

For efficiency reasons our approach for P2P reasoning witle mo
powerful languages is to approximate the peer theories had t
queries into propositional logic and to exploit the currerfitastruc-
ture to compute the corresponding propositional answérs attual
answers are then computed by focusing on the relevant peers.

Reasoning under inconsistency has been widely studiedifir ar

cial intelligence, but mainly in the centralized case. Ehare two
kinds of strategies for dealing with inconsistent knowlkedsases.
The first one is to restore consistency as in belief revisinlp].
In the context of peer-to-peer interconnected databakkeugh not
strictly restoring consistency, the work of [9] charactes consis-
tent answers as those that can be drawn from all minimal nrepéi
all peer databases and that satisfy as well a set of datareyeltan-
straints (similar to mappings) relating the different pseliemes.

The alternative is just to tolerate inconsistency [10]. fulsy de-
centralized setting, all peers playing the same role, thé&rs far
more preferable. A wide range of paraconsistent logics leen
proposed [20] to avoid the trivialization problem of clasdilogic.
Our approach is closer to coherence systems and argurveragti
proaches [14], since we consider consequences that candeced
from consistent subsets @f(P). SinceQ is known to be consistent,
mapping supports can be considered as justifications stipgaohe
consequences. Our approach is a credulous one, since a8t sdib
M consistent withO is considered. Well-founded consequences cad!
also be viewed as either local consequences or as the fambila

[4]

(6]

[7]

(8]

[9]
[10]
[11]

[12]

(23]

some extension of the supernormal default theory (12| O, M). [15]
The work of [19] on reasoning from inconsistent ontologeearn-
other kind of coherence-based approach. For a given queismns$ at [16]
finding a specific consistent subset of the global theory,hiclvthe
query (or its negation) classically holds. If it is not pdsj the an-  [17]
swer is undetermined. The set is constructed by successngistent
expansions, according to some selection function meassame
o ; T [18]
relevance criterion with the query. They use a syntacticiéria,
that selects only formulas sharing some variable with ttadsEady
selected during the previous iterations. Limiting the ckofor the  [19]

consistent subset clearly reduces the set of acceptedqueTsees.
An epistemic semantics has been proposed in [13] to deal witFeol
possible inconsistencies in a P2P Data Inference Systemsifiaed

in a first order multi modal language. It considers the caseaail in- (1]
consistency (a point not addressed by our approach) as svglibbal
inconsistency. Mapping are formalised in such a way that tam-  [22]
not be used to propagate information from some locally istsiant
theory. Moreover mappings can only be used to propagateniao 23]
tion to a peer, as far as they do not contradict either lodatimation
or other non-local information that may be deduced on thet.pe 24

Distributed CSP techniques [24, 23] aim at finding consisésn
signments of a set of variables, satisfying a set of disteithicon-
straints. They also propagate nogoods corresponding édidnpar-
tial affectations, that are further stored on the peer #negives them.
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