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Abstract We present a method to use lagrangian data
from remote sensing observation in a variational data as-
similation process for a river hydraulics model based on
the bidimensional shallow water equations. The trajec-
tories of particles advected by the flow can be extracted
from video images and are used in addition to classical
eulerian observations. This lagrangian data brings infor-
mation on the surface velocity thanks to an appropri-
ate transport model. Numerical twin data assimilation
experiments in an academic flow configuration demon-
strate that this method makes it possible to significantly
improve the identification of local bed elevation and ini-
tial conditions.

1 Introduction

The numerical simulation of river flows requires a pre-
cise modelling of the underlying physics. The bidimen-
sional shallow water equations can describe accurately
many free surface hydraulic configurations. In order to
carry out a realistic simulation of a particular system,
numerical models require information on physical param-
eters such as bed elevation, roughness coefficients in ad-
dition to initial and boundary conditions. Unfortunately,
many model parameters are usually not well known and
must be calibrated. Since the quality of the simulation is
largely dependent on these model inputs, the latter must
be defined accurately.

To improve the quality of the simulation, data as-
similation methods combine optimally information from
the model and observation data in order to identify the
value of model parameters consistent with reality. Varia-
tional data assimilation [15] consists in minimizing a cost
function that measures the discrepancy between simula-
tion results and physical measurements. The minimiza-
tion can be performed by a quasi-Newton method (see
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e.g. [7]), which requires the computation of the gradient
of the cost function. The latter can be efficiently com-
puted using the solution to an adjoint model.

Data assimilation methods have been used in river
model for the identification of model parameters in one
dimensional channels [13,22], using Kalman filter [9,18]
or for bidimensional shallow water equations using vari-
ational methods [1,2,6,19,26].

However, in river hydraulics, observation data is avail-
able only in very small quantities. River water level can
be measured locally at gauging stations, but such obser-
vations are usually very sparse in space. Velocity mea-
surements are even more scarce, since they usually re-
quire complex human interventions. Consequently, the
available eulerian observations can be insufficient to take
full advantage of data assimilation for many identifica-
tion problems.

Therefore, new kinds of observations would bring ad-
ditional information on the flow. In particular, remote
sensing techniques make it possible to get information on
the water surface [5,20]. In oceanography, data assimila-
tion of drifting buoys positions has been experimentally
used to improve numerical ocean models, either using
Kalman filter [3,14,23] or variational based methods (see
[12] for a shallow water model and more recently [21] for
a primitive equations circulation model of the ocean).

In this article, we present a method to use lagrangian
observations of particles spread on the surface of water
and advected by the river flow, into a variational data
assimilation procedure. The link between trajectories of
the particles, which can be extracted from video images,
and the shallow water model is made thanks to an ap-
propriate transport model. We introduce a cost function
measuring the distance between the trajectory of model
particles and the available observations. Lagrangian data
is used in addition to classical eulerian observations of
water depth.

When considering real flows, the water surface is per-
turbed by physical phenomena not included in the physics
of the model, such as small-scale turbulence, secondary
currents, etc. To cope with this difficulty, an observa-
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tion operator based on a simple spatio-temporal filtering
scheme is proposed to remove small-scale perturbations
from trajectories observations.

Lagrangian data assimilation is applied to the identi-
fication of bed elevation and initial conditions for an aca-
demic configuration of a river hydraulics model based on
the bidimensional shallow water equations. The method
is implemented in a software called Dassflow [11] de-
signed to carry out data assimilation experiments. The
discretization of the direct shallow water model relies on
the finite volume method and the HLLC [25] approxi-
mate Riemann solver. The adjoint model is written using
the automatic differentiation tool Tapenade [10].

Numerical twin data assimilation experiments are car-
ried out using synthetic observations of trajectories gen-
erated by a turbulent velocity field where small scale per-
turbations are modelled by a Gauss–Markov stochastic
process. These experiments demonstrate that the pro-
posed method makes it possible to improve significantly
the quality of the identification.

We introduce the shallow water equations in Sec-
tion 2 and the variational data assimilation procedure
for lagrangian data in Section 3. The discretization of
the direct model, the numerical scheme for the compu-
tation of trajectories and the implementation of the ad-
joint model are presented in Section 4. A filter used to
smooth observations of trajectories is described in Sec-
tion 5. Finally, twin experiments and numerical results of
data assimilation for the identification of bed elevation
and initial conditions are presented in Sections 6 and 7.

2 Shallow Water model

The river hydraulics model considered relies on the bidi-
mensional shallow water equations in a conservative for-
mulation. The state variables are the water depth h and
the local discharge q = hu, where u is the depth-averaged
velocity vector. On a domain Ω and for a computational
time interval [0, T ], the shallow water equations associ-
ated with initial and boundary conditions can be written
as





∂t h + div(q) = 0

∂t q + div( 1
h
q⊗q) + 1

2g∇h2

+gh∇zb + g n2‖q‖
h7/3 q = 0

I.C. h(0) = h0 , q(0) = q0 .

B.C. (q · n)|Γq
= −q̄ , (q · n)|Γw

= 0 ,

(∂nq)|Γt
= 0 , (∂nh)|Γq∪Γw∪Γt

= 0 ,

h|Γz
= z̄s − zb|Γz

, ∂n(u · n + 2c)|Γz
= 0 ,

(1)

where g is the magnitude of the gravity, zb the bed ele-
vation, n the Manning roughness coefficient, h0 and q0

the initial conditions for the state variables. The variable
c =

√
gh denotes the local wave celerity.

The boundary Γ of the domain Ω is split up into four
different kinds of boundary conditions Γ = Γq ∪Γz ∪Γt∪
Γw. Boundaries Γq, Γz and Γt correspond to open (fluid–
to–fluid) boundaries while Γw corresponds to a wall.

– Γq : a scalar discharge q̄ is prescribed
– Γz : a water elevation z̄s is prescribed and the Rie-

mann invariant is constant along the outgoing char-
acteristic

– Γt : homogeneous Neumann conditions for all state
variables are prescribed

– Γw : a slip condition on the velocity is prescribed.

Boundary condition on Γz is valid only for sub–critical
flows, i.e. when ‖u‖ < c. Otherwise, homogenous Neu-
mann conditions are prescribed.

The model state variables (h,q) are completely de-
termined by the value of model parameters, initial con-
ditions and boundary conditions gathered in the control
vector k = (h0,q0, n, zb, q̄, z̄s).

3 Lagrangian Data Assimilation

Variational data assimilation [15,24] is based on optimal
control theory [17] and consists in identifying the con-
trol vector k that minimizes a cost function measuring
the discrepancy between the state variable of the model
and data obtained from the observation of the physical
system. An efficient minimization of the cost function is
carried out using a quasi-Newton method that requires
the computation of its gradient. We use the M1qn3 al-
gorithm [7] based on the BFGS formula.

Lagrangian data assimilation consists in using obser-
vations described by lagrangian coordinates in the data
assimilation process. Here, we consider observations of
passive particles transported by the river flow. However,
the state of the flow is described in eulerian coordinates
by the shallow water model. The link between the la-
grangian data and the classical eulerian variables of the
shallow water model is made by an appropriate transport
model.

3.1 Transport model

Let us consider a set of N particles transported by the
flow. We state that their trajectories Xi(t) are solutions
of the following ODEs:

For i = 1, . . . , N :
{

d
dt

Xi(t) = v
(
Xi(t), t

)
∀ t ∈ ]t0i , t

f
i [

Xi(t
0
i ) = x0

i

(2)

where v is the transport velocity of the particles, t0i and

tfi are the time when the particle enters and leaves the
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observation domain. In the following, the transport ve-
locity is related to the shallow water model velocity by
a multiplicative constant: v = γ u.

This set of ODEs is weakly coupled with the shallow
water model since the state variable of the latter is not
dependent on the solution of the former.

3.2 Observations and cost function

We consider two kinds of observations. The first one con-
sists in classical, eulerian observations of the water depth
in some locations of the physical domain, denoted by
hobs(t). The second kind consists in the trajectories of
physical particles transported by the water flow. These
lagrangian observations are denoted by Xobs

i (t).

In order to take into account both kinds of observa-
tions, we build a composite cost function measuring the
discrepancy between observation data and model state
variables:

j(k) =
1

2

∫ T

0

∥∥ Ch(t) − hobs(t)
∥∥2

obs
dt

+
αt

2

N∑

i=1

∫ t
f
i

t0i

∣∣Xi(t) − Xobs
i (t)

∣∣2 dt ,

+
αp

2
‖Dzb ‖2

k ,

(3)

where k = (h0,q0, n, zb, q̄, z̄s) is the control vector, αt

and αp scaling parameters. The operator C computes
the restriction of the model state variable h to the space
of eulerian observations on which is defined the norm
‖·‖obs . D is a differential operator and ‖·‖k is a norm
defined on the space of controls. The first term measures
the discrepancy between water depth observations and
model state variable. The second term measures the dis-
tance between virtual particles of the transport model
and observations of trajectories. The third one is a reg-
ularization term on the bed elevation.

3.3 Adjoint model

The adjoint method [17] makes it possible to compute
efficiently all partial derivatives of the cost function j
with respect to the components of the control vector k.
We introduce the following weakly coupled adjoint model
set.





For i = 1, . . . , N

d
dt

X̃i(t) + γ[∇u]T X̃i(t) =

αt

(
Xi(t) − Xobs

i (t)
)

∀ t ∈ ]t0i , t
f
i [

X̃i(t) = 0 ∀ t ∈ ]0, t0i ] ∪ [tfi , T [

(4)





∂t h̃ −
[
(u · ∇) q̃

]
· u + gh div(q̃)

− g q̃ · ∇zb + 7
3g n2‖u‖

h4/3 u · q̃
= γ

h

∑N
i=1 u · X̃i + CT

(
Ch − hobs

)

∂t q̃ + ∇h̃ + (u · ∇) q̃ + (∇q̃)T u

− g n2‖u‖
h4/3 q̃ − g n2

h4/3‖u‖
(u⊗ u)q̃

= −γ
h

∑N

i=1 X̃i

(5)





I.C. h̃(T ) = 0 , q̃(T ) = 0 ,

B.C. q̃|Γq
= 0 , (q̃ · n)|Γw

= 0 , q̃|Γt
= 0 ,

(q̃·τ)|Γz
= 0 ,

(
h̃ + 2(u·n)(q̃·n)

)
|Γz

= 0

(∂nh̃)|Γq∪Γw
= 0 , h̃|Γt

= 0 .

(6)

A backward integration in time of the adjoint transport
model (4) followed by a backward integration in time of
the adjoint shallow water model (5)–(6) give a solution

(X̃, h̃, q̃) to the weakly coupled system. Then, the partial
derivatives of the cost function are simple functions of

the adjoint state variables h̃ and q̃. We have

∂j

∂h0
(k) = −h̃(0) ,

∂j

∂q0
(k) = −q̃(0) ,

∂j

∂zb

(k) = αpD
TDzb −

∫ T

0

div
(
gh(t)q̃(t)

)
dt ,

∂j

∂n
(k) = 2g n

∫ T

0

‖u(t)‖ h(t)−
1
3 u(t) · q̃(t) dt ,

∂j

∂q̄
(k) = −h̃|Γq

,

∂j

∂z̄s

(k) =
[
(q̃ · n)

(
c2 − (u · n)2

)]
|Γz

.

These partial derivatives are used as inputs to the min-
imization algorithm. A single integration of the direct
model (1)–(2) followed by a single integration backward
in time of the adjoint model (4)–(6) are sufficient to com-
pute all components of the gradient of the cost function.

4 Discretization

4.1 Finite Volume solver

The bidimensional shallow water equations implemented
in Dassflow [11] are solved numerically on an unstruc-
tured mesh using the finite volume method. The sys-
tem (1) can be written in a general form as

∂tU + div F (U) = S(U) , (7)

where U = (h,q)T is the vector of conservative variables,

F (U) =
(
G(U), H(U)

)T
the flux vector and S(U) the
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source term. The expression of these vectors, noting q =
(qx, qy)T , is the following

G(U) =




qx
1
h
q2
x + 1

2gh2

1
h
qxqy


 , H(U) =




qy
1
h
qxqy

1
h
q2
y + 1

2gh2


 ,

S(U) =




0

−gh ∂xzb − g
n2‖q‖

2

h7/3 qx

−gh ∂yzb − g
n2‖q‖2

h7/3 qy


 .

The computational domain Ω is discretized using trian-
gular and quadrangular cells. We define the mean value
of the state variable U on an arbitrary cell Ki (see Fig. 1)
by

Ui =
1

|Ki|

∫

Ki

U dΩ ,

where |Ki| denotes the surface of the cell. By integrating
(7) over Ki, using the divergence theorem, we obtain

∫

Ki

∂t U dΩ +

Ni∑

j=1

∫

Eij

T−1
ij G(TijU) ds =

∫

Ki

S(U) dΩ ,

where Ni denotes the number of faces of the cell Ki (3 or
4), Eij is the cell interface and Tij is the 3 × 3 rotation
matrix of angle θij between the horizontal plane and the
normal to Eij . The usual flux term derived from the di-

R

ȳ

θij

L ≡ Ki

x

y x̄

Eij

Fig. 1 Two adjacent finite volumes.

vergence theorem has been replaced by integrals over the
cell edges thanks to the rotational invariance property of
the shallow water equations (see [25, p. 65]). Hence, the
bidimensional problem actually consists in a sum of one-
dimensional local Riemann problems that can be solved
numerically using a Riemann solver. One can write the
following semi-discrete scheme

d

dt
Ui +

1

|Ki|

Ni∑

j=1

T−1
ij G̃(UL, UR) = Si , (8)

where G̃(UL, UR) is an approximation of the flux through
the cell interface Eij . Subscripts L and R denote cells
respectively to the left and to the right of the interface.

To compute numerically the discrete flux G̃(UL, UR), we
use the HLLC approximate Riemann solver [25]. The
discretization of the bed slope is actually included in
the flux term so that the balance between the source
term and the fluxes is preserved for some steady state
solutions [16]. A forward Euler scheme is used for time
discretization. In order to ensure stability, the following
stability condition on the time step ∆t must be satisfied

∆t ≤ min(dL,R)

max (‖u‖ + c)

where dL,R is the distance between the cell center and
the center of interface (see [25, p. 157]).

In the following, we shall consider only structured
regular meshes with quadrangles, the horizontal and ver-
tical space discretization intervals being denoted respec-
tively by hx and hy. Hence we have dL,R = 1

2 min(hx, hy).

4.2 Trajectories

The numerical trajectories of the particles are obtained
by the integration of the transport equation (2) using a
second-order Runge-Kutta scheme. Let (tn)n be a subdi-

vision of the time interval [t0i , t
f
i [ and let ∆tn = tn+1−tn.

An approximation Xn+1
i of the position Xi(t

n+1) of par-
ticle number i at time tn+1 is given by

X0
i = x0

i ,

For n = 0, 1, . . . :




Xn,1
i = Xn

i + ∆tn v
(
Xn

i , tn
)

Xn,2
i = Xn

i + ∆tn v
(
Xn,1

i , tn+1
)

Xn+1
i = 1

2

(
Xn,1

i + Xn,2
i

)

(9)

This scheme requires the computation of the veloc-
ity for an arbitrary position P = (px, py) in the domain
Ω. However, the velocity v is known only as a constant
piecewise field, solution to the finite volume discretiza-
tion of the shallow water equations. Let vn

j,k denote the
approximation of its mean value on each cell Kj,k at time
tn. Using notations of Fig. 2, we calculate a Q1–Lagrange
interpolation vP (tn)

vP (tn) = 1
hxhy

(
(hx − ∆x)(hy − ∆y) vn

j,k

+ ∆x∆y vn
j+1,k+1

+ ∆x (hy − ∆y) vn
j+1,k

+ (hx − ∆x)∆y vn
j,k+1

)
(10)

Since the mesh is structured and the cells are rectangu-
lar, this scheme is second-order accurate.
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P∆x

hy

hx

∆y

j j+1

k

k+1

Fig. 2 Interpolation grid on a structured, rectangular mesh
of the computational domain for the velocity field.

4.3 Adjoint solver

In practice, there are three main methods to obtain an
implementation of the adjoint model. The continuous ad-
joint model (4)–(6) can be discretized using an appropri-
ate numerical scheme which is then implemented. A sec-
ond solution consists in writing the adjoint of the direct
numerical scheme and implementing it. Actually, we use
a better way that consists in writing directly the adjoint
code of the implementation of the direct model. This en-
sures the coherence between the discretizations of the
direct and adjoint models. A large part of this extensive
task can be automated using algorithmic differentiation
[8]. Here, the direct program is coded in Fortran 90 and
we use the automatic differentiation tool Tapenade [10].

5 Trajectory filtering

When we consider real flows, surface velocity is per-
turbed by many physical phenomena that are not taken
into account neither in the shallow water model nor in
the particle transport model. Therefore, if a large num-
ber of trajectories observations is available, it should be
profitable to filter this information in order to remove
small-scale perturbations from the data set. Such a filter
based on a priori information on the flow can improve
the quality of data assimilation and consequently the
quality of parameter identification.

In the proposed method, filtered trajectories recon-
structed from a local average in time and space of the
observed velocity field are used instead of the raw trajec-
tories in the data assimilation process. More precisely, we
seek to create a set

{
Xj

}
j=1,Nm

of trajectories defined
as

{
d
dt

Xj(t) = ū
(
Xj(t), t

)
∀ t ∈ ]t0j , t

f
j [

Xj(t
0
j ) = x0

j

(11)

where ū is the local average velocity of the observed par-
ticles and x0

j the starting point of the filtered trajectory

j. Let

ūj(t) = ū
(
Xj(t), t

)

denote the velocity of filtered particle j at time t. It is
computed as the mean velocity observed at time t on
a time-space window W = Wt ×WXj(t)

, where Wt de-

notes a temporal neighborhood of t and WXj(t)
a spatial

neighborhood of Xj(t). Using these notations, we define

ūj(t) =
1
� j

t

Nobs∑

i=1

∫

Wt

d

ds
Xobs

i (s) �Xobs
i (s)∈WXj(t)

ds ,

where

� j
t =

Nobs∑

i=1

∫

Wt

�Xobs
i (s)∈WXj(t)

ds .

In Fig. 3 is drawn a square spatial window for a par-
ticle located in X at time t. Two raw trajectories of ob-
served particles are represented with dotted lines. The
solid lines correspond to the part of the trajectories in-
cluded in the time window Wt while the bold lines match
the intersection of the latter with the space window, i.e.
the parts of the trajectories actually taken into account
in the computation of the local mean velocity ūj(t). The

filtered trajectories Xj are used in place of the raw ob-
servations Xobs

i in the cost function for data assimilation.

6 Twin experiments

6.1 Description

Twin experiments consist in data assimilation experi-
ments where the observations are created by the model
with a given set of parameters. This makes it possible
to evaluate a data assimilation method with a complete
knowledge of all parameters, with no dependence on ex-
ternal variables.

A reference simulation is performed using a known set
of parameters kref. The resulting state variables, called
href and uref are used to create observations. Here, we

W
X(t)

X(t)

X
obs
i+1

X
obs
i

Fig. 3 Space and time windows for trajectories filtering.
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will consider observations of water depth, denoted by
hobs and observations of trajectories, denoted by Xobs.

Then, a different configuration resulting from a mod-
ified set of parameters k0 made of a priori hypotheses
on the reference flow is used as an initial guess for a
data assimilation experiment. The aim is to identify the
reference set of parameters kref using the synthetic ob-
servations.

In order to evaluate the quality of the identification,
we introduce a diagnostic function j

diag
measuring the

discrepancy between the reference state variable and a
simulation resulting from an arbitrary parameter vec-
tor k.

j
diag

(k) =
1

2

∫ T

0

(∥∥ h(t) − href(t)
∥∥2

Ω

+
∥∥u(t) − uref(t)

∥∥2

Ω

)
dt

(12)

If the observations are perfect, directly derived from the
model state variables with no additional noise, then we
get j

diag
(kref) = 0.

6.2 Perturbation of trajectories

For numerical twin experiments, we will actually con-
struct observations of perturbed trajectories, i.e. trajec-
tories of particles transported by a turbulent velocity
field denoted by vtr. We consider a simple perturbation
model where the observations consist in trajectories of
particles transported by a velocity field made up of the
sum of the model velocity v = γu and a perturbation ṽ.

vtr(x, t) = v(x, t) + ṽ(x, t) . (13)

We define the perturbation ṽ as a Gauss–Markov stochas-
tic process. Let the random variable ṽn = ṽ(·, tn) denote
the perturbation velocity field at time tn. We introduce
the Reynolds tensor R(tn) and the time correlation ten-
sor Λ(tn, tm) defined as

R(tn) = �
(
ṽn (ṽn)T

)

Λ(tn, tm) = �
(
ṽn (ṽm)T

)
.

The Reynolds tensor R is a symmetric positive-definite
matrix. We will consider the particular case where Λ is
an exponentially decreasing function in time of R

Λ(tn + ∆tn, tn) = e
−∆tn

TL R(tn) ,

where TL is the local turbulence characteristic duration.
The perturbation ṽn is defined by the following recursive
equation

ṽn+1 = e
−∆tn

TL ṽn + wn

where wn is a random variable with a zero-mean gaus-
sian distribution and a covariance matrix Wn defined by

Wn =
(
1 − e

− 2∆tn

TL

)
R(tn) .

7 Numerical results

We present results of some twin experiments carried out
to evaluate lagrangian data assimilation for a river hy-
draulics configuration. Observations of particle trajec-
tories are used in combination with local water depth
measurements, first for the identification of local bed el-
evation zb as the only control variable, then for the joint
identification of zb and initial conditions (h0,u0).

7.1 Flow configuration

We consider a 100 × 16 m rectangular channel. The bed
has a longitudinal slope of 0.4% and features a bump
spanned on the whole width, centered in x = 40 m with
an amplitude of 0.25 m and a length of 30 m. This bump
generates an acceleration of the flow in the region x ∈
[25, 60].

A constant discharge q̄ = 8 m3/s is prescribed at the
boundary Γq : x = 0 m. The boundaries y = 0 and
y = 16 m are defined as walls and denoted by Γw. Fi-
nally, Neumann conditions are prescribed on the bound-
ary Γt : x = 100 m (see Fig. 4 (a)). In order to simulate
boundary layer effects, the value of the Manning coef-
ficient n is variable in space. In the central part of the
domain, denoted by Ω1 and defined by |y − 8| < 4 m,
n is set to 0.02. In the complement of Ω1 in Ω, i.e. the
lateral sides of the domain, denoted by Ω2, the value of

x

y

100

16

0

Γw

Γw

Γq Γt

Ω2

Ω1

Ω2

(a) Domain description

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  20  40  60  80  100

H
ei

gh
t z

 (
m

)

Distance x (m)

Bed
Free surface

(b) Vertical cut of the fluid domain

Fig. 4 Twin experiments flow configuration
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n increases linearly from 0.02 at the intersection with Ω1

up to 0.04 at the boundary Γw.
These conditions drive the flow to a steady state that

is used as an initial condition for the twin experiments. A
vertical cut of the fluid domain in the longitudinal plane
in Fig. 4 (b) shows the bed and the free surface elevation
for this configuration. The multiple lines that can be
seen on the free surface correspond to different planes
of the transversal discretization. Twin data assimilation
experiments are carried out for a simulation time T =
100 s and a constant time step ∆t = 0.1 s.

7.2 Creation of observations

Observations are created by the model from the reference
steady flow described above. Water depth is recorded
continuously in time at the abscissae x1 = 15 m and x2 =
70 m, for the whole width of the domain. These measure-
ments are used as observations denoted by hobs

i (y; t) for
i = 1, 2 in the twin experiments.

With regards to the creation of trajectories obser-
vations, virtual particles are dropped in the reference
steady flow near boundary Γq and transported by a tur-
bulent surface velocity vtr = γu + ṽ, where γ = 1 and
ṽ is a Gauss-Markov process as described in Section 6.2.
The correlation matrix R can be written as

R =

(
σ2

x ρ σxσy

ρ σxσy σ2
y

)

with standard deviations σx and σy defined as

σx =

√
cx

1 + (ux)2
and σy =

√
cy

1 + (uy)2
.

Table 1 Values of Gauss-Markov process parameters.

ρ cx cy TL

domain Ω1 0.2 0.5 0.3 0.6
domain Ω2 0.3 0.6 0.4 0.3

This choice corresponds to a perturbation that lessens
when the magnitude of the velocity increases. The nu-
merical value of the parameters depends on the position
in the domain. They are summarized in Table 1. A set
of 32 particles is released in the flow, every 2 seconds of
simulation, uniformly distributed over the width of the
channel at the point x = 10 m. Altogether, we take into
account Nobs = 640 particles. The trajectories of these
particles transported by the turbulent velocity field vtr

are used as raw observations, denoted by Xobs
i . They are

drawn with dotted lines in Fig. 5. Reference trajectories
of particles that would be transported by an undisturbed
velocity field (where ṽ ≡ 0) are drawn in bold continuous

lines. Such reference trajectories will be denoted by Xref
i

in the following. In the same way, the longitudinal and
transversal velocities are traced respectively in Fig. 6 (a)
and 6 (b).

7.3 Trajectories filtering

Filtered trajectories are reconstructed from the observed
trajectories Xobs

i using a time–space filter as described in
Section 5. From the a priori hypothesis that the flow is
stationary, we choose the largest possible time window
Wt = [0, T ] for all time t.

The dimensions of the space window should be cho-
sen in order to be large enough to remove small-scale per-
turbations, yet small enough to prevent from smoothing
most important characteristics of the flow. Since the flow
features large longitudinal variations, the corresponding
dimension of the space window is set to 1% of the domain
length, i.e. 1 m. Concerning the transversal dimension,
a filter width equal to the size of the domain would re-
move boundary layer effects. On the other hand, a too
small value would not smooth enough transversal pertur-
bations. A good compromise has been found with 1

16 of
the channel width, i.e. 1 m. A total of 200 filtered trajec-
tories are reconstructed using sets of 10 particles released
in the flow every 2 seconds, uniformly distributed over
the width of the channel at the abscissa x = 10 m.

7.4 Identification of topography

We seek to identify the reference topography used to cre-
ate the observations, from the a priori hypothesis that
the bed is made of a longitudinal slope of 0.4% without
bump. To that purpose, we carry out data assimilation
using the available observations, i.e. water depth mea-
surements and particle trajectories. In this experiment,
the only modified parameter when compared to the ref-
erence flow is the bed topography zb. In particular, the
initial condition remains unchanged.
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Fig. 5 Trajectories of particles transported by a turbulent
surface velocity field.
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Fig. 6 Velocities of particles transported by a turbulent sur-
face velocity field.

7.4.1 Water depth measurements

We first try to identify the topography using only wa-
ter depth measurements hobs

i at the abscissae x1 = 15 m
and x2 = 70 m. The corresponding cost function is the
following

j1(zb) =
1

2

2∑

i=1

∫ T

0

∫ ymax

0

∣∣h(xi, y) − hobs
i (y)

∣∣2dy dt

+
αp

2

∥∥∇zb

∥∥2

Ω
.

(14)

A regularization term involving the norm of the topogra-
phy gradient is introduced in the cost function in order
to smooth the solution. The parameter αp is chosen so
that the weight of the penalization does not hinder the
observations too much. In this experiment, it set to the
value αp = 10−4.

In this configuration, the minimization algorithm con-
verges very slowly to an identified topography that is not
very satisfactory when compared to the reference. Fig-
ure 7 (a) presents the reference topography in a bold solid
line as well as the identified one with a fine grey line. We
can see that the latter comprises large variations with
respect to the reference before the bump. In the figure
to the right are shown the evolution of the cost function,
the norm of its gradient and the value of j

diag
. The de-

crease in the value of the diagnostic function j
diag

during
the assimilation can be used as a measure of the quality
of the identification. Here, we can see that it has not even

be divided by 2, which means that the identification is
globally far from being satisfactory.

7.4.2 Observation of reference trajectories

In this experiment, we add observations of the 640 refer-

ence trajectories Xref
i to the water depth measurements.

The particles are transported by the undisturbed shal-
low water velocity field, so this experiment will be used
as a reference to evaluate the performance of the filtering
process in the following sections.

The cost function is built from j1 with an additional
term measuring the distance between virtual particles
and reference particles.

j2(zb) = j1(zb) +
αt

2

Nobs∑

i=1

∫ T

0

∣∣Xi(t) − Xref
i (t)

∣∣2 dt (15)

The parameter αt is the weight given to the observations
of trajectories. It is set to αt = 10−5, which roughly bal-
ances the value of the term associated to the water depth
measurement and the one associated the observations of
trajectories. The weight αp remains set to 10−4. As we
can see in Fig. 7 (b), the identified topography is very
close to the reference. This observation is confirmed by
the fact that the value of the diagnostic function j

diag
is

divided by 530 at the end of the optimization process.
The quality of the identification is thus very good.

7.4.3 Observation of perturbed trajectories

In this experiment, we combine observations of the 640
perturbed trajectories Xobs

i and water depth measure-
ments. Therefore, the cost function is built from j1 with
an additional term measuring the distance between vir-
tual particles and particles transported by the turbulent
velocity field.

j3(zb) = j1(zb) +
αt

2

Nobs∑

i=1

∫ T

0

∣∣Xi(t) − Xobs
i (t)

∣∣2 dt (16)

When using the same values for the parameters αp and
αt as in Section 7.4.2, the identified topography is very
irregular with small-scale variations of large amplitude,
as shown in Fig. 7 (c). Nevertheless, the shape of the
bump is roughly identified. It can be noticed that the
value of the diagnostic function j

diag
decreases in a first

time during the minimization process, but then increases
up to a quarter of its initial value.

It is possible to obtain slightly better results by in-
creasing substantially the weight αp of the regulariza-
tion term. For instance, with αp = 10−2, the final value
of j

diag
is divided by 7 with respect to its initial value

instead of 4. However, the identified topography is too
much smoothed when compared to the reference.
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(c)Water depth measurements and perturbed trajectories. αt = 10−5, αp = 10−4.
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Fig. 7 Identification of the topography using water depth measurements and trajectories. Left column: identified topography.
Right column: convergence of the cost function.

7.4.4 Observation of filtered trajectories

We now use the filtered trajectories Xj as observations.
The cost function is built from j1, with an additional
term measuring the distance between the trajectories of

virtual particles and Nm filtered trajectories.

j4(zb) = j1(zb) +
αt

2

Nm∑

j=1

∫ T

0

∣∣Xj(t) − Xj(t)
∣∣2 dt (17)

As described in Section 7.2, we have Nm = 200. For
the weight parameters, we choose αt = 2 × 10−5 and
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αp = 10−3. Figure 7 (d) shows a substantial improve-
ment in the quality of topography identification. Unlike
the case with unfiltered trajectories, the value of the di-
agnostic function j

diag
regularly decreases all along the

minimization process. Finally, it is divided by 37 with
respect to its initial value.

7.5 Joint identification of topography and initial
conditions

We now seek to identify jointly the topography zb and
the initial conditions (water depth h0 and velocity u0)
using all available observations from the initial assump-
tion on both parameters. As in Section 7.4, we make the
a priori hypothesis that the bed is made of a longitudi-
nal slope of 0.4% without bump. However, regarding the
initial condition, we use the steady state obtained with
the modified topography instead of the reference one.

The filtered trajectories Xj are used as observations
in addition to the water depth measurements. The cost
function is similar to j4 in Section 7.4.4. The only differ-
ence is that the initial condition h0 and u0 are now con-
trol variables. The new cost function can then be written
as

j5(zb, h
0,u0) =

1

2

2∑

i=1

∫ T

0

∫ ymax

0

∣∣h(xi, y) − hobs
i (y)

∣∣2dy dt

+
αt

2

Nm∑

j=1

∫ T

0

∣∣Xj(t) − Xj(t)
∣∣2 dt

+
αp

2

∥∥∇zb

∥∥2

Ω

(18)

The weight given to the observations of trajectories is
set to αt = 10−4 while the one for the regularization
term is set to αp = 8 × 10−3. As shown in Fig. 8 (a),
the identified topography is close to the reference, with
a good recovery of the bump. It is similar to the result in
Section 7.4.4. As for the initial conditions, we can see in
Fig. 8 (c) and (d) that it reproduces the same main fea-
tures as the reference. However, we can notice irregular
variations in the identified variables in the upper part of
the flow, as well as a slight over-estimation of the wa-
ter depth combined with a slight underestimation of the
longitudinal velocity in the area just downstream from
the bump.

The value of the diagnostic function j
diag

is divided
by about 20 at the end of the optimization process with
respect to its initial value.

8 Conclusion

We have presented a method to include lagrangian ob-
servations into a variational data assimilation framework

in order to improve the identification of control variables
for a river hydraulics model based on the shallow water
equations. The link between the eulerian state variables
from the shallow water model and the lagrangian ob-
servations of particle trajectories is made thanks to a
weakly coupled transport model. Numerical twin data
assimilation experiments demonstrate that this method
makes it possible to improve the identification of bed ele-
vation and initial conditions significantly in an academic
configuration.

A simple spatio-temporal filter has been used suc-
cessfully to improve the quality of the identification with
trajectories observations transported by a velocity field
with small-scale perturbations.

In order to improve identification, a regularization
term on the gradient of topography was introduced in
the cost function. The initial condition may be similarly
penalized in order to prevent large oscillations from aris-
ing in the solution, as observed in the last experiment
concerning the joint identification of bed elevation and
initial conditions. Another option would rely on an ap-
propriate parameterization of the control variables in or-
der to reduce the dimensions of the control space.

The application of the method to real data collected
from video images of a steady flow in a laboratory chan-
nel is being conducted.
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