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Figure 1: Our irradiance vector grid structure is independent of the geometric complexity and allows our client/server visualization system to
stream alternatively geometry data and lighting data to provide interactive rendering on the client side. (a) A scene with 0.2% of the geometry
transferred and only direct illumination (without shadows). (b) The same amount of geometry with 25% indirect illumination transferred:
color bleeding effects are now included, like on the surface of the buddha oriented toward the red wall that appears more red. (c) Further
refinement of the geometry (2%). (d) Full-resolution geometry (50 MB) and full-resolution (1 MB) irradiance vector grid. This scene runs at

50fps on a NVIDIA GeForce Go 7800 GTX.

Abstract

Streaming data to efficiently render complex 3D scenes in presence
of global illumination is still a challenging task. In this paper, we
introduce a new data structure based on a 3D grid of irradiance
vectors to store the indirect illumination appearing on complex and
detailed objects: the Irradiance Vector Grid (IVG). This represen-
tation is independent of the geometric complexity and is suitable
for quantization to different quantization schemes. Moreover, its
streaming over network involves only a small overhead compared
to detailed geometry, and can be achieved independently of the ge-
ometry. Furthermore, it can be efficiently rendered using modern
graphics hardware. We demonstrate our new data structure in a
new remote 3D visualization system, that integrates indirect light-
ing streaming and progressive transmission of the geometry, and
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study the impact of different strategies on data transfer.

CR Categories: 1.3.2 [Computer Graphics]: Graphics Systems—
Distributed/network graphics; C.2.4 [Computer-Communication
Networks]: Distributed Systems—Client/server; 1.3.7 [Computer
Graphics]: Three-Dimensional Graphics and Realism—Shading;
Radiosity; RayTracing;

Keywords: 3D Streaming, Global Illumination

1 Introduction

With the recent increase of collaborative Virtual Reality applica-
tions, realistic online games, and other remote 3D graphics appli-




cations, improved realism calls upon global illumination effects. In
a remote 3D visualization system, a straightforward solution is to
implement a full real-time simulation on the client side. The main
advantage of such a solution is the low requirement of data transfer,
since only the standard description of the scene is needed. Unfortu-
nately, real-time simulation techniques are limited in the number of
indirect light-bounces and heavily depend on the geometric com-
plexity both for speed and accuracy. Therefore, in a client/server
context, it can thus be preferable to keep the computation of global
illumination on the server side, and to stream the computed indirect
illumination to the client. However, if the illumination is directly
linked with the geometry, the overhead would be proportional to the
size of geometry. In order to limit the transmission overhead, an il-
lumination data structure independent of the geometric complexity
would be valuable. This also allows one to select independently the
relative quality of the illumination and of the geometry.

As a solution to this problem, we propose a new approach for re-
mote visualization of 3D scenes. We consider that scenes are stored
on a server with all the required information: meshes for the 3D ge-
ometry, description of material properties, and indirect illumination
for each object. To reach our goal, we introduce the following con-
tributions:

e A new structure for indirect illumination based on a volumet-
ric grid of irradiance vectors [Arvo 1994]. Our structure is
independent of the geometric complexity and can be easily
rendered using modern GPUs.

e A streaming technique for the progressive transmission of this
indirect illumination combined with a number of compression
schemes.

e A client/server visualization system built around this struc-
ture, with independent streaming of geometry and indirect il-
lumination. The less-demanding direct illumination is com-
puted on the client side.

After a brief presentation of some previous work on structures for
global illumination, we introduce our new representation (cf. Sec-
tion 3) and its associated schemes for compression, streaming, and
interactive rendering. Then, we present in detail our client/server
visualization system (cf. Section 4), and analyze the resulting dif-
ferent data transfers, rendering quality, and framerate (cf. Sec-
tion 5).

2 Previous Work

Global Illumination (e.g., [Dutré et al. 2006]) has been extensively
studied in computer graphics. With the recent increase of compu-
tational power of graphics hardware, it is now possible to develop
interactive techniques that incorporate global illumination effects.
Radiosity techniques can be implemented on modern GPUs [Ni-
jasure et al. 2003; Coombe et al. 2004], capturing the computed
indirect lighting into environment maps. Based on a reformulation
of the rendering equation [Kajiya 1986], the introduction of anti-
irradiance [Dachsbacher et al. 2007] removes the problem of visi-
bility estimation, but requires a number of passes proportional to the
scene depth complexity. Stochastic solutions have also been imple-
mented on GPUs, such as those based on Photon-Mapping [Purcell
et al. 2003] or radiance caching [Gautron et al. 2005]. Real time
is only achieved with Instant Radiosity [Keller 1997; Segovia et al.
2007] combined with incremental techniques [Laine et al. 2007],
but its visual quality strongly depends on the geometric accuracy.
In a streaming context, this is hardly achievable.

The common approach in previous work has been to precompute
lighting and to store it as a diffuse lightmap. However, a highly

detailed geometry requires a highly detailed map to capture all the
lighting variations. For almost-planar surfaces or slowly varying
geometric details, one can use directional light maps [Hey and Pur-
gathofer 2002] (a texture that stores for each texel a directional light
source).

For more general lighting effects, Precomputed Radiance Transfer
(PRT) [Sloan et al. 2002] has emerged as an efficient representation.
PRT encodes precomputed light transport effects of a static scene
by projection onto a pre-defined basis. Even though the viewpoint
can be changed in recent techniques [Liu et al. 2004; Wang et al.
2004; Ng et al. 2004; Tsai and Shih 2006], PRTs are still limited
to distant lighting. Moreover, although the resulting data can be
reduced [Sloan et al. 2003] or adapted to normal-mapping [Sloan
2006], its size is still large and strongly depends on the geometric
complexity.

Extending work on PRT, recent approaches compute a more ac-
curate global illumination. The Precomputed Radiance Trans-
fer Field [Pan et al. 2007] allows interactive rendering of inter-
reflections in-between dynamic objects. However, the required data
size and computation time are huge, even for small undetailed ge-
ometry. Another solution is to precompute the direct-to-indirect
transfer (e.g., Wang et al. [Wang et al. 2007]), and let the hardware
efficiently compute the direct lighting. Unfortunately, the final data
size is still dependent on the geometric complexity.

The work most related to ours is the Irradiance Volume [Greger
et al. 1992] and its extension used by different game engines
(e.g. [Mitchell et al. 2006; Mitchell et al. 2007b]). The original
Irradiance Volume is a bilevel grid that stores irradiance values at
each vertex position. However, game engines use regular grids that
can be more easily implemented on GPU. Furthermore, the spa-
tial interpolation scheme, to ensure a smooth reconstruction of the
irradiance, is more complex than a classical trilinear interpolation
scheme used with a regular grid. Finally, storing irradiance values
at vertex positions has two drawbacks. First, irradiance is a geo-
metric dependent value; we prefer to use irradiance vectors [Arvo
1994] that are more robust to geometric variation. Second, in order
to reconstruct the irradiance for any normal, many irradiance val-
ues have to be stored, increasing furthermore the storage cost of the
irradiance volume. Instead we propose a new basis and reconstruc-
tion scheme (related to [Mitchell et al. 2007a]) that allows smooth
interpolation of the irradiance and requires less storage.

Overview. Our system exploits the same kind of separation be-
tween direct and indirect illumination. On the server side, the 3D
scene is stored together with the indirect illumination associated
with its embedded light sources and material properties. During the
streaming of the 3D scene, we also transfer the indirect illumina-
tion for complex objects, using a new data structure, called Irradi-
ance Vector Grid (IVG, for short) On the client side, the hardware
accelerated direct lighting is combined with the transferred indirect
lighting to produce an interactive and accurate global illumination
solution.

3 Representation of Indirect Lighting

The Irradiance Vector Grid is an axis-aligned uniform rectangular
3D grid structure where each grid vertex stores six irradiance vec-
tors (cf. Section 3.1). The grid is used by the graphics hardware on
the client side to compute the indirect illumination. This is accom-
plished by interpolating (cf. Section 3.2) spatially and directionally
the irradiance vectors of the grid. Our representation can be ef-
ficiently compressed (cf. Section 3.3) and easily uploaded on the
client graphics hardware.



3.1 lIrradiance Vector

For a given wavelength, the irradiance vector In(p), as introduced
by Arvo [Arvo 1994], is defined for a point p with normal n as

I,(p) = /Q L(p — ;) 0;de; 1)

where L(p < ®;) represents the incident radiance at p from direc-
tion ®;, dw; the differential solid angle sustained by ®; and Q, the
hemisphere centered at p oriented toward n. The irradiance vector
stores radiometric and geometric information; it is directly related
to the diffusely reflected radiance:

Li(p— @) = 2 (In(p) - n) @
where pp is the diffuse BRDF at point p and - denotes the dot prod-
uct. The main benefit of irradiance vectors compared to irradiance
is that for a local variation of a surface normal, the reflected ra-
diance can be adjusted, making this representation more geomet-
rically robust. To evaluate Equation 2, one may use any global
illumination algorithm such as Photon-Tracing or Path-Tracing. In-
tuitively, an irradiance vector represents the intensity of the incident
lighting and the mean direction where it comes from.

Bear in mind that we want to compute the reflected radiance L,(p),
where the normal at p may be along any direction. Therefore, we
need an efficient representation to store the incident illumination for
any direction. We thus subdivide the direction space with six over-
lapping hemispheres, where each hemisphere is oriented toward a
main direction 8 = £x| £ y| +z. We precompute an irradiance vec-
tor I for each of the six hemispheres to represent the incident il-
lumination. With an appropriate interpolation scheme, we combine
the different values of I5 to evaluate L,(p) for any normal.

3.2 Interpolation of Irradiance Vectors

In order to compute smooth indirect illumination, we interpolate
an irradiance vector for each point p = (px, py, p;) with normal
n = (ny,ny,n;) that needs to be shaded. This interpolation is per-
formed in two successive steps: a spatial interpolation according to
p and then a directional interpolation according to n. In the first
step, the irradiance vector Ig(p) is obtained by performing either a
trilinear or a tricubic spatial interpolation of the irradiance vectors
stored at the grid vertices surrounding point p. The interpolation
is only done for three out of the six possible directions of 8. The
choice between £x (resp. =y and £z) is done according to the sign
of ny (resp. ny and n;). In the second step, the final interpolated
irradiance vector I, (p) is obtained by remapping the three spatially
interpolated irradiance vectors according to the normal direction n
at point p:

In(p) = Ix(p) n? +Iy(l’)”§ +Iz(P)"§-

Notice that our directional interpolation is exact when the normal n
is aligned with 8. To achieve real-time performance, these interpo-
lations are directly executed on the client GPU once the irradiance
vector grid is uploaded on it. However, to reduce the footprint on
video memory, we need to compress our grid, as detailed in the next
section.

3.3 Irradiance Vector Compression and GPU Rendering

Remember that Equation 1 defines an irradiance vector (requiring
three floats) for a single wavelength. Since, in computer graphics
chrominance is defined by three primary colors (R, G, B), we need,
for each &, three irradiance vectors stored in a 3 x 3 matrix M =

(1§ \Ig|1§ ). For a given grid vertex and a given §, we compress M
as the product of a direction d and a color ¢ defined as follows:

IR+ 19+ 15 ®.8 198 153

(IR 416 + 1B || d-8 d-8§ d-§|
This guarantees that when the normal n is aligned with 8, we pre-
serve the original RGB intensity: Mn = ¢(d -n). We have tested
experimentally that this compression does not introduce any arti-
fact in the indirect lighting interpolation. To reduce the required
bandwidth usage even further, the direction can be quantized on 24
bits (classical quantization with 8 bits for each coordinate) and the
color on 32 bits, using the GPU-compatible R9_G9_B9_ES5 format!
similar to the RGBE format [Ward 1991]. This compression can be
done before transmitting the grid data (cf. Section 4.1).

Finally, the great benefit of using a 3D regular grid is that the data
structure can be straightforwardly uploaded on the GPU as a 3D
texture. In our case, the interpolated irradiance vectors are sim-
ply used by the fragment shader as additional light sources that are
meant to encode indirect illumination. These two vectors are en-
coded in two 3D textures, and therefore the information for the six
8 directions requires 12 3D textures. To reconstruct the indirect
lighting, one may use trilinear interpolation natively provided by
the hardware, or adapt a tricubic interpolation technique [Sigg and
Hadwiger 2005].

4 Our Remote Visualization System

Our visualization system is based on a client/server architecture.
The server precomputes and stores the lighting structures and the
level of detail (LOD) of each complex geometry represented as a
progressive mesh. The server sends either new geometric (cf. Sec-
tion 4.2) or lighting (cf. Section 4.1) level of detail depending on
the client requests. After each data reception, the client performs
some processes on the illumination structure and on the progressive
mesh before uploading them on the GPU. Moreover, our approach
allows to interleave geometric and lighting data when transmitting
the scene from the server to the client. This offers a very smooth
progressive visualization until the desired quality is reached.

4.1 Irradiance Vector Grid Streaming

A classical solution for the progressive transfer of the texture is to
use a hierarchical decomposition based on recursive basis functions
such as wavelets. However, to reconstruct each hierarchical level,
this decomposition techniques require waiting for the reception of
all corresponding detail coefficients. Thus, the time required to ob-
tain each new resolution level is growing with its size. We propose
here an alternative approach, which allows the transmission of con-
stant size bundles of voxels.

The transmission is initialized by transferring the eight corners of
the grid. Then, each client request consists of a constant number of
irradiance vectors. Notice that the number of irradiance vectors per
request can be dynamically set depending on the client GPU/CPU
capabilities as well as the network bandwidth and reliability. To get
a smooth global update of the indirect illumination, we have imple-
mented a stratified random sampling of the grid. In our current im-
plementation, the grid is divided in a set of slices along its longest
axis. Then, at each client request, the server sends the requested
number of irradiance vectors. The locations of the irradiance vec-
tors are randomly distributed on each slice.

'This HDR color compression is supported in DirectX 10 and in
OpenGL through the extension GL_EXT_texture_shared_exponent.



() (b) (©

Figure 2: Comparison of indirect illumination reconstructed on
the right side of the dragon (a) without our push-pull algorithm,
(b) with and (c) with a push-pull algorithm without smoothing. The
grid dimension is 16 x 16 x 16 and half of the vertices have been
transferred. The push-pull process has filled the darker regions of
the dragon with smooth indirect illumination.

Unfortunately, when streaming the IVG, some illumination holes
may appear until the grid has been fully transferred. This comes
from the fact that the incomplete grid holds invalid irradiance vec-
tors at some locations. We have adapted a 3D push-pull algorithm
to fill the missing irradiance vectors with smooth data interpola-
tion (cf. Figure 2). Notice that our push-pull algorithm does not
modify any received data. To get smoother results, we apply after
each push step a pyramidal filter to the current grid level. Finally,
the push-pull process can be skipped if the client has limited CPU
capabilities. Therefore, the minimal hardware requirement for our
client is programmable graphics hardware with 3D texture support.

The direction and color of each irradiance vector is sent either
in floating point format or quantized. Our experimentations have
shown that using quantization reduces the transfer time by a factor
of about 2.5 without introducing any visible artefact. Indeed, for
the scene presented in Figure 1, the mean difference between an
image reconstructed with and without quantization is only 0.008%
in Lab color space. Obviously, the dequantization process must be
performed on the client side in order to perform the push-pull steps,
but the resulting overhead is very small (cf. the chart of Figure 6).

4.2 Geometry Streaming

Since our illumination technique is independent of the geometry,
any encoding scheme could be used. Inspired by Hoppe’s semi-
nal work on encoding progressive meshes by successively apply-
ing edge collapse operators [Hoppe 1996], we adopted a streaming
technique that progressively refines a coarse mesh into a detailed
mesh by the inverse operation: the vertex split. For a memory-
efficient geometry streaming, we trade a slight loss in quality
against a very compact multiresolution mesh representation: in-
stead of successively collapsing the less-significant edge (deter-
mined by some energy function [Garland and Heckbert 1997]) onto
an additional vertex along the edge, we simply collapse the edge
onto one of its end vertices. Consequently, the entire multiresolu-
tion mesh can be encoded from the original mesh as an indexed face
set, with a very small overhead. This overhead corresponds to the
vertex lookup table that indicates the vertex index for every vertex
to which it is collapsed [Melax 1998].

For a progressive transmission of the multiresolution mesh, we
reorder the vertices so that the most significant vertices (that are
present in the coarser meshes) can be streamed first. The progres-
sive transmission then consists of alternating sequences of vertices,
of faces, and of small vertex lookup tables. Whereas the received
vertices are directly transferred to the GPU, the vertex indices in-
volved in the faces are first updated recursively by using the ver-
tex lookup tables. This process offers n — 2 different level of de-

tail (where n is the total number of vertices) and guarantees that
only valid faces are streamed. Our technique is somehow similar
to [Guéziec et al. 1999].

5 Results and Discussion

We have tested our remote 3D visualization system with an In-
tel Q6600 with 4GB memory as a server and an Intel Pentium M
2.26Ghz with 2GB memory as a client. We have measured all net-
work transmission times on a 802.11g WiFi network. Each mea-
surement has been repeated and averaged.

5.1 Independence of Geometry and Lighting

As a demonstration of the independence of geometry and lighting,
we have tested our remote visualization system with two extreme
streaming strategies. In the first one (cf. Figure 3), we first transfer
a low-resolution geometry with a full-resolution IVG. We then pro-
gressively transfer all the remaining details of the geometry. Thanks
to our vectorial representation, the illumination adapts smoothly to
local variations of the geometry during its refinement without re-
quiring more information.

In the second strategy (cf. Figure 4), we transfer a full-resolution
geometry with low-resolution IVG, that is progressively refined.
This strategy is useful when the server refines the illumination in
a dynamic environment by using an incremental solution for global
illumination (e.g., [Dmitriev et al. 2002]). This is also useful if we
want the server to remotely compute the illumination and progres-
sively transfer the computed IVG nodes using a parallel version of
our algorithm.

One main advantage of our separation between the illumination
structure and the geometry structure is that the client adapts its data
refinement demands according to both hardware and network capa-
bilities. The classical strategy that offers the smoothest progressive
visualization is to use an interleave streaming of illumination and
of geometry (cf. Figure 1). Our tests show that the client framerate
remains constant, when updating either the geometry or the illumi-
nation grid on the GPU. Therefore our system provides a real-time
and continuous feedback to the client. Moreover, for a given scene,
we did not measure any framerate performance penalty when intro-
ducing the illumination grid.

5.2 Transfer Time

We have also tested separately the required streaming times for the
geometry and the illumination grid. In order to test the influence
of the streaming process on the transmission time, we have com-
pared the time required to download the full structure with the time
required to transfer the geometry/grid without the overhead of the
streaming (cf. cyan horizontal curve of Figure 5). On the geom-
etry side, as illustrated in Figure 5, the maximum overhead was
70%, but only for small packet sizes. When increasing the packet
size, we quickly reduce this overhead to only 10%. This is a very
good trade-oft for a streaming solution compared to a classical LOD
mechanism of VRML where the overhead can reach 100%. The
overhead of our streaming solution is due to the transfer of the ver-
tex lookup table, the edge collapses, and the transfer to the GPU.

On the illumination side, we have tested both the streaming of quan-
tized and floating point grids. As expected, the network transfer
time is reduced when using a quantized grid (cf. black curve on the
two graphs of Figure 6). Moreover, the comparison of the two red
curves of Figure 6 demonstrates that the data dequantization pro-
cess is very small (approximately 4%). This dequantization step
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Figure 3: Streaming the geometry within a constant illumination 16 x 16 x 16 grid (563 KB). Left to right: the indirect illumination adapts
itself when the geometry is refined by using a buffer size of 250 vertices. For each image, the timing indicated below represents the total time

required to reach the indicated geometry size from one on its immediate left. The faces oriented toward the red wall are always red. The
indirect illumination and color bleeding effects are coherently represented.

(b) (©) )
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0.01s 0.094s 0.171s 0.354s

Figure 4: Streaming a 16 x 16 x 16 illumination grid (dequantized) for the same geometry. (a) The initial illumination grid with only 8
irradiance vectors (ivs) is refined (b)-(d) with 64 samples per slice and per request. For each image, the timing indicated below represents
the total time required to reach the indicated geometry size from one on its immediate left.
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network transfer time —s»—
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push-pull w/ smoothing time ---x---

Time (seconds)

Time (seconds)
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Figure 6: Downloading time for the complete illumination grid (32x32x32) with different buffer sizes. The size of the floating point grid is
3 MB and the size of the quantized grid is 1.3 MB. The processing includes the dequantization process and the copy to CPU memory.

is required to perform the push-pull algorithm without introduc- constant per grid size, but the number of push-pull processes de-
ing numerical errors. The time spent on the push-pull algorithm is pends on the number of client requests. Therefore, the packet size
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Figure 5: Downloading time for the complete buddha geometry of
Figure 1 with different packet sizes (a packet corresponds to a fixed
number of vertices). The full geometry size is 1.1 M polygons. The
processing includes the update of the vertex indices by using the
vertex lookup table.

full s(rea‘ming time w/ sméolhing
full streaming time w/o smoothing —=—
network transfer time —»— |

Time (seconds)

16 32 64 128 256 512 1024
Number of samples per slice

Figure 7: Comparison of downloading time with and without
smoothing during the push-pull step for a quantized 32 x 32 x 32
grid. The smoothing computation represents 80% of the total time
spent for the push-pull process.

has to be chosen carefully depending on client/server and network
capacities. According to Figure 6, when using a 32 x 32 x 32 quan-
tized illumination grid, the appropriate packet size is reached when
asking approximately 100 samples per slice (the corresponding ab-
scissa when the black curve crosses the blue curve). Finally, as il-
lustrated in Figure 7, most of the computation overhead is due to the
smoothing pass of the 3D push-pull algorithm. However, depend-
ing on client capabilities, this step can be skipped and as shown in
Figure 2, the penalty on quality remains small.

6 Conclusion and Future Work

We have introduced a new structure to efficiently represent and
transfer the indirect illumination of a 3D scene in a remote ren-
dering context: the irradiance vector grid. This structure is based
on a 3D grid of irradiance vectors. The main advantage of our IVG
structure is to be independent of the geometric complexity and to be

small compared to the geometry size. Our structure integrates eas-
ily with geometry streaming techniques in a remote visualization
system to quickly provide global illumination effects for complex
geometries. Furthermore, the transfer time overhead induced by our
structure is very small as well as the overhead on the performance
at rendering time.

For future work, we would like to improve both the server and
the client of our system. On the server side, we want to develop
new precomputation schemes that take advantage of cluster archi-
tectures for on-line computation of requested illumination. We also
want to provide a fast update mechanism for dynamic 3D scenes,
with a localized computation in regions of important changes. In
order to reduce the processing time on the client side for the il-
lumination, new algorithms for the push-pull process need to be
developed.
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