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Abstract. In this paper, we develop a free space detection algorithm for
the visual navigation of the autonomous robot mounting a catadioptiric
omnidirectional imaging system. The algorithm detects the dominant
plane as the free space from a sequence of omnidirectional images cap-
tured by a camera mounted on the autonomous robot. The dominant
plane, which can be detected from the optical-flow field, is the largest
planar area in the image. For the detection of the dominant plane from
the optical-flow field, we adopt the motion separation property, that is,
the optical-flow vector is decomposed into infinitesimal rotation, trans-
lation, and divergent motions on the images. The algorithm matches
the measured translation optical-flow field with the template translation
optical-flow field to separate the dominant-plane as the free space for
the navigation and the obstacle area. The template optical-flow field is
generated from a preobserved image sequence without any calibration of
the internal parameters of both the robot and camera.

1 Introduction

In this paper, we develop the dominant-plane-based [15] free-space-detection
algorithm for the autonomous robot mounting a catadioptric omnidirectional
imaging system. A featureless and uncalibrated visual navigation for the pinhole
camera system is developed by Santos-Victor and Sandini, [18] and by Ohnishi
and Imiya [15]. The former is a model-based method and the latter is a non-
model-based method. The latter method detects the free space for the robot
navigation using the optical-flow field computed from images captures by the
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imaging system mounted on the autonomous robot [4, 5], although both methods
compute free space from the optical-flow field. The former method generates
the model optical-flow field in the pretuning process using images without any
obstacles. In this paper, we extend the dominant-plane-detection navigation to
the autonomous robot mounting a catadioptric omnidirectional vision system
[2,5,8,14], that is, we use optical-flow field [1,3,11,13] on the omnidirectional
images for the detection of the dominant plane as the free space for the robot
navigation.

For the extension of the previous featureless robot navigation strategy [18,
15] to the omnidirectional vision system, we adopt the motion separation prop-
erty, that is, the optical-flow vector is decomposed into infinitesimal rotation,
translation, and divergent motions on the images. This geometrical property is
well studied on the pinhole camera system. We first clarify the motion separa-
tion property of the optical-flow vectors for the omnidirectional images. Then,
using this geometrical property of the optical-flow vectors, we develop a free
space detection algorithm for the omnidirectional images. In our algorithm, the
measured translation optical-flow field of the omnidirectional image is matched
with the template translation optical-flow field [18], which is generated from a
preobserved omnidirectional image sequence, to separate the dominant plane as
the free space for the navigation and the obstacle area. Therefore, the output of
the algorithm for the navigation is binary images which express the free space
and the obstacle area.

The robot navigation in an environment without any landmarks, such as a
new environment without any configuration maps for the robot, the detection
of the free space, in which the robot can move without any colliding with the
obstacles, is a fundamental task. Ohnishi and Imiya [15], Sobey [17], Santos-
Victor [18] and Braillon et al. [4] developed an algorithm for the free space
detection using optical-flow vectors [17,18] and a sequence of optical-flow field
[15], since the autonomous robot with a vision system automatically detects a
sequence of images from the vision system mounted on the robot.

The omnidirectional vision system is widely used in the surveillance systems
and robot navigation systems [8,12,20]. Using the wide view of the omnidirec-
tional imaging system, in the surveillance and navigation, the moving objects
and the landmarks in the wide area are detected for inspection and robot locali-
sation, respectively. For the robot navigation, the omnidirectional or panoramic
views allow the simple computation for localisation of the robot using the several
landmarks in the omnidirections detected simultaneously by a single camera.
This geometrical advantage is the most important property of the omnidirec-
tional imaging system mounted on the autonomous robot for the navigation and
localisation.

In a real environment, the payload of a mobile robot, for example, the power
supply, capacity of input devices and computing power, is restricted. Therefore,
mobile robots are required to have simple mechanisms and devices [10,15] for
the navigation and localisation. We use an uncalibrated monocular camera as
a sensor for obtaining information on the environment. This vision sensor is a
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low-cost device that is easily mounted on mobile robots. Therefore, we use visual
information for the mobile robot navigation.

As same as the pinhole camera system, geometrical features such as lines
and planes in the environment are fundamental cues for the panoramic and
omnidirectional vision systems to detect the configuration of obstacles in the
three-dimensional workspace. If we adopt these traditional strategies, the robot
is required to detect the free space as the dual area of the space occupied by
obstacle objects. Furthermore, if the map of the workspace is used for the nav-
igation, the robot is required to prepare a geometrical transformation method
for transforming the omnidirectional views to the map and reversely to gener-
ate omnidirectinal views from the map for the localisation of the robot in the
workspace. These two methodologies request for the robot to prepare the special
memories for the visual navigation. Therefore, the featureless method developed
for the pinhole camera system is suitable for the small payload robot mounting
an omnidirectional imaging system, since the algorithm is simple.

Ohnishi and Imiya [15], developed a featureless robot navigation method
based on a planar area and an the optical-flow field computed from a pair of
successive images. A planar area in the three-dimensional space is called a dom-
inant plane, if it occupies the largest part of an image. We first accept the
following four assumptions used by Ohnishi and Imiya [15].

1. The ground plane is the planar area.

2. The camera mounted on a mobile robot is downward-looking.

3. The robot observes the world using the camera mounted on itself for navi-
gation.

4. The camera on the robot captures a sequence of images since the robot is
moving.

For the autonomous robot mounting an omni directional camera system, we add
the following two assumptions for the camera configuration.

5. The optical axis of the catadioptric omni-directional system mounted on the
robot is perpendicular to the ground flow.
6. The planar area occupies more than three fourth of the image.

Although the property of item 5 is the results of the camera-mounting geom-
etry, item 6 is the requirement for the motion separation property on the image.
Therefore, if there are no obstacles around the robot and the robot does not
touch the obstacles, the ground plane corresponds to the dominant plane in the
image observed through the camera mounted on the mobile robot.

Using a vision system inspired by insects, navigation algorithms for the au-
tonomous robot are proposed [6,7,9,17,19]. The insect-inspired vision for robot
control uses simple information observed by the vision system mounted on the
robot. The optical-flow field is a feature computed from an image sequence ob-
served form the moving camera. Therefore, the optical-flow field is a fundamental
simple cue for controlling autonomous vehicles [4,9].

Sobey [17] introduced a control strategy for robot navigation using optical
flow and the potential field, using the relationship between optical flow and range,
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(c)

Fig. 1. Insect-inspired range navigation. (a)—(c) Insect inspired range potential. An
insect understands the range data in the eye-centred coordinates using the optical flow
field observed while it is flying around the environment. This range data observed
by the moving camera (eye) yields the range-based potential field around the insect
for navigation to the local destination. (a) Motion and optical flow. (b) Range data
in the eye-centred coordinate. (c) The range-based potential for control to the local
destination. In these figures, x, 9, and R are the velocity of the insect, the angular
velocity of objects, and the distance to the object, respectively. Then, the relationship
6= d:% is satisfied.

which is possibly used by insects for the detection of obstacles in the space for
motion control, as shown in Fig. 1. This range in the space detected by the
optical flow observed by the camera is used for the generation of the potential,
which is used for the computation of the control force to avoid colliding with
obstacles. The view from the eyes of flying birds and the compound eyes of
insects is a spherical image, which is a standard normalised image for images
captured by the omnidirectional vision system. The catadioptric omnidirectional
system is widely used in robot vision. In this, paper, we develop an algorithm
for the catadioptric imaging system to the detection of free space for the robot
navigation without reconstructing three-dimensional geometry of obstacles in
the workspace. Therefore, the algorithm is simple and suitable for a low-payload
autonomous mobile robot.

2 Motion Separation and Dominant Plane

2.1 Imaging geometry

In this paper, we assume that the catadioptric camera is that with the hyperbolic
mirror which is expressed as
2 2 2
vty z
e Tt M
For this hyperbola, setting f, = Va2 + b2 a pair of points Pr; = (0,0, f,) " and
Pry = (0,0,—f.)" are the focal points of this hyperbola. We use the positive
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Fig. 2. Geometry of the catadioptric camera system. The robot mounting a catadiop-
tric omnidirectional system moves on the ground floor. The optical axis of the camera
system is perpendicular to the ground floor. The robot moves as the combination of
the rotation around the gravity axis of the robot and the translation. The focal point
(0,0, fs) " of the pinhole camera is located on the focal point of the hyperbola Pp.

hyperbola z > 0 as the mirror of a catadioptric imaging system, and we locate the
focal point of the pin-hole camera on the focal point of the hyperbola (0,0, — Pg).
For the analysis of the optical-flow vector caused by the rotation and transla-
tion of the robot as shown in Fig. 2(a), we adopt the cylindrical coordinate system
to express the location of the point P in the space as P = (Rcosf, Rsin, Z)T.
In the catadioptric imaging system, the point P in the space is transformed to

the point
p=(rcosf,rsinf)’ =rn (2)

on the imaging plane, for

N q q=a2_fﬂ+”bz(72+1) z=qy+f WZfZ_Z (3)
24+ f. 0 a2y? — b2 ’ = R

This transformation is geometrically shown in Figs. 2(b) and 2(c). Equation (3)
implies that the points P = (Rcosf, Rsin®, Z)" and P’ = (R’ cos, R'sin6, Z")T
are imaged to the same point p = (rcos,7sin) " if two points satisfy the con-

fe=2 _ f.-2'
7 = .

dition Yo

2.2 Optical flow separation

The optical-flow vector is the appearance motion on an image computed from a
sequence of images. Optical-flow vectors are the projections of the infinitesimal
motion vectors in the space onto the imaging plane.

The projection of the infinitesimal motion in the space onto the imaging plane
is the optical-flow vector. Assuming that the point P moves to P/ = P + A
during At, we compute the difference of a pair of points p and p’ on the imaging
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Fig. 3. The projection of the infinitesimal motion in the space onto the imaging plane
is the optical-flow vector. (a) The rotation of the robot causes the rotation optical-
flow. The rotation optical flow is the tangent vectors to the cocentred circles around
the optical axis of the catadioptric camera. For the rotation, the angle /[P’ Pp1P']
is constant. (b) The translation of the robot causes the translation optical-flow. The
translation optical flow is the tangent vector to the bundle of elliptic arcs which is the
projection of the bundle of parallel lines in the space. For the translation motion, the

length of the line segment P’P = c is constant, where |A|cosf = 25,
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plane which are the projections of points P and P’ = (P + A), respectively.
The optical-flow vector u is computed as
_Ap B : B . ,
u=— =P -p= {the image of A} = {the image of (P’ — P)}. (4)
The optical-flow vector is decomposed to the rotation, translation, and di-
vergent vectors as

U = Up + U + Ug. (5)

The rotation vector u, is caused by the rotation of the imaging system around
the optical axis of the imaging system. The translation vector u; is caused by
the translation of the optical centre parallel to a plane. The divergent vector ug
is caused by the motion of the optical centre toward the infinite point in the
space.

In this paper, we assume that a catadioptric omnidirectional camera system is
mounted on the robot as shown in Fig. 2. The camera observes the vector bundle
caused by the translation and rotation of the robot. In this camera configuration,
for any camera motion caused by the robot drive, the camera centre does not
move in the direction of the optical axis of the camera. Therefore, the camera
does not observe the divergent vector bundle as part of the appearance motion.

2.3 Rotation optical flow

From eq. (3), we have the relation that %r = 0. Therefore, if the point P =
(Rcosf, Rsin®, Z)T moves to the point P’ = (Rcos(f + w), Rsin(f + w), Z) "

for a small angle w, the optical-flow vector on the imaging plane is computed as

u(r,0) =p' —p=wrn® (6)
for nt = (—sin#,cosd) . Therefore, the optical flow of the rotation of the
robot is a collection of co-centred circles on the imaging plane as shown in
Figs. 3(a) and 3(c). Furthermore, the speed is independent to the angle 6, that
is, %\ur| = 0. Moreover, we have the relation for the rotation angular velocity
as

)T

1
o=l (r0). ©
From eq. (6), we have the relation

u(r,0+ ) = —u(r,§). (8)

2.4 Translation opticalflow

The optical flow caused by the translation of the camera centre is the image of
a line in the space. Assuming that the point P = (Rcosf, Rsinf,Z)" moves to
P’ = (R cos(0+w), R sin(f+w), Z)T with the constant speed v = |A| = w2~

cos? 6
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in the direction (0,1,0) ", we set the projections of the pair of points P and P’
as
p=(rcosf,rsind)’, p' = (' cos(d + w), sin(d +w))". (9)

The pair of points P and P’ lie on the line (D, D|tanf|, Z)", -7 < 0 < .
From the camera geometry in Figs. 3(b) and 3(d), we have the relations

f l_ fZ(fZ_Z)
r= 2 | tan 0], (10)
f= 2 14 B2 (3 ob)
| = /D tan20 + (f. - 2)2, (11)
f l/ _ fz(fzfz)
r_ z
r = 7.—2 l/Jrfz(fzfz)(:%i2%)|tan(9+w)|» (12)
a
V= \/D2tan2(6 +w) + (f. - 2)2. (13)
Using the relation
Ap ’
2 PP
(1 L=Uz=z1) (0 (1— f=Uz=2)) "
s I+ G0 (3382) sin(f) + w) — I =T (37 O

= , (14)

F2(f2=2)\ O
(l—%)tana in 0

f. — Z | =LY tan(0+w)|
I+ fz(fifz) (372%)

l/+ fz(fz*z> (372%)

sin(f + w) —

for R~ R’ and w < 1, we have the optical-flow vector on the imaging plane as

uy(r,0) = wdcos 6 1 , (15)
[tan 6|
where
Z(fz_Z)
2 1(6) - LU= :
p— . — D2 i - Z 2. 1
Tz WHM@—Z%)’Z@ \/ tan® 6 + (f> — Z)%. (16)

From eq. (15), we have the relation

w(r, 0 + ) = uy(r, 0), (17)
since (0 + 7) = I(0). The speed depends on the 8, that is, we have the relation
2.5 Motion separation

In Fig. 3, (a) shows that the rotation optical-flow vector which is the tangent
vectors to the cocentred circles around the optical axis of the catadioptric cam-
era. (b) shows that the translation optical-flow vector is the tangent vectors to
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the bundle of elliptic arcs which is the projection of the bundle of parallel lines
in the space.

From the analysis of the rotation and translation optical-flow vectors, we
have the relations

uy(r,0) = %u(r, 0) +u(r,0 +m), uy(r,0) = %u(r7 0) —u(r,0 + ), (18)

if there is no obstacles in the view. Furthermore, we have the relation for the
rotation angular velocity as

w= %\u(r, 0) —u(r,0 + ). (19)

2.6 Dominant plane detection for omnidirectional images

For
P = (Dtanfcosf, Dtanfsinf, Z)", P' = P + A, (20)

where A = Aey and ey = (0,1,0) " for a small positive number A and

-
7 — 7 —
Qz( Dstanecos&ZthanesinH,(Z—s)> , Q' =Q+A (21)
where s > 0, setting p and g to be the images of P and @, respectively, we have
the relation,
Ap| _|Aq
At At

Therefore, the depth affects to the length of optical-flow vectors. This relation
implies that we can discriminate optical-flow vectors on obstacle-region and the
ground floor using the difference of the optical flow, if we have the optical-flow
vectors on the ground floor.

If obstacles exist, we estimate the rotation velocity as

. (22)

@ = Median, g (21|u(7", 0) —u(r,0+ 77)) (23)
r

Then, we can separate the translation optical-flow vector of each point as

wy(r,0) = u — ron’t. (24)

Setting us(r,d) to be the optical-flow vectors computed from a pair of suc-
cessive views without any obstacles, we have the relation

ug(r,0) —w(r,0)] <e, (25)

for a small positive constant at all points on the ground floor. This relation
implies that, setting u¢(r,6) to be the template computed from views without
any obstacles, we can detect the dominant plane as

D = {(rcos,rsin®)" | |us(r,0) —us(r,0)] <el. (26)
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3 Numerical Results

For the validity evaluation of the method, we have evaluated the detection ratio
of the dominant plane. For the qualitative analysis of the results, we used a syn-
thetic environment generated in the computer and a synthetic image sequence
observed from the camera mounted on the robot in the synthetic environment.
Using 10 synthetic images for each speed, we have evaluated the following mea-
sures I/ = ¢ x 100[%] and Ey = ¢ x 100[%], where ey, ez, and N are the area
in the free space detected as a part of obstacle area, the area in the obstacle area
detected as a part of free space, and the area measure of the view, respectively.

For the computation of the optical-flow vectors on the imaging plane, we
adopt the Lucas-Kanade mathod with Pyramid, LKP in abbreviation, for the
optical flow computation [3] in the square grid on the imaging plane. The optical-
flow vector decomposition compensates the accurate computation of the optical-
flow for the dioptric omnidirectional images.

Table 1. Errors against speed of the robot 7. For E; = S x 100[%] and E» = <2 x
100{%)], where e1, e2, and N are the area in the free space detected as a part of obstacle
area, the area in the obstacle area detected as a part of free space, and the area measure
of the view, respectively.

Dist.(mm)|Thd.e = 0.3px|Thd.e = 0.5px|Thd.e = 0.7px
E\ [ B2 [ B[ Ea | Ei | E
5 51.6%| 0.1% |25.6%| 0.3% |13.0%| 0.5%
10 25.9%| 0.1% |8.9% | 0.4% |4.3% | 0.7%
15 13.8%| 0.1% |4.3% | 0.4% |2.4% | 0.6%
20 81% | 0.2% |2.8% | 0.5% [1.9% | 0.7%
25 6.2% | 0.2% [2.6% | 04% [1.9% | 0.7%
30 55% | 0.1% [2.5% | 0.5% [1.8% | 0.7%
35 4.8% | 0.1% |2.3%| 0.4% |1.8% | 0.7%
40 51%| 0.1% [2.5% | 0.5% [1.9% | 0.7%
45 4.8% | 0.2% |2.4% | 0.4% |1.9% | 0.6%
50 52% | 0.1% [2.7% | 0.4% [2.1% | 0.6%
55 4.8% | 0.2% |3.0%| 0.4% |2.5% | 0.7%
60 4.7% | 0.1% |3.0%| 0.4% |2.6% | 0.6%

These evaluations show that the estimated ratio is small for the speeds
20mm/s < v < 50mm/s. This result is based on the property of the method
as follows

— If the speed is too slow, the optical-flow vectors is inaccurately computed for
the detection of the dominant plane and obstacles on the ominidirectional
images using LKP.

— If the speed is too fast, LKP is unstable for the computation of the optical-
flow vectors of the catadioptric omnidirectional images.
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(a) A snapshot
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720mm iiii i

(d) View of the field of at- (e) An image (f) The template optical
tention flow

Fig. 4. Geometric configuration of robot and template. (a) shows a snapshot of the
work space. (b) is a captured image. (¢) and (d) show the view fields of the robot. (e)
and (f) show an observed image for the template optical-flow field computation and
the template optical-flow field, respectively.

For the generation of the template, we used the area on the ground floor
550mm < R < 2090mm centred at the rotation axis of the catadioptric camera.
The geometrical configuration is shown in Fig. 4. In this figure, (a) shows a snap-
shot of the workspace (b) shows a captured image (c) and (d) show the view fields
from the camera mounted on of the robot. (e) and (f) show an observed images
for the template optical-flow vector computation and the template optical-flow,
respectively. For the computation of the template optical-flow field, we set the
translation distance ¢ = 10mm/frame based on the performance evaluation by
synthetic data.

Figure 5 shows a results. (a) is an image, (b) shows the optical-flow vectors,
(c) the rotation optical-flow vectors, (d) shoes the translation optical-flow vec-
tors, (e) shows the difference between the template optical-flow and translation
optical-flow vectors, and (f) is the dominant plane (white area) and obstacles
(grey area) detected by the image (e). In the experiment, we set e = 0.3pixels
These results show that our method detects the dominant plane from the cata-
dioptric image sequence observed by the camera mounted on the autonomous



inria-00325322, version 1 - 28 Sep 2008

(c¢) The rotation flow

(70

\
\

/ )
|
\

| =
\ y
\\‘*’-’/ 4

\5\\.4_/,/
(d) The translation flow (e) Difference of the (f) Dominant plane
translation  and  the (white) and  obsta-
template(length x 3) cles(gray)

Fig. 5. Result. (a)an image, (b)the optical-flow vectors, (c)the rotation optical-flow vec-
tors, (d)the translation optical-flow vectors, (e)difference between the template optical-
flow and translation optical-flow vectors, and (f)the dominant plane (white area) and
obstacles (grey area) detected by the image (e).

robot. This result shows that our method detects the dominant plane as a free
space from a catadioptric omni-directional images using optical flow.

Figure 6 shows a comparison evaluation of the method caused by the locations
of obstacles in the workspace. In these results, images in the region z < 0 and
y > 0 are shown, since the robot is moving in the direction (—1,0)" and the
obstacles are located in the left of the robot. These three results show that the
obstacles on the both side of the robot and close to the robot are accurately
detected.

4 Conclusions

In this paper, we developed a featureless and uncalibration visual navigation
algorithm for the robot mounting a catadioptric omnidirectional imaging sys-
tem. Using optical flow, our algorithm detects the dominant plane as the free
space from a sequence of omnidirectional images captured by an omnidirectional
camera mounted on the autonomous robot. For the extension of the previous



inria-00325322, version 1 - 28 Sep 2008

& T

O

(c) Difference (d) Dominant

Plane

i
KRN
A 00
i, 128
““l““m“l‘x‘l LTt

A, Uy
Al

T
AAA il

i
i

(A
N
o
44,

(g) Difference (h) Dominant
Plane

-

(j) Optical flow (k) Difference 0] Dominant
Plane

Fig. 6. Comparative examples. From left to right, the image, optical flow, difference
with templates, and the dominant-plane, respectively. From top to bottom obstacles
locate at 750mm (Three Boxes), 1200mmi (Two Boxes), and 1500mm (Three Boxes)
from the centre of the coordinate system.

featureless and uncalibarated robot navigation strategies [18,15] to the omnidi-
rectional vision system, we adopt the motion separation property, that is, the
optical-flow vector is decomposed into infinitesimal rotation, translation, and
divergent motions on the images.

Using this geometrical property of the motion vector on the image, we de-
veloped an algorithm for the separation of the translation motion and rotation
motion from a series of omnidirectional images. The magnitude of the motion
vectors for translation motion depends on the range of the obstacles. Therefore,
it is possible to separate the appearance motion vectors on an image computed
from optical flow to motion on the ground floor and the motion on the obstacles.
This property allowed the separation of the free space on an image. Since our
algorithm requires template images from translating camera [18], we can con-
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struct template for recognition without any calibration of internal parameters of
both the robot and camera. in the pretuning process.
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