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Abstract. People who are blind can be at a disadvantage in social situations be-
cause face-to-face communication relies heavily on non-verbal cues. Lack of ac-
cess to cues such as eye contact can sometimes lead to awkward situations, such
as answering a question that was directed to another person. This problem is com-
pounded by the fact that sighted people are not always aware of their use of these
nonverbal cues, and they do not take this into account when communicating with
people who are blind. In the long term, this can limit employment opportunities
for people who are blind, can adversely impact their professional advancement,
and can even isolate them. To address this problem, we propose a methodology
for determining and enumerating the most important needs of people who are
blind, as they interact with others in social situations. Next, we establish design
guidelines for building a Social Interaction Assistant to provide access to essen-
tial visual information during social encounters for the visually impaired. Finally,
we use our design guidelines to develop a wearable Social Interaction Assistant
prototype that is aimed at providing this essential information in real-time, during
social interactions.

1 Introduction

In the United States 1.3 million people are legally blind and 11.4 million people have
some sort of visual impairment. People with visual impairments use creative methods
for coping with the lack of visual information in their daily lives. For example, special-
ized training can help people with visual impairments use their sense of hearing more
effectively, training in the use of a white cane can help them navigate successfully, and
training in the use of screen reading software can make computers more accessible.

Historically, the development of assistive devices has tended to be characterized by a
technology-centric approach, which begins by asking “What can we do?” This approach
is often inspired by a newly emerging technology, and it tends to produce one-size-fits-
all technological solutions to the obvious problems that people with disabilities might
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have already largely solved for themselves. One example of this type of technology-
centric approach is the development of numerous robotic guide dogs [1] [2] [3]. Sadly,
the technology-centric approach often fails to address some less obvious, but more im-
portant, unsolved problems.

Another problem with the technology-centered approach is that it often focuses only
on the disabilities of the user, without taking into full account the user’s abilities. For
example, people who are blind are often able to perceive the presence of large objects
in the environment around them. Ambient sound sources in the environment provide a
form of audio illumination and the resulting sounds bouncing off of objects (or sounds
shadowed by objects) allow a person who is blind to detect the presence of those objects
[4]. Sometimes in attempting to overcome a disability, developers of assistive devices
unintentionally interfere with the user’s abilities. For example, navigational assistive de-
vices that require the user to wear headphones or earphones deprive the user of sounds
that are vital to the perception of the environment.

In an effort to avoid the problems of technology-centric design, this paper describes a
human-centric approach that begins by asking ”What is needed?” It answers this ques-
tion by identifying unmet needs (as seen by people with disabilities) and guides the de-
velopment of assistive devices to specifically address these needs. This human-centric
approach often uncovers a wide variety of such needs, inspiring the development of a
variety of different devices.

2 Motivation

In order to identify unmet needs of the visually impaired community, we established
two focus groups consisting primarily of people who are blind, as well as disability
specialists and parents of students with visual impairment and blindness. Members of
these focus groups who were blind or visually impaired were encouraged to speak freely
about their challenges in coping with daily living. During these focus groups, the par-
ticipants agreed on many issues as being important problems. However, one particular
problem - that of engaging freely with their sighted counterparts - was highlighted as a
particularly important problem that was not being addressed by technology specialists.
As an example of this type of social disconnect, consider a simple form of nonverbal
communication: glancing at a watch to signal that it is time to wrap up a meeting. The
sighted participants might respond to such a glance automatically, without consciously
realizing that this visual information is not accessible to a participant who is blind.
Similarly, a sighted person asking a question in a group will use gaze direction and eye
contact to indicate to whom the question is directed. Without access to this visual cue,
people who are blind might be left wondering whether the question was directed to-
wards them. They can answer immediately (at the risk of feeling foolish if the question
was not directed at them) or they can wait to see if anyone else answers (and risk being
thought of as rather slow witted).



People who are blind often find themselves unable to independently access essential vi-
sual information. This can be a particularly difficult problem in social situations, where
as much as 65 % of two-person conversation is non-verbal [[5], p.30]. Compounding
this problem is the fact that sighted people are often unaware of the nonverbal cues that
they use in social situations, and do not make allowances for this when communicat-
ing with people who are blind. People who are blind are often unwilling, or unable,
to constantly ask others for this non-verbal information, because it places a perceived
burden on friends and family. Over time such situations can put a person who is blind
at a disadvantage, potentially leaving them socially isolated [6].

This social isolation is an important concern. Humans are social beings who need mean-
ingful communication and interaction with others to lead healthy and productive lives
[7]. However, while many assistive devices have been developed to meet a wide range
of the needs of people who are blind, there has not been enough attention given to the
development of assistive devices that satisfy the need for access to nonverbal commu-
nication cues. In response, our goal has been to develop assistive devices that will allow
people who are blind to access important visual information during social encounters.

Section 2 lists the needs that the members of our focus groups and the respondents to our
online survey felt were most important in social situations. Section 3 discusses existing
computer vision algorithms that might be used to meet those needs. Section 4 presents
the three design alternatives that we considered for our Social Interaction Assistant,
and Section 5 describes the hardware and software implementation that we developed.
Section 6 provides a summary, and a discussion of our plans for future development.

3 Requirements for a Social Interaction Assistant

Members of our focus groups voiced many concerns about social interaction and iso-
lation. Based on these conversations, we compiled a list of needs that are often ex-
perienced by people with visual impairments. In doing so, we identified two aspects of
social interaction that are particularly important: access to the non-verbal cues of others
during social interactions, and how one is perceived by others during social interactions.

Access to Non-Verbal Cues Access to the non-verbal cues of others during a social
interaction is something that sighted people take for granted. Non-verbal cues such
as eye contact, hand gestures, and body posture play very important roles in social
communication [8]. As an important first step in the design of our Social Interaction
Assistant, we decided to develop a better understanding of the most important non-
verbal cues that we need to convey to a person who is blind or visually impaired.

How One is Perceived by Others Although people who are blind cannot visually per-
ceive their own appearance and demeanor during social interactions, members of our
focus groups indicated that understanding how others perceived them was important.
For example, assistive technology that makes the user stand out (such as the Jordy [9]



enhanced vision system) were rejected. “Don’t make me look like a Martian” was a
sentiment that was shared by most of the attendees. This sentiment makes it important
that assistive technologies be extremely discreet. Ideally, assistive devices should allow
a person who is blind or visually impaired to interact with sighted peers without those
peers even being aware of their disability, or their assistive device.

Another cause of social isolation for people who are blind are distracting or unusual
body mannerisms [5]. For example, a person who is blind might rock back and forth dur-
ing a conversation without being fully aware of how this is being perceived by sighted
people. Training can make people who are blind more aware of the social norms, expec-
tations, and needs of sighted people - for example, turning their head to face a sighted
person as they speak to her as a substitute for establishing eye contact. Assistive tech-
nologies could also play a role in helping individuals who are blind recognize, learn,
and practice body mannerisms that are considered socially appropriate.

3.1 Essential Requirements

As a first step toward the development of a Social Interaction Assistant, we used our
focus group results to identify and enumerate the following list of needs for informa-
tion that is not always accessible by people who are blind, as they engage in social
interactions:

1. Knowing how many people are standing in front you, and where each person is
standing.

2. Knowing where a person is directing his/her attention.
3. Knowing the identities of the people standing in front of you.
4. Knowing something about the appearance of the people standing in front of you.
5. Knowing whether the physical appearance of a person who you know has changed

since the last time you encountered him/her.
6. Knowing the facial expressions of the person standing in front of you.
7. Knowing the hand gestures and body motions of the person standing in front of

you.
8. Knowing whether your personal mannerisms do not fit the behavioral norms and

expectations of the sighted people with whom you will be interacting.

3.2 Online Survey

We conducted a web-based survey in order to validate the list of needs that we identified
from our focus groups, and to help establish the relative importance for each of these
needs. This survey was anonymously completed by 27 people, of whom 16 were blind,
9 had low vision, and 2 were sighted specialists in the area of visual impairment.

The online survey consisted of eight questions that corresponded to the previously iden-
tified list of needs. Respondents answered each question using a five-point Likert scale:
(1) Strongly disagree, (2) Disagree, (3) Neutral, (4) Agree, and (5) Strongly agree. Ta-
ble 1 shows the eight questions, sorted by descending importance, as indicated by the



survey respondents (the question numbers correspond to the need listed in the previous
section).

Need The Question The Mean Score

8. I would like to know if any of my personal mannerisms might interfere
with my social interactions with others.

4.5

6. I would like to know what facial expressions others are displaying
while I am interacting with them.

4.4

3. When I am standing in a group of people, I would like to know the
names of the people around me.

4.3

7. I would like to know what gestures or other body motions people are
using while I am interacting with them.

4.2

1. When I am standing in a group of people, I would like to know how
many people there are, and where each person is.

4.1

2. When I am standing in a group of people, I would like to know which
way each person is facing, and which way they are looking.

4.0

5. I would like to know if the appearance of others has changed (such as
the addition of glasses or a new hair-do) since I last saw them.

3.5

4. When I am communicating with other people, I would like to know
what others look like.

3.4

Table 1: Results of the online survey

The histogram of responses (Fig. 1) from the online survey reveals the importance lev-
els of the various needs. The responses to question 8 suggest that the respondents are
highly concerned about how they are perceived by their sighted peers. The responses
to questions 3, 6, and 7 suggest that respondents would like to know the identities, fa-
cial expressions and body gestures of the people with whom they are communicating.
The responses to questions 4 and 5 indicate that there was a wide variation in respon-
dents’ interest in (4) knowing the physical appearance of people with whom they are
communicating and (5) knowing about changes in the physical appearance of people
with whom they are communicating. Many respondents indicated moderate, little, or
no interest in either of these areas.

4 Relevance of Computer Vision in Building Solutions

Many of the needs for social interaction could be served by current and future computer
vision research. For example, the problem of person recognition has been approached
using algorithms for face recognition and gait-based identity recognition. Other re-
search efforts in computer vision could be employed to meet other needs in the list.
Table 2 shows the potential uses of existing computer vision algorithms for addressing
the various needs in the list.



Fig. 1: Histograms of online survey responses

Need Description Existing Computer Vision Algorithms

1 People detection
and localization

a. Face Detection [10]
b. Face Tracking [11]
c. Skin region extraction [12]

2 Assessing attention

a. Head pose estimation [13]
b. Eye detection [14]
c. Eye contact detection [14]
d. Facial feature extraction [11]

3 Person identifica-
tion

a. Face recognition [15] [11]
b. Gait Recognition [16]

4 & 5 Extracting physical
descriptors

a. Facial Feature extraction [11]
b. Eye glass detection [11]
c. Clothing detection [17]

6 Facial expression
a. Facial Feature extraction [11]
b. Facial action analysis [11]

7 Gesture and man-
nerism recognition

a. Motion analysis [16]
b. Skin region extraction [12]
c. Activity recognition [16]
d. Body part detection [17]
e. Facial expression recognition [11]

8 Social training
a. Rocking detection (Motion estimation) [16]
b. Social gaze training (Face detection and eye detection) [14]

Table 2: Potential uses of computer vision algorithms



5 Alternative Platforms for a Social Interaction Assistant

Having determined the requirements for a Social Interaction Assistant, we next concen-
trated on a potential platform for the device. We observed that four important criteria
had to be taken into account: (1) the device must be unobtrusive and socially accept-
able; (2) the device must be lightweight and compact for easy everyday use; (3) the
device should be wearable, so users have their hands free; and (4) the device should
allow the user to control the direction of the wearable device unobtrusively. Based on
these considerations, we investigated three different conceptual approaches, including:

Concept 1: A wearable video camera in a clip-on device, and a small audio emitter
device that could be worn on the ear without obstructing normal hearing. Both of these
devices would be connected to a compact computing element such as an Ultra-mobile
PC (UMPC) (Fig. 2).

Fig. 2: A clip on camera and small audio emitter

Concept 2: A tiny, ear-mounted video camera and sound emitter (inspired by Blue-
tooth headsets) mounted on a small device that communicates with a UMPC (Fig. 3).

Concept 3: A tiny video camera and a sound emitter mounted unobtrusively in a
pair of glasses - both of which are attached to a UMPC (Fig. 4).

Based on the previously mentioned criteria, we concluded that Concept 3 best met
the requirements for unobtrusiveness, social acceptability, light weight, compactness,
wearability, and ease of user control.

6 The Social Interaction Assistant Prototype

The following sections detail the hardware and software developed for our prototype
Social Interaction Assistant.



Fig. 3: An ear-mounted video camera and sound emitter

Fig. 4: A tiny video camera and sound emitter in a pair of glasses



6.1 Prototype Hardware

We mounted an analog camera (1/3“ CCD, 0.2 Lux light sensitivity, 92◦ field of view
and 320 line scan NTSC output) on the nose bridge of a pair of sunglasses. The analog
data were converted to digital using a video digitizer that connected to the computing
element (a UMPC) through a USB port. The audio output (conveying processed infor-
mation) was delivered to the user through the earpiece of the glasses. The prototype
device is shown in Fig. 5.

Fig. 5: The prototype Social Interaction Assistant: Hardware

6.2 Prototype Software

The prototype Social Interaction Assistant processes the video stream from the camera,
and uses existing computer vision algorithms to analyze the video frames (Fig. 6). The
frames are processed by a face detection algorithm [10] that identifies the location of
faces within the camera’s field of view, sending a covert audio signal to the user when
a face is detected. This is shown in Fig. 7, which is a screen shot of the demonstration
software used to illustrate the functioning of the system.

The audio signal generated from the face detection result helps the user to know
when someone approaches, allows the user to choose whether to initiate a conversation,
and helps the user determine when to make eye contact. At the user’s option, the Social
Interaction Assistant can send detected faces to a face recognition component [15] that
analyzes the face, compares the resulting feature vector to a user-specific database, and
speaks the identity to the user if there is a successful match. The system also provides
a quantitative measure of its belief on the top matches in the database (as shown in Fig.
8), which may help the user assess the confidence of the recognition result. If the face
in the scene is a new acquaintance (i.e. no high confidence match), the system captures



Fig. 6: The prototype Social Interaction Assistant: Software

Fig. 7: Screen shot of the demonstration software performing face detection; im-
age captured from the camera on the prototype hardware.



25 images of the new face, and the user is later prompted to provide the name of the
person. This combined information is then added to the database, for future use.

Fig. 8: Confidence levels in face recognition output.

7 Summary and Future Work

The Social Interaction Assistant described here is the result of a systematic exploration
of the needs of individuals who are blind or visually impaired. As one member of our
focus groups said, “I appreciate the fact that we have a hand in designing it now, in-
stead of it just being given to us, without a chance to see what we can do to make it
better.”

We believe that current and future computer vision techniques have the potential to
meet many of the needs that we have enumerated. Advances in computing technology
have allowed us to package our prototype system in a laptop that can be carried in a
backpack. The current prototype (shown in Fig. 5) is intended as a proof-of-concept.
It works well in a controlled laboratory setting, but it cannot handle drastic changes in
pose angle or lighting conditions. More computer vision work will be needed to better
handle these challenges. However, the needs that we have enumerated above provide
a clearly defined target for such research. With respect to longer range goals, we are
working on methods to recognize features such as hair color, facial expression, age, and
gender.

We believe that a Social Interaction Assistant, such as the one described here, has the
potential to transform the way that people with visual impairments conduct their daily
lives, by improving their confidence and ability to engage in social interactions. In ad-
dition, we believe that ongoing work in this area will focus and extend computer vision
research that will have important applications in many other domains.
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