1{+B2Mi SQHVvV?2/° HJQ/2HBM; 7°QK aBH"
C2 M@at# biB2M 6° M+Q- 1/KQM/ "Qv2"

hQ +Bi2 i?Bb p2 " bBQM,

C2 M@a(# biB2M 6> M+Q- 1/KQM/ "Qv2 X 1{+B2Mi SQHV?2/  H JQ/2HBI
+iBOQMb QM S ii2’M M HvbBb M/J +?BM2 AMi2HHB:2M+2- AMbiBimi2 Q
kyyN- jRUjV- TTX9R9@9kdX IRYXRRyYNfhS JAXkyy3XRy9=X IBM'B @y}

> G A/, BM'B @yyj9NRYyj
2iiTh,ff? HXBM B X7 fBM'B @YyYj9INRY]
am#KBii2/ QM kj .2+ kyy3

> G Bb KmHiB@/Bb+BTHBM v GOT24WB p2 Dmbp2 "i2 THm B/BbBIBTHBN
"+?Bp2 7Q i?72 /2TQbBi M/ /Bbb2KIBEBMBR MNQ@T™+B2® " H /BzmbBQM /2 /
2MiB}+ "2b2 "+?2 /Q+mK2Mib- r?2i?@+B2MMiB}2mM2b#/@ MBp2 m "2+?22 +?22- T
HBb?2/ Q° MQiX h?2 /IQ+mK2Mib MK VW+RK2Z2EF IQKHBbb2K2Mib /62Mb2B;M
i2 +?BM; M/ "2b2 "+? BMbiBimiBQWER BM?8 7M#M2I @b Qm (i~ M;2 b- /2b H
#Q /-Q 7 QK Tm#HB+ Q T ' Bp i2T2HRAB+B @2MT2BIpXib X


https://hal.inria.fr/inria-00349103
https://hal.archives-ouvertes.fr

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE

Ef cient Polyhedral Modeling from Silhouettes

Jean-Sébastien Franco, Edmond Boyer

Abstract—Modeling from silhouettes is a popular and useful
topic in computer vision. Many methods exist to compute the
surface of the visual hull from silhouettes, but few address
the problem of ensuring good topological properties of the
surface, such as manifoldness. This article provides an efient
algorithm to compute such a surface in the form of a polyhedra
mesh. It relies on a small number of geometric operations to
compute a visual hull polyhedron in a single pass. Such simigity
enables the algorithm to combine the advantages of being fas
producing pixel-exact surfaces, and repeatably yield mafold and
watertight polyhedra in general experimental conditions with real
data, as veri ed with all datasets tested. The algorithm is filly
described, its complexity analyzed and modeling results gén.

Index Terms—Modeling from multiple views, modeling from
silhouettes, shape-from-silhouettes, 3D reconstructigrvisual hull

. INTRODUCTION

weak calibration [6] using oriented epipolar geometry [The
algorithm proposed can however be impractical for fast abdst
computations. We propose a simpler alternative to achieeset
goals.

Many other algorithms exist to provide approximate sohasio
to the shape-from-silhouette problem. Most of them fall wo t
categories:volume-based approacheecus on the volume of
the visual hull and usually rely on a discretization of space
Surface-based approachdscus on a surface representation of
the visual hull. A third approach exists that computes a view
dependent image-based representation, from an arbitiawy- v
point [8]. Although useful for a wide variety of tasks, thigthod
doesn't provide full 3D models as required by many applaati
Obtaining full 3D models is a main concern of this article,igth
is why we focus mainly on surface-based approaches. Togqeovi
a wider view of the reconstruction problem, which can be edlv
using information different than silhouettes alone, we ascuss

Modeling an object from silhouettes is a popular topic imlternate methods of volume and surface reconstructionhwge
computer vision. Solving this problem has a number of applphotoconsistency as a modeling cue.

cations for 3D photography, automatic modeling, virtuadlitg
applications, among other possibilities.

Assume we are giveN silhouettes of an object correspondinga \olume-based approaches

to different camera viewpoints. Thasual hull is the maximal
solid shape consistent with the object silhouettes. It isrofeen
as the intersection of per-view volumes that backprojeminfthe

input silhouettes, theiewing conesas will be further discussed.

Volume-based approaches usually choose a discretizafion o
space that uses convex cells called voxels. Each cell iege]
in the original images and carved with respect to its silli@ue

Such an approximation of the object captures all the gedmetgonsistency. This process relies on the convexity of cellesti-

information available from the object silhouettes. Manytimoels

mate whether a voxel falls inside or outside the input siéitas,

exist to compute the visual hull of objects from silhouetteBOSsibly sampling several points within a single voxel tofquen
in images, as the problem is of interest for many applicatiothe decision [9]. As such these approaches compute a drstet

including real-time 3D modeling, and provides an initiatibn

viewing cone intersection, as an approximate representaif

for a wide range of more complex ofine modeling methoddhe visual hull. The particular discretization chosen emgrom

[1]-[3]. In this article we describe how to efciently useeh
silhouette information to compute polyhedral visual hulisile
achieving desirable properties for the surface repreientand
high modeling speed.

xed grid representations with parallelepipedal axisgakd cells
[10], to adaptive, hierarchical decompositions of the scasiume
[11]-[14]. Notably the choice of representation of the sceal-
ume as a set of voxel columns reduces the visual hull occypanc

The visual hull de nition was coined by Laurentini [4] in decision of an entire column to a line-to-silhouette-bamd
a theoretical context where an innite number of viewpointéhtersection problem [15].

surrounding the object is considered. In this contribytim-

While robust and simple, this category of approaches suffer

damental properties of visual hulls are also analyzed. Wewe from inherent disadvantages. As they compute a discrete and
a geometric intuition and solution of the 3D modeling proble approximate representation of the scene, the providedtrissu
from a nite number of silhouettes was given as early as 1974sually subject to aliasing artifacts. These can only beiced

by B. Baumgart [5], based on pairwise polyhedral intersadti
of viewing cones.

by drastically raising the resolution of representatioyislding
a poor trade-off between time complexity and precision. sehe

The visual hull has been widely studied implicitly or explic representations are also biased by the coordinate systeserh

itly after this seminal contribution, in the computer visiand
graphics communities. In particular, it was recently shawat

for grid alignments. This is why more recent work has focused
on alternate surface representations to capture moreniatan

the visual hull of a curved object is a topological polyhedro about the visual hull. We have proposed a rst improvement to
with curved faces and edges, which can be recovered unstelume-based approaches by means of a Delaunay tetrafedriz

M. Franco is with the University of Bordeaux, CNRS, INRIA SQuiest,
FRANCE.

M. Boyer is with the University Joseph Fourier, CNRS, INRIA&e-
Alpes, France

tion of space, yielding a surface by carving away tetrahe¢idaa

fall out of the visual hull and a rst step to eliminating axis
aligned bias [16]. We now discuss other works relevant téaser

modeling from silhouettes.
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B. Surface-based approaches photoconsistency approaches can be consulted for furtttersl
p[r?‘?’]' [34]. It should be noted that although these methods us
more scene information, they must also deal with the visibil
ity problem, because detecting photoconsistent voxelanass
knowledge of the subset of input images where that voxel is
visible. As such, they are signi cantly more complex andstve
ﬁo classi cations errors, which propagate false inforroation
the model for all voxels behind it. Such classication egor
are bound to happen because many photohull methods compute
of motoconsistency under a Lambertian surface assumption fo
g Scene objects, a well known oversimpli cation of real world
gcenes. Recently, more successful methods using photometr
information have been presented and address these prolrmgs
urface regularization schemes and surface topology redmist

, [3]. Interestingly, most such methods achieve robaessnby
using a manifold visual hull surface representation to p®v
initialization and geometric constraints, which our altfon can
@rovide [3].

Surface-based approaches aim at computing an explicie+e
sentation of the visual hull's surface, and analyze the ggom
relationship between the silhouette boundaries in imaged,the
visual hull boundary. Surface primitives are computed dase
this relationship and assumptions about the surface. Barisg
early method proposes an approach to compute polyhednad-re
sentations of objects from silhouette contours, approtéohdy
polygons [5].

A number of approaches assume local smoothness
reconstructed surface [17]-[21], and compuit® points base
on a second-order approximation of the surface, from egipo
correspondences. These correspondences are usuallgesbtaj
matching and ordering contours from close viewpoints am ¢
be used to connect points together to build a surface from t
resulting local connectivities and orientations. This baar only
yields an approximate topology of the surface as thesetatiens
reverse afrontier points where rims cross over each other. Mor
recent methods [22]-[25] exploit the duality that existsween
points and planes in 3D space, and estimate the dual of fe Dif culties and contributions
surface tangent planes as de ned by silhouette contourt@oin In this article we propose a new method for polyhedral model-
but can still suffer from singularities due to improper hiimgl ing of the visual hull of objects. Although several methodtsE
of the local surface topology in the neighborhood of frontieto compute visual hulls, and visual hull polyhedra or pobjtad
points, or evacuate them by a costly resampling of the naltrips [5], [27], from a set of silhouettes, several prolderamain
surface which doesn't guarantee proper surface renditedowb unaddressed.

a chosen threshold. Other primitives have been used to modeFirst, we propose a more general de nition of the visual hull
the visual hull surface, computed in the form of surface lpaéc which formulates the visual hull in the complement of theami
[24], [26] or strips [27]. However, building a manifold sade of visibility domains of all cameras, as discussed in sectieC.
representation from these primitives proves non-triviad s The current formulations of visual reconstruction fronhsilettes
not thoroughly addressed in those works. Additional diftes implicitly imply that all views see the entire object. Althgh this
arise in the particular case of visual hulls surfaces, which constraint can easily be ful lled for small-scaled setupsder
computed as the boundary of a cone intersection volume,evheontrolled environments, it is much harder to achieve inemid
viewing cones are tangent to each other. Thus, many surfamale setups where the eld of view of cameras and size of
components are sensitive to numerical instabilities irrélggon of  acquisition rooms is a limiting factor. Our de nition enalsl to
these tangencies. Unless addressed, these issues useatiytmat relax this constraint.
the surface produced will locally have anomalies, such dssho Second, it is unclear from existing work if polyhedral madef
duplicate primitives, and possibly self-intersectionshi/ such the visual hull are good approximations of the visual hugElt.
methods with local errors are perfectly acceptable for eend We show here a scheme that consistently yields optimal poly-
tasks, and have been used as such on graphics hardware [@8ral visual hulls. Indeed we successfully apply an 8-eoted
[29], surfaces produced without these guarantees are itabku segment retrieval algorithm [35] to recognize exact corgdrom
for 3D modeling applications. These often require postessing image lattice coordinates lying at the boundary between the
of the surface, where manifoldness is a usual requiremem. Tdiscrete silhouette and non-silhouette pixel regionssThiturn
surface is &@-manifold if the local surface topology around anyenables our algorithm to yield visual hull polyhedra that pixel-
point of the surface corresponds to a disk, thus ruling ots,cuexact with respect to input silhouettes, thereby providingalid
self-intersections, and orientation reversals of theamarf This alternative to more expensive smooth reconstruction nastho
property is necessary for many post-processing tasks suctesh Third, most existing polyhedron-based reconstructiono-alg
simpli cation or smoothing, animation, compression, @tn rithms do not combine the advantages of being fast and refplgat
detection, volume computation, non-degenerate computadi Yyield watertight and manifold polyhedral surfaces. As atarabf
normals, among other possibilities. A rst response to aegacy fact, none of the surface-based reconstruction methodewed
and epipolar matching problems was proposed for the caseimfection I-B make any strong mesh validity claim or thorolyg
smooth objects [6], [30], by identifying the precise sturet of verify their outputs, with the exception of [36] (comparisgiven
the piecewise smooth visual hull induced in this case. in section VIII). Baumgart's contribution to polyhedralsual hull
modeling [5] has given rise to an entire family of more gehera
. polyhedral solid modeling methods within the framework @hc
C. Photoconsistency approaches structive Solid Geometry (CSG) [37], where solids are exped

The aforementioned approaches are based on purely geomets a set of simpler solids combined using boolean operations
decisions using silhouette regions and do not consider &oy p The intersection computations involved in building a bcanyd
tometric information. Photohull approaches exist whicimpate mesh from such general representations were proven uaggdjl
sets of photoconsistent voxels as scene representatipn[32], in certain identi ed cases: because machine precision ite,n
which has lead to many variations. Surveys of volume-basgdometric decisions can be erroneous in degenerate orynearl
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Symmetrically we calbutside regiorits complement in the image
plane. Outside and inside contours of the silhouette areeto b
distinguished by their orientation, respectively coutieckwise
and clockwise. This is a useful de nition as it ensures thwe t
actual inside region of the contour is locally left of any fomm of

an occluding contour, regardless of its nature. Each vigtws
has a set of contour§', which in fact is the union of two sets

. . . . of inner contoursN ' and outer contour®'.
Fig. 1. The silhouette in its most general form: possiblyesalouter and
inner contours, with counter-clockwise and clockwise ragion respectively.

The inside region of the silhouette is grayed.

B. Viewing cone

The viewing cone is an important notion to de ne visual hulls
degenerate mesh con gurations. The best attempt to solge ths it describes the contribution volume associated withnglei
problem relies on exact, arbitrary-precision arithmesig][ which  view. Because silhouettes can have several disconnectadceo
remains the standard requirement for failproof computatio nents and holes, it is necessary to distinguish two de niio
geometry modeling methods to this date, as implementedite-st We rst introduce the viewing cone associated with a single
of-the-art libraries such as CGAL [40]. While this theotetly occluding contour, before discussing the more general itlem
closes the problem, the enormous overhead of exact arithmeif a viewing cone associated with a viewpoint, which is the on
CSG hardly makes it a practical solution for visual hull mads  generally used throughout this article.
one of its major appeals being the potential to produce nsaalel  Intuitively, the viewing cone associated with an occluding con-
very ef cient speeds. Instead, our solution focuses ontifiéng  tour is a cone whose apex is the optical center of the associated
the structure of polyhedral visual hulls (section Ill) teld a very view, and whose base is the inside region of this contour.eMor
simple algorithm with an identi ed computational complgxi formally, the viewing coneVJ-i associated with the occluding
(section VII). In our case, geometric computations redu@t contourG is the closure of the set of rays passing through points
very small set of single-unknown intersection cases (exathin insideq and through the camera center of ima’ge/ji is thus
sections V and VI) which can easily be ne-tuned to minimizgy yolume tangent to the corresponding object surface along a
the possibility of numerical error. Indeed our implemeistathas cyrve, the rim (or occluding contour generator) that prigjemto
provided watertight and manifold polyhedral surfaces dedl . According to the nature off , which is either an outside or

datasets tested with no single failure, as veri ed in secWdll  jnside contour, the viewing cone is a projective volume vehos
and independently [36]. base in images is a region &2, respectively closed or open.
Based on these conventions, we can now give a de nition of
Il. VISUAL HuLL DEFINITIONS the viewing coneV' associated with a view. Such a de nition

osdpuld capture all points of space that project on the insigeon
{f the viewi's silhouette. A rst intuitive de nition of V' could
e formulated by compounding the contributions of the cotet:

Let us consider a scene with several objects of interest,
served byN pinhole cameras with known calibration. A verte
in space will be writterX (capitals). Image points will be written .
x or p, and an image liné. Image view numbers will be noted components of the silhouette:

as superscripts. We sometimes associate to a pdimview i its i [ \ i
viewing lineL de ned as the set of points that project xoin Vo= C Vi (1)
imagei. Details about multi-view geometry can be found in the k2K j2cy

literature [41], [42]. - . .
[41], 142] whereK' is the set of connected components of the silhouette in

view i and G, the set of contours associated with theh con-
A. Contours and rims nected component in the silhouette, namely one outsideoaont
We assume that the surface of observed scene objects islcloded an arbitrary number of inside contours in that component
and orientable, curved or polyhedral, possibly of non-zggnus. This formulation however assumes that occluding contoars ¢
Rims (see Fig. 3(a)) are de ned as the locus of points on tHeasily be grouped by connected component once acquiredsinom
surface of objects where viewing lines are strictly tangenthe input set, which is not straightforward. We thus use an edeint
surface. The projection of rims in images de ne thecluding de nition of V', which separates cones in two sets according to
contours [10], which bound the silhouette of objects in eachhe orientation of the corresponding contour:
image plane. With this de nition, each occluding contous liae i [ ;v 0 i
topology of a one-dimensional manifold. V= (_ ) o Vi) )
Observed silhouettes can be of non-zero genus: each sithoue 120° 2N
can consist of several different connected componentsingri The equivalence with (1) comes from the fact that inner carsto
from the projection of different scene objects. Each cotewec have a neutral contribution for all set operations outsickeirt
component can comprise several holes re ecting the togotifg corresponding outer contour. Thus they can be used indepépnd
these objects, giving rise to inside contours of the siltteugsee of outer contours to compute the visual hull volume. Thislsda
Fig. 1). To denote the different occluding contours obseéweder practical because the orientation of the contours can bectiet
these conditions in each view, we useasubsoﬁpnames th¢th independently when discovered in input images, which is why
occluding contour in view. We callinside regionof an occluding this de nition is the one generally used to compute viewinne
contour the closed region of the image plane which it boundsrimitives.
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Fig. 2.
possible visual hull de nitions. (b) and (c) show, in graggions as de ned
by (3) and (4) respectively.

C. Visual Hull Set De nitions

A scene observed by viewpoints: consequence of the different

the result of expression (4), which does include such dautinns
using the complement of the visibility domain. Note that tise

of (3) and (4) both can induce virtual objects not presenti t
original scene, but (4) produces more in general. Such 'tjhos
objects appear in regions of space which project insidesétie
regions of real objects in all views. The number and size ofsu
artifacts can be reduced by increasing the number of viawpoi

I11. THE VISUAL HULL SURFACE

We have given a set de nition of the visual hull volume.
We are particularly interested in the visual hull's surfaedich
bounds this volume. In order to derive the algorithm, we wtiine
properties of this surface, in particular under the assionpf
polygonal occluding contours, which leads to a polyhedoainf

In previous work on visual hulls, it is always assumed, to tH@r the visual hull.

best of our knowledge, that all views see the object in itgetyt

However, the problem of building such visual hulls from NONA  Smooth Visual Hulls

overlapping views has never been addressed. We thereforiglpr
a different de nition of the visual hull to enable the pogkti

The visual hull surface’s structure has previously beedistl

of modeling in this case, by reasoning over the set of poifits t the case of a nite number of viewpoints, with the undenlyi
R® that lie at the union of all visibility regions. All algoriths assumption of contour smoothness and perfect calibratin [
to reconstruct the visual hull, including the one we presant This work shows that the visual hull of smooth objects with
this article, can use either of these de nitions, dependinghe Smooth occluding contours is a topological polyhedron with
context and targeted application. generalized edges and faces, corresponding to truncatédnso
Informally, the visual hull can be de ned as the intersectionof smooth viewing cone surfaces and surface intersectibiis.
of all viewing cones associated with the considered vientsoi Shape bares the contributions of one view (strips), two sigsone
It therefore consists in a closed region of space, whosetgpoifitersection curves and frontier points), and three vietripl¢
project on the inside region of all occluding contours. Lebe Points), as depicted in Fig. 3(a). An algorithm to recoritthis
the set of input images considered, abithe set of all occluding Polyhedron was proposed in the original work, and a thorbugh
contours. The visual hull can be directly formulated usihg t described variant of greater ef ciency was recently prajub36].

above de nition of a viewi's viewing cone:

VH(I;C)= V'

i2l

®)

However, expression (3) has the undesirable side-effesiraf
inating regions outside the visibility region of certainnteras,
as illustrated in Fig. 2-(b). This is nevertheless the deami
implicitly used in most existing algorithms. A solution tbig
problem is to consider each view's contribution only in thisw's

Both works rely on the explicit detection and constructidn o
frontier points, which is a delicate step because fronti@nts
arise at the exact locus of tangency of two viewing cones. How
ever in general setups, contour extraction and calibratioise,
as well as nite precision representation of primitives pigthat
the viewing cones manipulated in practice only approxintaie
viewing cones. Therefore they never exactly exhibit theémey
property. This leads the aforementioned approaches [@] [3
to tediously search and build an approximate representatfo

visibility region D'. This can be achieved by expressing th&ontier points based on contour smoothness assumptions.

complement of the visual hull, as an open regiorR3fde ned
by:

VHE(I ;C) = [ D'nV
i2l 2 3
A U S S
— 4( Dln\/jl) ( Dln\/jl)5
i21 j20'i j2N i

whereD' nV is the complement of a given s®t in view i's
visibility domain. By using (4), objects that do not appearail
images can still contribute to the visual hull. Knowledgeoaib
the visual hull or its complement is equivalent because tinfase
of interest of the visual hull delimits these two regions.

The use of these different de nitions is illustrated in F&.

B. The Validity of Polyhedral Approximations

Because the shape of the visual hull is stable under small per
turbations, using bounded polygonal approximations ofumting
contours will have little impact on the global shape comgute
To this aim we propose to discretize occluding contours gisin
an ef cient, pixel-exact extraction algorithm (e.g. [350vhich
does not increase the overall noise introduced by silheuett
extraction. Fig. 3 and Fig. 4 make explicit the particulast
in structure that are induced by calibration and discrétima
noise. Tangency is generally lost and the structure is cpresgly
altered, from a set of perfectly interleaved strips cragsat
frontier points (Fig. 4(a)), to a disymmetric structure wéstrips
overlap one another and where strip continuity is lost (Bigp),

A scene is observed from four viewpoints, where camera Fig. 4(b)). Interestingly, this structure is thus more gah¢han
only sees the green object. Use of expression (3) is illtestra the theoretical smooth structure of the visual hull becafstne
in Fig. (b) : the visual hull (in gray) does not contain anyabsence of purely degenerate primitives, and leads to ringlesi
contributions relative to the red and blue objects. Fig.st@)ws algorithm proposed.

































