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Ef�cient Polyhedral Modeling from Silhouettes
Jean-Sébastien Franco, Edmond Boyer

Abstract— Modeling from silhouettes is a popular and useful
topic in computer vision. Many methods exist to compute the
surface of the visual hull from silhouettes, but few address
the problem of ensuring good topological properties of the
surface, such as manifoldness. This article provides an ef�cient
algorithm to compute such a surface in the form of a polyhedral
mesh. It relies on a small number of geometric operations to
compute a visual hull polyhedron in a single pass. Such simplicity
enables the algorithm to combine the advantages of being fast,
producing pixel-exact surfaces, and repeatably yield manifold and
watertight polyhedra in general experimental conditions with real
data, as veri�ed with all datasets tested. The algorithm is fully
described, its complexity analyzed and modeling results given.

Index Terms— Modeling from multiple views, modeling from
silhouettes, shape-from-silhouettes, 3D reconstruction, visual hull

I. I NTRODUCTION

Modeling an object from silhouettes is a popular topic in
computer vision. Solving this problem has a number of appli-
cations for 3D photography, automatic modeling, virtual reality
applications, among other possibilities.

Assume we are givenN silhouettes of an object corresponding
to different camera viewpoints. Thevisual hull is the maximal
solid shape consistent with the object silhouettes. It is often seen
as the intersection of per-view volumes that backproject from the
input silhouettes, theviewing cones, as will be further discussed.
Such an approximation of the object captures all the geometric
information available from the object silhouettes. Many methods
exist to compute the visual hull of objects from silhouettes
in images, as the problem is of interest for many applications
including real-time 3D modeling, and provides an initialization
for a wide range of more complex of�ine modeling methods
[1]–[3]. In this article we describe how to ef�ciently use the
silhouette information to compute polyhedral visual hulls, while
achieving desirable properties for the surface representation and
high modeling speed.

The visual hull de�nition was coined by Laurentini [4] in
a theoretical context where an in�nite number of viewpoints
surrounding the object is considered. In this contribution, fun-
damental properties of visual hulls are also analyzed. However,
a geometric intuition and solution of the 3D modeling problem
from a �nite number of silhouettes was given as early as 1974
by B. Baumgart [5], based on pairwise polyhedral intersections
of viewing cones.

The visual hull has been widely studied implicitly or explic-
itly after this seminal contribution, in the computer vision and
graphics communities. In particular, it was recently shownthat
the visual hull of a curved object is a topological polyhedron,
with curved faces and edges, which can be recovered under
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weak calibration [6] using oriented epipolar geometry [7].The
algorithm proposed can however be impractical for fast and robust
computations. We propose a simpler alternative to achieve these
goals.

Many other algorithms exist to provide approximate solutions
to the shape-from-silhouette problem. Most of them fall in two
categories:volume-based approachesfocus on the volume of
the visual hull and usually rely on a discretization of space.
Surface-based approachesfocus on a surface representation of
the visual hull. A third approach exists that computes a view
dependent image-based representation, from an arbitrary view-
point [8]. Although useful for a wide variety of tasks, this method
doesn't provide full 3D models as required by many applications.
Obtaining full 3D models is a main concern of this article, which
is why we focus mainly on surface-based approaches. To provide
a wider view of the reconstruction problem, which can be solved
using information different than silhouettes alone, we also discuss
alternate methods of volume and surface reconstruction which use
photoconsistency as a modeling cue.

A. Volume-based approaches

Volume-based approaches usually choose a discretization of
space that uses convex cells called voxels. Each cell is projected
in the original images and carved with respect to its silhouette
consistency. This process relies on the convexity of cells to esti-
mate whether a voxel falls inside or outside the input silhouettes,
possibly sampling several points within a single voxel to perform
the decision [9]. As such these approaches compute a discretized
viewing cone intersection, as an approximate representation of
the visual hull. The particular discretization chosen ranges from
�xed grid representations with parallelepipedal axis-aligned cells
[10], to adaptive, hierarchical decompositions of the scene volume
[11]–[14]. Notably the choice of representation of the scene vol-
ume as a set of voxel columns reduces the visual hull occupancy
decision of an entire column to a line-to-silhouette-boundary
intersection problem [15].

While robust and simple, this category of approaches suffers
from inherent disadvantages. As they compute a discrete and
approximate representation of the scene, the provided result is
usually subject to aliasing artifacts. These can only be reduced
by drastically raising the resolution of representations,yielding
a poor trade-off between time complexity and precision. These
representations are also biased by the coordinate system chosen
for grid alignments. This is why more recent work has focused
on alternate surface representations to capture more information
about the visual hull. We have proposed a �rst improvement to
volume-based approaches by means of a Delaunay tetrahedriza-
tion of space, yielding a surface by carving away tetrahedrathat
fall out of the visual hull and a �rst step to eliminating axis-
aligned bias [16]. We now discuss other works relevant to surface
modeling from silhouettes.
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B. Surface-based approaches

Surface-based approaches aim at computing an explicit repre-
sentation of the visual hull's surface, and analyze the geometric
relationship between the silhouette boundaries in images,and the
visual hull boundary. Surface primitives are computed based on
this relationship and assumptions about the surface. Baumgart's
early method proposes an approach to compute polyhedral repre-
sentations of objects from silhouette contours, approximated by
polygons [5].

A number of approaches assume local smoothness of the
reconstructed surface [17]–[21], and computerim points based
on a second-order approximation of the surface, from epipolar
correspondences. These correspondences are usually obtained by
matching and ordering contours from close viewpoints and can
be used to connect points together to build a surface from the
resulting local connectivities and orientations. This however only
yields an approximate topology of the surface as these orientations
reverse atfrontier points, where rims cross over each other. More
recent methods [22]–[25] exploit the duality that exists between
points and planes in 3D space, and estimate the dual of the
surface tangent planes as de�ned by silhouette contour points,
but can still suffer from singularities due to improper handling
of the local surface topology in the neighborhood of frontier
points, or evacuate them by a costly resampling of the �nal
surface which doesn't guarantee proper surface rendition below
a chosen threshold. Other primitives have been used to model
the visual hull surface, computed in the form of surface patches
[24], [26] or strips [27]. However, building a manifold surface
representation from these primitives proves non-trivial and is
not thoroughly addressed in those works. Additional dif�culties
arise in the particular case of visual hulls surfaces, whichare
computed as the boundary of a cone intersection volume, where
viewing cones are tangent to each other. Thus, many surface
components are sensitive to numerical instabilities in theregion of
these tangencies. Unless addressed, these issues usually mean that
the surface produced will locally have anomalies, such as holes,
duplicate primitives, and possibly self-intersections. While such
methods with local errors are perfectly acceptable for rendering
tasks, and have been used as such on graphics hardware [28],
[29], surfaces produced without these guarantees are not suitable
for 3D modeling applications. These often require post-processing
of the surface, where manifoldness is a usual requirement. The
surface is a2-manifold if the local surface topology around any
point of the surface corresponds to a disk, thus ruling out cuts,
self-intersections, and orientation reversals of the surface. This
property is necessary for many post-processing tasks such as mesh
simpli�cation or smoothing, animation, compression, collision
detection, volume computation, non-degenerate computation of
normals, among other possibilities. A �rst response to degeneracy
and epipolar matching problems was proposed for the case of
smooth objects [6], [30], by identifying the precise structure of
the piecewise smooth visual hull induced in this case.

C. Photoconsistency approaches

The aforementioned approaches are based on purely geometric
decisions using silhouette regions and do not consider any pho-
tometric information. Photohull approaches exist which compute
sets of photoconsistent voxels as scene representation [31], [32],
which has lead to many variations. Surveys of volume-based

photoconsistency approaches can be consulted for further details
[33], [34]. It should be noted that although these methods use
more scene information, they must also deal with the visibil-
ity problem, because detecting photoconsistent voxels assumes
knowledge of the subset of input images where that voxel is
visible. As such, they are signi�cantly more complex and sensitive
to classi�cations errors, which propagate false information on
the model for all voxels behind it. Such classi�cation errors
are bound to happen because many photohull methods compute
photoconsistency under a Lambertian surface assumption for
scene objects, a well known oversimpli�cation of real world
scenes. Recently, more successful methods using photometric
information have been presented and address these problemsusing
surface regularization schemes and surface topology constraints
[2], [3]. Interestingly, most such methods achieve robustness by
using a manifold visual hull surface representation to provide
initialization and geometric constraints, which our algorithm can
provide [3].

D. Dif�culties and contributions

In this article we propose a new method for polyhedral model-
ing of the visual hull of objects. Although several methods exist
to compute visual hulls, and visual hull polyhedra or polyhedral
strips [5], [27], from a set of silhouettes, several problems remain
unaddressed.

First, we propose a more general de�nition of the visual hull
which formulates the visual hull in the complement of the union
of visibility domains of all cameras, as discussed in section II-C.
The current formulations of visual reconstruction from silhouettes
implicitly imply that all views see the entire object. Although this
constraint can easily be ful�lled for small-scaled setups under
controlled environments, it is much harder to achieve in wider-
scale setups where the �eld of view of cameras and size of
acquisition rooms is a limiting factor. Our de�nition enables to
relax this constraint.

Second, it is unclear from existing work if polyhedral models of
the visual hull are good approximations of the visual hull itself.
We show here a scheme that consistently yields optimal poly-
hedral visual hulls. Indeed we successfully apply an 8-connected
segment retrieval algorithm [35] to recognize exact contours from
image lattice coordinates lying at the boundary between the
discrete silhouette and non-silhouette pixel regions. This in turn
enables our algorithm to yield visual hull polyhedra that are pixel-
exact with respect to input silhouettes, thereby providinga valid
alternative to more expensive smooth reconstruction methods.

Third, most existing polyhedron-based reconstruction algo-
rithms do not combine the advantages of being fast and repeatably
yield watertight and manifold polyhedral surfaces. As a matter of
fact, none of the surface-based reconstruction methods reviewed
in section I-B make any strong mesh validity claim or thoroughly
verify their outputs, with the exception of [36] (comparison given
in section VIII). Baumgart's contribution to polyhedral visual hull
modeling [5] has given rise to an entire family of more general
polyhedral solid modeling methods within the framework of Con-
structive Solid Geometry (CSG) [37], where solids are expressed
as a set of simpler solids combined using boolean operations.
The intersection computations involved in building a boundary
mesh from such general representations were proven unstable [38]
in certain identi�ed cases: because machine precision is �nite,
geometric decisions can be erroneous in degenerate or nearly



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 3

Fig. 1. The silhouette in its most general form: possibly several outer and
inner contours, with counter-clockwise and clockwise orientation respectively.
The inside region of the silhouette is grayed.

degenerate mesh con�gurations. The best attempt to solve this
problem relies on exact, arbitrary-precision arithmetic [39], which
remains the standard requirement for failproof computational
geometry modeling methods to this date, as implemented in state-
of-the-art libraries such as CGAL [40]. While this theoretically
closes the problem, the enormous overhead of exact arithmetic
CSG hardly makes it a practical solution for visual hull modeling,
one of its major appeals being the potential to produce models at
very ef�cient speeds. Instead, our solution focuses on identifying
the structure of polyhedral visual hulls (section III) to yield a very
simple algorithm with an identi�ed computational complexity
(section VII). In our case, geometric computations reduce to a
very small set of single-unknown intersection cases (examined in
sections V and VI) which can easily be �ne-tuned to minimize
the possibility of numerical error. Indeed our implementation has
provided watertight and manifold polyhedral surfaces on all real
datasets tested with no single failure, as veri�ed in section VIII
and independently [36].

II. V ISUAL HULL DEFINITIONS

Let us consider a scene with several objects of interest, ob-
served byN pinhole cameras with known calibration. A vertex
in space will be writtenX (capitals). Image points will be written
x or p, and an image linel . Image view numbers will be noted
as superscripts. We sometimes associate to a pointx in view i its
viewing lineL i

x de�ned as the set of points that project tox in
image i . Details about multi-view geometry can be found in the
literature [41], [42].

A. Contours and rims

We assume that the surface of observed scene objects is closed
and orientable, curved or polyhedral, possibly of non-zerogenus.
Rims (see Fig. 3(a)) are de�ned as the locus of points on the
surface of objects where viewing lines are strictly tangentto the
surface. The projection of rims in images de�ne theoccluding
contours [10], which bound the silhouette of objects in each
image plane. With this de�nition, each occluding contour has the
topology of a one-dimensional manifold.

Observed silhouettes can be of non-zero genus: each silhouette
can consist of several different connected components, arising
from the projection of different scene objects. Each connected
component can comprise several holes re�ecting the topology of
these objects, giving rise to inside contours of the silhouette (see
Fig. 1). To denote the different occluding contours observed under
these conditions in each view, we use a subscript:Ci

j names thej th
occluding contour in viewi . We callinside regionof an occluding
contour the closed region of the image plane which it bounds.

Symmetrically we calloutside regionits complement in the image
plane. Outside and inside contours of the silhouette are to be
distinguished by their orientation, respectively counter-clockwise
and clockwise. This is a useful de�nition as it ensures that the
actual inside region of the contour is locally left of any portion of
an occluding contour, regardless of its nature. Each viewi thus
has a set of contoursCi , which in fact is the union of two sets
of inner contoursN i and outer contoursO i .

B. Viewing cone

The viewing cone is an important notion to de�ne visual hulls
as it describes the contribution volume associated with a single
view. Because silhouettes can have several disconnected compo-
nents and holes, it is necessary to distinguish two de�nitions.
We �rst introduce the viewing cone associated with a single
occluding contour, before discussing the more general de�nition
of a viewing cone associated with a viewpoint, which is the one
generally used throughout this article.

Intuitively, theviewing cone associated with an occluding con-
tour is a cone whose apex is the optical center of the associated
view, and whose base is the inside region of this contour. More
formally, the viewing coneVi

j associated with the occluding
contourCi

j is the closure of the set of rays passing through points
inside Ci

j and through the camera center of imagei . Vi
j is thus

a volume tangent to the corresponding object surface along a
curve, the rim (or occluding contour generator) that projects onto
Ci

j . According to the nature ofCi
j , which is either an outside or

inside contour, the viewing cone is a projective volume whose
base in images is a region ofR2, respectively closed or open.

Based on these conventions, we can now give a de�nition of
the viewing coneVi associated with a viewi . Such a de�nition
should capture all points of space that project on the insideregion
of the view i 's silhouette. A �rst intuitive de�nition of Vi could
be formulated by compounding the contributions of the connected
components of the silhouette:

Vi =
[

k2K i

(
\

j 2C i
k

Vi
j ); (1)

whereK i is the set of connected components of the silhouette in
view i and Ci

k the set of contours associated with thek-th con-
nected component in the silhouette, namely one outside contour
and an arbitrary number of inside contours in that component.
This formulation however assumes that occluding contours can
easily be grouped by connected component once acquired froman
input set, which is not straightforward. We thus use an equivalent
de�nition of Vi , which separates cones in two sets according to
the orientation of the corresponding contour:

Vi = (
[

j 2O i

Vi
j )

\
(

\

j 2N i

Vi
j ): (2)

The equivalence with (1) comes from the fact that inner contours
have a neutral contribution for all set operations outside their
corresponding outer contour. Thus they can be used independently
of outer contours to compute the visual hull volume. This is also
practical because the orientation of the contours can be detected
independently when discovered in input images, which is why
this de�nition is the one generally used to compute viewing cone
primitives.
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Fig. 2. A scene observed by4 viewpoints: consequence of the different
possible visual hull de�nitions. (b) and (c) show, in gray, regions as de�ned
by (3) and (4) respectively.

C. Visual Hull Set De�nitions

In previous work on visual hulls, it is always assumed, to the
best of our knowledge, that all views see the object in its entirety.
However, the problem of building such visual hulls from non-
overlapping views has never been addressed. We therefore provide
a different de�nition of the visual hull to enable the possibility
of modeling in this case, by reasoning over the set of points of
R3 that lie at the union of all visibility regions. All algorithms
to reconstruct the visual hull, including the one we presentin
this article, can use either of these de�nitions, dependingon the
context and targeted application.

Informally, the visual hull can be de�ned as the intersection
of all viewing cones associated with the considered viewpoints.
It therefore consists in a closed region of space, whose points
project on the inside region of all occluding contours. LetI be
the set of input images considered, andC the set of all occluding
contours. The visual hull can be directly formulated using the
above de�nition of a viewi 's viewing cone:

VH(I ; C) =
\

i 2I

Vi : (3)

However, expression (3) has the undesirable side-effect ofelim-
inating regions outside the visibility region of certain cameras,
as illustrated in Fig. 2-(b). This is nevertheless the de�nition
implicitly used in most existing algorithms. A solution to this
problem is to consider each view's contribution only in thisview's
visibility region D i . This can be achieved by expressing the
complement of the visual hull, as an open region ofR3 de�ned
by:

VH c(I ; C) =
[

i 2I

�
D i n Vi

�
;

=
[

i 2I

2

4 (
\

j 2O i

D i n Vi
j )

[
(

[

j 2N i

D i n Vi
j )

3

5
(4)

where D i n V is the complement of a given setV in view i 's
visibility domain. By using (4), objects that do not appear in all
images can still contribute to the visual hull. Knowledge about
the visual hull or its complement is equivalent because the surface
of interest of the visual hull delimits these two regions.

The use of these different de�nitions is illustrated in Fig.2.
A scene is observed from four viewpoints, where camera1
only sees the green object. Use of expression (3) is illustrated
in Fig. (b) : the visual hull (in gray) does not contain any
contributions relative to the red and blue objects. Fig. (c)shows

the result of expression (4), which does include such contributions
using the complement of the visibility domain. Note that theuse
of (3) and (4) both can induce virtual objects not present in the
original scene, but (4) produces more in general. Such ”ghost”
objects appear in regions of space which project inside silhouette
regions of real objects in all views. The number and size of such
artifacts can be reduced by increasing the number of viewpoints.

III. T HE V ISUAL HULL SURFACE

We have given a set de�nition of the visual hull volume.
We are particularly interested in the visual hull's surface, which
bounds this volume. In order to derive the algorithm, we study the
properties of this surface, in particular under the assumption of
polygonal occluding contours, which leads to a polyhedral form
for the visual hull.

A. Smooth Visual Hulls

The visual hull surface's structure has previously been studied
in the case of a �nite number of viewpoints, with the underlying
assumption of contour smoothness and perfect calibration [6].
This work shows that the visual hull of smooth objects with
smooth occluding contours is a topological polyhedron with
generalized edges and faces, corresponding to truncated portions
of smooth viewing cone surfaces and surface intersections.This
shape bares the contributions of one view (strips), two views (cone
intersection curves and frontier points), and three views (triple
points), as depicted in Fig. 3(a). An algorithm to reconstruct this
polyhedron was proposed in the original work, and a thoroughly
described variant of greater ef�ciency was recently proposed [36].
Both works rely on the explicit detection and construction of
frontier points, which is a delicate step because frontier points
arise at the exact locus of tangency of two viewing cones. How-
ever in general setups, contour extraction and calibrationnoise,
as well as �nite precision representation of primitives, imply that
the viewing cones manipulated in practice only approximatetrue
viewing cones. Therefore they never exactly exhibit the tangency
property. This leads the aforementioned approaches [6], [36]
to tediously search and build an approximate representation of
frontier points based on contour smoothness assumptions.

B. The Validity of Polyhedral Approximations

Because the shape of the visual hull is stable under small per-
turbations, using bounded polygonal approximations of occluding
contours will have little impact on the global shape computed.
To this aim we propose to discretize occluding contours using
an ef�cient, pixel-exact extraction algorithm (e.g. [35]), which
does not increase the overall noise introduced by silhouette
extraction. Fig. 3 and Fig. 4 make explicit the particularities
in structure that are induced by calibration and discretization
noise. Tangency is generally lost and the structure is consequently
altered, from a set of perfectly interleaved strips crossing at
frontier points (Fig. 4(a)), to a disymmetric structure where strips
overlap one another and where strip continuity is lost (Fig.3(b),
Fig. 4(b)). Interestingly, this structure is thus more general than
the theoretical smooth structure of the visual hull becauseof the
absence of purely degenerate primitives, and leads to the simpler
algorithm proposed.






















