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Theoretical improvements in the stability analysis of
a new class of model-free visual servoing methods

Ezio Malis and François Chaumette

Abstract— This paper concerns the stability analysis of a

new class of model-free visual servoing methods. These meth-

ods are “model-free” since they are based on the estimation

of the relative camera orientation between two views of an

object without knowing its 3D model. The visual servoing

is decoupled by controlling the rotation of the camera sepa-

rately from the rest of the system. The way the remaining

degrees of freedom are controlled differentiates the methods

within the class. For all the methods of the class, the robust-

ness with respect to both camera and hand-eye calibration

errors can be analytically studied. In some cases, necessary

and sufficient conditions can be found not only for the local

asymptotic stability but also for the global asymptotic stabil-

ity. In the other cases, simple conditions on the calibration

errors are sufficient to ensure the global asymptotic stability

of the control law. In addition to the theoretical proof of the

stability, the experimental results prove the validity of the

control strategy proposed in the paper.

Index Terms— Visual servoing, stability analysis, robust-

ness, model-free reconstruction.

I. Introduction

Visual servoing is a promising method to control dynamic
systems using the information provided by visual sensors.
In this paper, we focus on the control of a single camera
mounted on the end-effector of a robot manipulator. The
computer vision system controls the robot’s end-effector in
order to position it with respect to an object. Similarly
to most of the vision-based control approaches, we consider
only robot kinematics. Indeed, most manufacturers only
provide robots with access to kinematics controllers. The
robot dynamics is generally taken into account in a low-level
controller which cannot be modified by users. Even if robots
dynamics is important when tracking object at high speed,
kinematics is fundamental to robot control and cannot be
ignored. Since the design of the vision system presented in
the paper is general, the robot dynamics can be easily taken
into account afterwards, as it was done in [11] and [4] for a
standard image-based control.

Many different visual servoing approaches have been pro-
posed [13] [14] and the corresponding control laws are gener-
ally stable in absence of calibration errors on the parameters
of the system. In general, it can be observed experimentally
that the control laws are robust in presence of calibration
errors especially when the initial camera displacement is not
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too large. However, the theoretical analysis of the stability
and robustness of a control law is generally impossible. For
example, if we consider the standard image-based approach
proposed in [8], it is extremely difficult to find analytical
stability conditions, which can be exploited in practice, s-
ince the system is highly coupled [9]. Even if the behavior of
the image features is generally good, it is possible to reach
local minima (which means that the final robot position
does not correspond to the desired one) and/or the image
Jacobian can become singular during the servoing (which
of course leads to an unstable behavior) [3]. Position-based
approaches are naturally decoupled since they are based on
the reconstruction of the camera position with respect to
the object. In this case the control of the rotation is de-
coupled from the control of the translation and the stability
analysis is simplified. However, when the position of the
camera is computed using a CAD model of the object [23],
it is extremely difficult to have an analytical expression of
the estimated information as a function of the calibration
errors. Even if it is possible to provide a stable control
law in the presence of small calibration errors [24], it seems
hard to know how small they should be in order to ensure
the convergence of the control law. Furthermore, these ap-
proaches may be completely unstable with respect to small
image measurement errors [3]. Decoupled hybrid approach-
es [16] [6] [20] [18] are a possible solution to some drawbacks
of image-based and position-based methods.

Thanks to recent results in computer vision, it is possi-
ble to estimate the camera displacement between two views
without knowing any CAD model of the considered objec-
t [17]. Visual servoing approaches exploiting these results
will be called model-free in order to distinguish them from
previous ones which are model-dependent. With model-free
approaches it is sufficient to know that several features cor-
respond in the two images to recover the rotation of the
camera and the translation up to a scale factor. As a conse-
quence, the control of the rotation of the camera can be de-
coupled from the control of the translation. This important
fact characterizes the new class of model-free visual servo-
ing methods analyzed in this paper. The translation of the
camera can be controlled directly, as it was proposed in [1]
(using thus a model-free position-based approach), or using
an hybrid approach as we proposed in [16] (it consists in
combining visual features obtained directly from the image
with features expressed in the Euclidean space). Another
interesting property of the model-free approaches is that it
is possible to prove the stability and the robustness of the
control law and it is possible to have the analytical expres-
sion of the robustness domain (i.e. the exact knowledge of
the amount of calibration errors that can be tolerated by



MALIS AND CHAUMETTE: IMPROVEMENTS IN THE STABILITY ANALYSIS OF MODEL-FREE VISUAL SERVOING METHODS 177

the system). More particularly, in [16] we proved the neces-
sary and sufficient conditions for local asymptotic stability
in presence of camera calibration errors. Local asymptotic
stability is very important since it guarantees that the sys-
tem will converge by starting with a small initial error. If the
initial error is large, it can be sampled and a reference trajec-
tory can be built from a sequence of images [19]. Therefore,
at each iteration it is possible to work with small errors and,
if the error remains small, the servoing will always converge.
Furthermore, in [15] sufficient conditions for global asymp-
totic stability were proposed not only in the presence of cam-
era calibration errors but also in the presence of calibration
errors in the hand/eye transformation. Global asymptotic
stability is important since it guarantees that the system
will converge even if the initial error is very large. Recently,
Taylor et al. [22] proposed a position-based approach, very
similar to the one proposed by Basri [1], finding local sta-
bility conditions resembling to those proposed in [15]. As
it will be shown in this paper, this is not surprising, since
model-free position-based approaches are particular cases of
the class we analyze in this paper. We will show that the
calibration error that can be tolerated by the schemes of
the class can be considerably larger than the one proposed
in [16]. Indeed, in this paper we considerably improve the
stability analysis of the model-free visual servoing systems
still taking into account both the calibration errors in the
camera parameters and in the camera/hand-eye transforma-
tion. In particular, we prove simple necessary and sufficient
conditions for the global asymptotic convergence of a new
hybrid approach and of a position-based approach. It must
be also noticed that it is not sufficient to prove the conver-
gence of the control-loop to ensure that the visual servoing
will not fail. Indeed, in position-based approaches, the lack
of control of the behavior of the image features implies that
the target may get out of the camera field of view during the
servoing (leading of course to its failure). Even if a complex
strategy could be used to incorporate image constraints, we
think that hybrid approaches, combining a good behavior
of the features in the image with a good behavior of the
camera in the Cartesian space, are preferable with respect
to position-based approaches. In this paper, we propose a
simple control strategy in order to keep at least the centroid
of the observed object in the image. In such case, it is sure
that some parts of the object will be always visible by the
camera and it will be more likely that there will always be
a sufficient number of visual features to perform the visual
servoing.

The paper is organized as follows. In Section II we review
the theoretical background of the model-free visual servo-
ing using an eye-in-hand camera. Section III describes in
details the class of visual servoing system we want to an-
alyze. In Section IV we provide the stability analysis of
the hybrid approaches (a new method is proposed) and we
prove that the similar conditions hold for the stability of a
new position-based approach. Finally, in Section V we give
some experimental results using a simple control strategy.

II. Theoretical background

In this section we first review some properties of the pro-
jective geometry that are used to recover the camera dis-
placement from two views (a detailed description can be
found in [17]). Then, we give a general description of the
visual servoing within the task function approach [21].
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Fig. 1. Geometry of two views of an unknown object.

A. Recovering the camera displacement from two views

Consider two views of an object with a generic shape (see
Figure 1). The reference view, corresponding to frame F∗,
is learn during an off-line step. The current view acquired
at each iteration of the control scheme corresponds to frame
F . A 3D point x = (X,Y, Z, 1) projects to the point m∗ =
(x∗, y∗, 1) in the reference frame F∗ and to the point m =
(x, y, 1) in the current frame F . From the knowledge of
several matched points, it is possible to recover the camera
displacement between the two views without knowing the
3D model of the object. Indeed, the relative displacement
of the camera can be extracted from a homography relative
to a virtual plane attached to the object [10] [17]:

H = R +
t

d∗
n∗

where R and t are respectively the rotation matrix and the
translation vector between frames F and F∗, n∗ is the unit
vector normal to π expressed in F∗ and d∗ is the distance
of π to F∗. In general, there are two possible solutions to
decompose the homography [10], but the right one can be
found considering another reference plane if the object is not
planar or considering more images if the object is planar.
Since the measured points in the image are in pixels, the
homography can be computed knowing the matrix A which
contains the camera intrinsic parameters:

A =



fku −fku cot(ϕ) u0

0 fkv/ sin(ϕ) v0
0 0 1


 (1)
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where u0 and v0 are the coordinates of the principal point
(in pixels), f is the focal length (in meters), ku and kv are
the magnifications respectively in the −→u and −→v direction
(in pixels/meters), and ϕ is the angle between these axes.
In general, the camera internal parameters are not perfectly
known. An approximated matrix Â should be used. Thus,
the estimated homography matrix Ĥ is:

Ĥ = ÃHÃ−1

where Ã = Â−1A is a triangular matrix which contains
the calibration errors (if Â = A then Ã = I and Ĥ =
H). A particular homography is the homography of the
plane at infinity: H∞ = R. This matrix can be recovered
from several views or even from two views if we add some
additional information (i.e. we need at least four vanishing
points). Then, the estimated translation and rotation are

respectively: t̂ ∝ Ãt and R̂ ∝ ÃRÃ−1. Since R̂ is similar
to R, it is possible to estimate the angle of rotation θ̂ = θ
and the axis of rotation û = Ãu/‖Ãu‖.

B. The task function approach for visual servoing

The aim of the visual servoing method we are going to
describe is to position a camera, mounted on the end-effector
of a robot, with respect to an object. Visual servoing can
be achieved by regulating to zero a task function built from
the information issued by the camera. The time derivative
of the task function is:

ė = L vc = L W vr (2)

where L is called the image Jacobian matrix and links the
variation of the task function with respect to the camera
velocity vc. It depends on the camera parameters and some
geometric parameters of the observed scene (like for example
the distance between the camera and the object). W is
the matrix transforming the end-effector velocity vr in the
camera velocity: vc = W vr. This matrix is upper block-
triangular and contains the rotation cRr and the translation
ctr between camera and end-effector frames :

W =

[
cRr [ctr]×

cRr

0 cRr

]
(3)

where [ctr]× is the skew symmetric matrix associated to
vector ctr (such that [a]× b is the cross product a × b). In
our previous work [16], cRr and ctr were supposed to be
exactly known. In this paper, we will only suppose that
the Jacobian of the robot is perfectly known and full rank.
However, even in the presence of small errors in the model
of the robot, the camera will be correctly repositioned if the
error in the image decreases to zero. As already mentioned
in the introduction, we suppose that the low-level controller
of the robot (which generally takes into account the robot
dynamics) is able to provide the velocity screw we use as
control input. If this is not the case, one must design a
control law which considers the robot dynamics.

C. Control law

A simple control law can be obtained imposing the expo-
nential decrease of the task function ė = −D e, where D

is a positive diagonal matrix whose elements tune the ex-
ponential decrease. In the absence of calibration errors, a
decoupling and linearizing control law would be:

vr = −W−1 L−1 D e

where vr is the end-effector velocity sent to the robot con-
troller. Due to the presence of calibration errors only ap-
proximations or estimates of the parameters of the system
are available. Thus, the end-effector velocity vr sent to the
robot controller is:

vr = −Ŵ−1 L̂−1 D ê (4)

where L̂−1, Ŵ−1 and ê are respectively approximations of
L−1, W−1 and e. In general the matrix L and vector e

depends on the matrix A containing the camera internal
parameters. These parameters are unknown and only an
approximated matrix Â can be used in the control law.

D. The stability of the closed-loop system

Assuming that the intrinsic camera parameters do not
change after the off-line acquisition of the desired image,
we will have e = 0 if and only if the target points have
reached their desired position in the image. The estimated
task function ê is measured from the current and desired
images and can be expressed as a function of the real e:
ê = f(e). It is important that the function f() computing
ê from the image points is bijective in order to have ê = 0
if and only if e = 0. Thus, the estimated task function can
always be written as follow:

ê = E(e)e (5)

where E(e) is a full rank matrix which form depends on the
chosen task function. The closed-loop system taking into
account all the calibration errors can thus be written:

ė = −Q(e)e (6)

where:
Q(e) = L W̃ L̂−1 D E (7)

and W̃ is an upper block triangular square matrix :

W̃ = W Ŵ−1 =

[
R̃ R̃

[
t̃
]
×

0 R̃

]
(8)

with R̃ = cRe
cR̂T

e and t̃ = (R̃T cte − ct̂e). In the next
section, it will be shown that there is no singularity in the
workspace (i.e. det(Q(e)) 6= 0). Thus, if the task function
decreases, it decreases towards the equilibrium point e = 0.

This paper is concerned with the stability of the equilib-
rium point. An equilibrium point is asymptotically stable if
all solutions starting at nearby points tend to the equilibri-
um point as time approaches infinity. If the starting point
is very close to the equilibrium point we can study the lo-
cal stability. An equilibrium point is locally stable if all
solutions starting in a small neighborhood tend to the equi-
librium point as time approaches infinity [12]. By definition,



MALIS AND CHAUMETTE: IMPROVEMENTS IN THE STABILITY ANALYSIS OF MODEL-FREE VISUAL SERVOING METHODS 179

local stability only provides information about the behavior
of the system near the convergence. From a practical point
of view, it is more interesting to study global stability. An
equilibrium point is globally stable when the equilibrium is
reached from any starting point [12].

Stability of equilibrium points is usually characterized in
the sense of Lyapunov. In the case of linear systems (i.e.
when the matrix Q does not depend on the state e), local
and global stability coincide. The necessary and sufficient
condition for the global (and thus local) asymptotic stabili-
ty of a linear system is that the matrix Q has all eigenvalues
with positive real part. In the case of non-linear systems,
the matrix Q is a function of the state e. The system can be
linearized around the equilibrium point e = 0 and the local
stability can be studied as for linear system. For non-linear
systems, the study of the global stability is complex and, in
general, only sufficient conditions can be given. For exam-
ple, a sufficient condition to ensure the global asymptotic
stability is Q(e) > 0. In this case, it can be also shown that
‖e‖ always decreases, which is very interesting in practice.
Even if, under particular conditions, the error decreases at
each iteration, it is not always possible to ensure that the
observed features always remain in the field of view of the
camera. Thus, one constraint must be added to the system
which can be called the “visibility constraint”: a minimal
number of visual features must remain in the camera field
of view in order to avoid the failure of the servoing. To deal
with global stability we should not only ensure that the sys-
tem is stable but satisfies also the visibility constraint.

III. Characterizing the new class

The new class of visual servoing methods is mainly char-
acterized by the fact that the chosen task function is de-
composed into two parts e = [ eν eω ] where eω is used
to control the 3 rotational camera d.o.f. (and depends only
on it) and eν is used to control the 3 remaining degrees of
freedom. This decoupling is possible since it is possible to
estimate the relative orientation R between the current and
reference camera frames [17]. As a consequence, the matrix
L is an upper block triangular square matrix:

L =

[
Lν Lνω

03 Lω

]
(9)

The structure of the matrix simplifies the analysis of the
stability of the control law. In order to keep the control law
decoupled, we will set two independent positive gains:

D =

[
λνI3 03

03 λωI3

]
(10)

A. Control of the rotation

In order to control the orientation of the camera, it is
natural to use the 3D estimated rotation R between F and
F∗ (which has to reach the identity matrix). Let u and θ
be respectively the axis and the angle of rotation obtained
from R. Many task functions have been proposed to be used
in visual servoing: eω = u sin(θ) [22], eω = u sin( θ

2 ) [24] or
eω = uθ [16]. In general, the task function can be written

as eω = uf(θ) where f(θ) is a strictly increasing function in
the domain 0 ≤ θ < θmax [2]. The derivative of eω depends
only on the rotational velocity of the camera:

ėω = Lωω (11)

where:

Lω =
∂f(θ)

∂θ
I3 −

f(θ)

2
[u]× +

(
∂f(θ)

∂θ
−

f(θ)

2 tan( θ
2 )

)
[u]

2
×

[u]× being the (3× 3) skew matrix associated to the (3× 1)
vector u. The determinant of Lω is:

∆ = det(Lω) =

(
f(θ)/2

∂f(θ)
∂θ

sin( θ
2 )

)2

(12)

Table I shows three different common choices for f(θ) and
gives the singularity of the determinant ∆ which correspond-
s to θmax.

f(θ) ∆ singularity

θ (sinc( θ
2 ))−2 2π

sin( θ
2 ) (cos( θ

2 ))−2 π

sin θ

(
cos(θ)

cos( θ
2 )

)2
π

2

TABLE I

Common choices for f(θ) and its corresponding singularity

Thus, it is preferable to choose eω = uθ since the singu-
larity is in 2π and it provides the largest possible domain
for the angle of rotation: 0 ≤ θ < 2π. Moreover, we have in
that case the following nice property: L−1

ω eω = eω.

B. Stability and robustness of the rotation control

It is important to notice that the estimated task function
êω can be written as a function of eω:

êω = Eωeω = µÃeω (13)

where Ã = Â−1A and µ = 1/‖Ãu‖ (see Section II-A).

Choosing f(θ) = θ we can set L̂−1
ω = I in the control law

without loss of generality, since L̂−1
ω êω = êω. The closed

loop equation for the rotational subsystem is thus:

ėω = −λωµLωR̃Ãeω (14)

The stability of this system can be analyzed regardless on
the choice of eν and its robustness domain is given by:

Theorem 1: The equilibrium point eω = 0 of the differen-
tial system (14) is locally asymptotically stable if and only

if R̃Ã has eigenvalues with positive real part. A simple
sufficient condition to ensure that is R̃ > 0 and Ã > 0.
The equilibrium point is globally asymptotically stable if
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R̃Ã > 0. In that case, ‖eω‖ decreases at each iteration of
the control law.

The proof of the theorem is given in the Appendix. The
necessary conditions imply that one must be careful in ap-
proximating the camera intrinsic (i.e. matrix Â) and ex-

trinsic (i.e. matrix R̂) parameters. A huge error on these
parameters would imply an unstable behavior of the system.
On the other hand, the conditions are very easily satisfied
in practice since R̃ > 0 if the error on the angle of rotation
is φ̃ < π/2 and Ã > 0 if the conditions given in [16] are
satisfied. The physical interpretation of the conditions tells
us that large errors on camera intrinsic and extrinsic pa-
rameters can be tolerated. Finally, note that the condition
R̃Ã > 0 is stronger than the conditions R̃ > 0 and Ã > 0
(i.e. if R̃ > 0 and Ã > 0, it is not sure that R̃Ã > 0). The
conditions to ensure R̃Ã > 0 are [15]:

|φ̃| + |α̃| < π/2

where α̃ = arccos

(
ρ−1((Ã + ÃT )−1)/

√
4ρ(ÃT Ã)

)
, ρ(M)

being the spectral radius of matrix M. These conditions
are in general easily satisfied using, for example, the camera
parameters given by the manufacturer instead of the real
ones. With respect to previous visual servoing approaches,
the knowledge of the exacts conditions under which the sys-
tem is stable provides new insights on the capabilities of the
system. For example, if the necessary conditions are satis-
fied we can be sure that our visual servoing will converge.
On the other hand, other visual servoing approaches could
have unstable behavior (or not) in the presence the same
calibration errors. The only way to know it is to test the
control law in real conditions. That could be catastrophic
if the control law diverges.

C. A new closed-loop system

Since µ ≥ 1/‖A‖, the solution of the differential equa-
tion (14) can be bounded as follow:

‖eω(t)‖ ≤ ‖eω(0)‖e−λ
′

ω
t (15)

where λ
′

ω = λωσ/‖Ã‖, σ being the unknown minimum sin-
gular value of 1

2 (R̃Ã+ÃT R̃T ). Thus, ‖eω(t)‖ will converge
exponentially to zero. Finally, since eω(t) is completely de-
fined by the differential system (14) and by its initial con-
dition eω(0), we can compute êω(t) from equation (13) and
plug it in equation (6) obtaining a new closed-loop system
for eν . The new closed-loop equation for eν is the sum of
two nonlinear terms:

ėν = −λν f1(eν) + λωf2(eν , t) (16)

where:
f1 = LνR̃L̂−1

ν Eνeν (17)

f2 = LνR̃
([

t̃
]
×

+ R̃T L−1
ν LνωR̃− L̂−1

ν L̂νω

)
êω(t) (18)

Equation (16) is a differential equation where eν has to
be determined and eω(t) is a function of time. As we will
see in the next sections, the form of the functions f1 and f2
depends on the choice of eν .

IV. The different approaches within the class

Since the rotation is completely controlled by eω, the
choice of eν will determine the control of the translation.
Depending on the form of eν we will have different ap-
proaches within the class. For example, one could direct-
ly use image features as proposed by [7]. However, even if
the decoupling translation and rotation improves the behav-
ior of the image-based visual servoing, some problems such
as local minima and Jacobian singularity may still remain.
Therefore, it is preferable to use a different eν , as we are
going to show in this section.

A. Hybrid control

Hybrid control consists in using information available di-
rectly at the image level jointly with reconstructed infor-
mation. It is “hybrid” in the sense that we are using the
estimated rotation but we are not using the translation of
the camera (even if it is available from the reconstruction).
In [16] we proposed a hybrid approach called 2 1

2D visual
servoing. The translation of the camera is not directly con-
trolled in the Cartesian space. It is controlled by the error
on the image coordinates of a reference point and the log-
arithm of the ratio between the current depth Z and the
depth Z∗ at the final position:

eν =
[
x− x∗ y − y∗ log( Z

Z∗
)
]T

(19)

The corresponding image Jacobian is given by :

Lν =




−1
Z

0 x
Z

0 −1
Z

y
Z

0 0 −1
Z


 (20)

Lνω =




xy −1− x2 y
1 + y2 −xy −x
−y x 0


 (21)

The estimated task function can be written as a function
of the real task function: êν = Eνeν . It is easy to show
that L̂−1

ν Eν = ηÃL−1
ν and L−1

ν Lνω = Z [m]× [16], where

η = Ẑ/Z. Then, equation (16) can be rewritten as follow:

ėν = λνηLνR̃ÃL−1
ν eν + λωLνR̃

[
t̃ + (ZR̃T − ẐÃ)m

]
×

êω

(22)
The closed-loop system is non-linear. However, it is easy to
prove the local asymptotic stability of the control law. The
following theorem, proved in the Appendix, improves the
results given in [15] and [16]:

Theorem 2: The equilibrium point eν = 0 of the differen-
tial system (22) is locally asymptotically stable if and only

if R̃Ã has eigenvalues with positive real part. A sufficient
condition to ensure that is R̃ > 0 and Ã > 0.

As we already noticed, the sufficient conditions are very
easily satisfied in practice. On the other hand, the global
asymptotic stability of the system controlled with a simple
proportional law is not easy to prove. Indeed, the system is
non-linear and an adaptive control law was necessary in [16]
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to prove that it exists a large region of attraction around
the equilibrium point provided that R̃Ã > 0. In order to
provide a larger stability domain we propose in the next
section a new hybrid control scheme for which it is possible
to provide necessary and sufficient conditions to ensure the
global asymptotic stability.

B. A new hybrid control scheme

Even if the approach described above has a large stability
domain and can tolerate large calibration errors, things can
be improved using a new hybrid control scheme. In order
to obtain a larger stability domain we propose the following
different task function:

eν =
[

Z
Z∗
x− x∗ Z

Z∗
y − y∗ Z

Z∗
− 1

]T
(23)

The corresponding image Jacobian is again an upper block-
triangular matrix as in equation (9). The blocks Lv and
Lνω of the matrix L are now:

Lν = −
1

Z∗
I (24)

Lνω = [eν + m∗]× (25)

where m∗ =
[
x∗ y∗ 1

]T
is the vector containing the

homogeneous coordinates of the reference point at the de-
sired position (which are thus fixed during the servoing). In
this case we have Eν = Ã. The closed-loop system is an
eventually time-varying linear system (i.e. a system with a
constant component and a time-varying component):

ėν = −M(t)eν + l(t) (26)

where M(t) is the sum of a constant component and a time-
varying component:

M(t) = λνη
∗R̃Ã − λω(η∗[êω(t)]×Ã + [R̃êω(t)]×) (27)

with η∗ =
�
Z∗

Z∗
(which is unknown but constant) and:

l(t) =

(
η∗R̃[Ãm̃∗]× − [m̃∗]×R̃−

1

Z∗
R̃ [t̃]×

)
êω(t) (28)

The global stability of the system is proved by the following
theorem (a short proof is given in the Appendix):

Theorem 3: The equilibrium point eν = 0 of the differen-
tial system (26) is globally asymptotically stable if and only

if the matrix R̃Ã has eigenvalues with positive real part. A
simple sufficient condition to ensure the stability is R̃ > 0
and Ã > 0.

We have to note that these conditions do not ensure that
‖eν‖ decreases at each iteration. Since ‖eν‖ can temporarily
increase, it is not sufficient to ensure the stability of the
control law to avoid the failure of the servoing. We have to
prove that it is possible to provide a control law for which at
least the reference point stays always in the camera field of
view. The time derivative of the norm of the task function
is:

d‖eν‖
2

dt
= −

1

2
eT

ν M(t) eν −
1

2
eT

ν l(t) (29)

Supposing R̃Ã > 0, and denoting σ > 0 the minimum singu-
lar value of 1

2 (R̃Ã+ ÃT R̃T ), this equation can be bounded
as follow:

d‖eν‖
2

dt
≤ −ϕ ‖eν‖

2 + ψ ‖eν‖ (30)

where ϕ = λνa− λωb and ψ = λω , and:

a = η∗σ (31)

b = (1 + η∗‖Ã‖)‖êω(0)‖ (32)

c =

(
(1 + η∗‖Ã‖)‖m∗‖+

1

Z∗
‖t̃‖

)
‖êω(0)‖ (33)

Setting x(t) = ‖e‖2, we obtain the following Bernoulli dif-
ferential equation:

ẋ = −ϕ x+ ψx
1

2 (34)

whose solution is:

x(t) = e− � ϕdt

(
x(0) +

1

2

∫
ψe

1

2
� ϕdtdt

)2

(35)

The norm of the task function can be bounded by a maxi-
mum value:

‖eν(t)‖ ≤ ‖eν(0)‖ +
ψ

ϕ
≤ ‖eν‖max (36)

Posing d = ‖eν‖max − ‖eν(0)‖ (and supposing that
‖eν‖max > ‖eν(0)‖, the solution of the last inequality is:

λω/λν ≤ (c+ b d)/(a d) (37)

In conclusion, it is always possible to tune λω/λν such that
‖eν‖ decreases at each iteration and the reference point
remains in the image. For example, one can temporarily
choose λω = 0, even if in this case eω will not decrease.
Indeed, choosing λω(0) = 0 the inequality (37) is satisfied
and the norm of eν decreases.

Since a, b, c and d are unknown, we have to use an adap-
tive control law and increase the ratio λω/λν in order to
decrease the norm of eω at the same time. In Section V, we
describe more in details such a control strategy.

C. Comparison between the two hybrid schemes

We show now that, in absence of calibration errors, the
two hybrid control schemes produce the same behavior in
the image for the reference point (i.e. a straight line). In-
deed, in the case of 2 1

2D visual servoing, imposing that
ėν = −λeν , with the initial conditions x(0) = x0, y(0) = y0
and Z(0) = Z0, we have to solve the following differential
system :





ẋ = −λ(x− x∗)

ẏ = −λ(y − y∗)

d(ln( Z
Z∗

))/dt = −λ ln( Z
Z∗

)

(38)

The solution of this system is :
{
x(t) = x∗ − (x∗ − x0)e

−λt

y(t) = y∗ − (y∗ − y0)e
−λt (39)
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The trajectory of the point in the image plane is a straight
line while the corresponding point in the 3D space has the
following trajectory :





X(t) = (X∗ − (X∗ −X0
Z∗

Z0

)e−λt)
(

Z0

Z∗

)e−λt

Y (t) = (Y ∗ − (Y ∗ − Y0
Z∗

Z0

)e−λt)
(

Z0

Z∗

)e−λt

Z(t) = Z∗
(

Z0

Z∗

)e−λt

(40)

The differential system of the new hybrid control scheme
can be reduced to the following one :





ẋ = −λZ∗

Z
(x − x∗)

ẏ = −λZ∗

Z
(y − y∗)

d(ln( Z
Z∗

))/dt = −λ(1 − Z∗

Z
)

(41)

Once again the trajectory of the point in the image is a
straight line. However the velocity of the point on the line
is different :




x(t) = x∗ − (x∗ − x0)
exp−λt

Z∗

Z0

+ (1 − Z∗

Z0

) exp−λt

y(t) = y∗ − (y∗ − y0)
exp−λt

Z∗

Z0

+ (1 − Z∗

Z0

) exp−λt

(42)

On the other hand, the trajectory of the 3D point in the
camera frame is now a straight line :





X(t) = X∗ − (X∗ −X0) exp−λt

Y (t) = Y ∗ − (Y ∗ − Y0) exp−λt

Z(t) = Z∗ − (Z∗ − Z0) exp−λt

(43)

In conclusion, both schemes will have a very similar behavior
since the trajectory of the point in the image is the same in
the ideal case. This is especially true near the convergence
when Z

Z∗
≈ 1. In this case, we have ln( Z

Z∗
) ≈ Z

Z∗
− 1, and

both methods must produce the same results. The main
advantage in using the new hybrid control law is that it has
been proved to tolerate larger amount of calibration errors.
On the other hand, the new hybrid control could be more
sensible to measurement errors since the task function is
not directly computed as a difference of image data but it
contains the ratio Z

Z∗
which is obtained from the projective

reconstruction. However, it is possible to switch between
the two control laws near the convergence. This can be
done without introducing any discontinuity in the control
law since when ln( Z

Z∗
) ≈ Z

Z∗
− 1 the two control laws are

practically the same.

D. Model-free position-based control

In this section, we analyze the stability of a new model-
free position-based control scheme. Position-based control
consists in using the estimated rotation and translation (up
to a scale factor). Instead of using the task function pro-
posed by Basri [1] or Taylor [22], we choose the following
task function:

eν = t/d∗ (44)

which can be computed from the homography matrix. The
Jacobian of the task is still triangular and its blocks are:

Lν = −
1

d∗
I (45)

Lνω = [eν ]× (46)

If we compare these matrices with those given in equa-
tion (20), we can see that they are extremely similar. Since
êν = Eνeν with Eν = Ã, the closed-loop equation is again
an eventually time-varying system:

ėν = −M(t)eν + l(t) (47)

where:

M(t) = λνη
∗R̃Ã− λω(η∗[êω(t)]×Ã + [R̃êω(t)]×) (48)

with η∗ =
�
d∗

d∗
(which is unknown but constant) and:

l(t) = −
1

d∗
R̃ [t̃]×êω(t) (49)

Equation (47) is very similar to equation (26) and the global
stability can be proved exactly as for Theorem 3:

Theorem 4: The equilibrium point eν = 0 of the differen-
tial system (47) is globally asymptotically stable if and only

if the matrix R̃Ã has eigenvalues with positive real part.
A simple sufficient condition to ensure that is R̃ > 0 and
Ã > 0.

This theorem is not sufficient to ensure the convergence of
the servoing. Indeed, nothing is said about the constrain-
t that the image features must stay in the camera field of
view. It could be possible to use a complex strategy incor-
porating this constraint with position-based visual servoing.
However, a simpler solution is to use the new hybrid con-
trol scheme proposed in this paper which is not only stable
under the same necessary and sufficient conditions but also
guarantees that at least the reference point will stay in the
image during the servoing. Consequently, choosing as ref-
erence one point close to the centroid of the set of points,
there will be several points always visible in the image.

V. Experimental results

In order to validate the new hybrid visual servoing ap-
proach described in section IV-B, a series of experiments
were carried out at the University of Cambridge. The ex-
perimental setup consists of a camera mounted on a 6 d.o.f.
robot manipulator. The vision-based controller rate is 0.08s
per iteration. In order to position the robot’s end-effector
with respect to a contour (which shape is not “a priori”
known), we use a teaching-by-showing technique. Initially,
a reference image is stored. Figure 2(a) displays two con-
tours segmented from the reference image. The contour on
the left is selected as the reference contour. The robot is dis-
placed such that the camera performs a large rotation and
the initial centroid of the contour is near to the reference
one (see Figure 2(b)). Following, the initial and the refer-
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(a) (b)

Fig. 2. Images of the contours for the desired and the initial camera
position. The reference contour is superposed in the right image.

ence contours are automatically matched and the homogra-
phy H between the contours is computed using the method
described in [5]. The centroid of the contour is used as refer-
ence point to build the task function from equation (23) (the
ratio Z/Z∗ is obtained from the homography). This adds an
error in the control law as the projection of the 3D contour’s
centroid does not generally coincide with the centroid of the
projected 2D contour. The rotation is extracted from H and
the task function eω is set to eω = uθ. The control law sent
to the robot is given by equation (4). Calibration errors in
the control law are introduced for the hand-eye transforma-
tion, the camera parameters, the reference distance of the
camera to the centroid of contour. For example, the real
distance was d∗ = 40 cm but we used d̂∗ = 60 cm in the
calculation of the control law. The camera parameters used
to compute the control law where: fku = 780, fkv = 810,
u0 = 370, v0 = 230, ϕ = π/2. Although all the calibra-
tion errors, the visual servoing system is exponentially sta-
ble even if the task function is not strictly decreasing (i.e.
the error can increase temporarily). However, the conver-
gence is obtained only if the error is bounded in order to
maintain the contour (or at least a part of it) in the camera
field of view.

A. Constant gains

The first experiment shows that using a control law with
constant gains (λν and λω are both fixed to 0.02) the con-
tour may leave the camera field of view. Indeed, Figure 3(b)
shows that the norm of eω decreases at each iteration since
the matrix R̃Ã is definite positive as required by Theorem 2.
However, the norm of eν , plotted in Figure 3(a), increases
at the same time. Details on the task function (eν , eω) are
shown in Figure 3(c) and (d). The x component of eν (which
is related to the u coordinates of the centroid) decreases (the
centroid moves to the left of the image). Even if the con-
tour goes out of the camera field of view, the control law
is not unstable. There is only an overshoot due to the ro-
tation acting on the translational control. Had the image
plane been infinite, after a finite amount of time which could
be computed from equation (29) if all the parameters were
known, the error would start to decrease. Figures 4(a) to
(d) display four images of the video taken during the exper-
iment. The contour goes out of the image to the left and
the visual servoing is
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Fig. 3. Results of the experiment with fixed λν and λω . (a) ‖eν‖.
(b) ‖eω‖. (c) eν . (d) eω . (e) Velocity of translation. (f) Velocity of
rotation.

(a) (b)

(c) (d)

Fig. 4. Four images of the experiment with fixed λν and λω . (a) image
I.1 (iteration 3). (b) image I.2 (iteration 6). (c) image I.3 (iteration
9). (d) image I.4 (iteration 15).

stopped when the centroid is too close to the border of
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the image (iterations 13, 1 second after starting).
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Fig. 5. Results of the experiment with varying λν and λω . (a) λν .
(b) λω. (c) ‖eν‖. (d) ‖eω‖. (e) eν . (f) eω . (g) Velocity of translation.
(h) Velocity of rotation.

B. Varying gains

In this experiment we prove that, instead of fixing the
gains, a more complex control law can be chosen in order to
keep the centroid of the contour in the camera field of view.
The gains in the control law are computed as follows (such
that λ ≤ λν ≤ 2λ and 0 ≤ λω ≤ 2λ, where λ = 0.02):

λν =

{
λ+ λ‖eν(0)‖−‖eν‖

‖eν(0)‖ if ‖eν‖ ≤ ‖eν(0)‖

λ if ‖eν‖ ≥ ‖eν(0)‖
(50)

λω =

{
λν

‖eν(0)‖−‖eν‖
‖eν(0)‖ if ‖eν‖ ≤ ‖eν(0)‖

0 if ‖eν‖ ≥ ‖eν(0)‖
(51)

(a) (b)

(c) (d)

Fig. 6. Four images of the experiment with varying λν and λω . (a)
image II.1 (iteration 50). (b) image II.2 (iteration 150). (c) image II.3
(iteration 200). (d) image II.4 (iteration 280).

Note that, tuning gains is very easy since we simply set
λ = 0.02. Then, λν and λω automatically change as follow.
At the first iteration (t = t0 = 0 s) we have ‖eν‖ = ‖eν(0)‖
and λν(0) = λ and λω(0) = 0. Therefore, the ratio λω/λν =
0 and the system is stable if R̃Ã > 0. Since λω(0) = 0,
the norm of eν must decrease and the norm of eω must stay
constant. Consequently, at the next iteration (t = t1 = 0.08
s) we have ‖eν(t1)‖ < ‖eν(t0)‖ and both λν and λω start
to increase. Figure 5(a) and 5(b) shows the behavior of
λν and λω during the servoing. Contrarily to the previous
experiment, now the norm of eω and eν both decrease at
the same time. Increasing the ratio λω/λν too much (i.e.
if equation (37) is not verified) could cause the norm of eν

to stop decreasing (see Figure 5(c) after iteration 50, i.e. 4
s). For example, at iteration 60 the norm of eν starts to
increase. The value of λω/λν corresponds to 0.625 which is
the maximum value. However, as soon as ‖eν‖ increases, λω

decreases faster than λν such that ‖eν‖ starts to decrease
again. Both gains are increased near the convergence in
order to speed up the servoing when the error becomes small.
The servoing is stopped when the maximal error on all the
points of the contour is smaller that 0.5 pixels. Figures 6(a)
to 6(d) show four images of the sequence taken during the
servoing. Since the error on the reference point is kept small,
it is more likely that the remaining points of the contour stay
in the camera field of view (especially if the reference point
is chosen near the image center).

C. Behavior when necessary conditions are not satisfied

In order to verify the necessity of the stability conditions
given by the theorems, we present now an example when
the system is not stable. For safety reasons, we prefer to
perform a simulation instead of use an unstable control law
with the real robot. In this example, we use a very bad
approximation Â of the true camera intrinsic parameters A
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Fig. 7. The system is not stable when the necessary conditions are
not satisfied. Unstable behavior is oscillatory and divergent. Camera
frame trajectory: ~x axis (green) , ~y axis (blue), ~z axis (red). (b) Small
displacement between initial (blue) and reference (red) contours. (c)
Task function eν . (d) Task function eω . (e) Velocity of translation.
(f) Velocity of rotation.

(we have 50 % error on the focal length and principal point).

We also use a very bad approximation R̂ such that the ro-
tation matrix R̃ = R̂−1R has an angle φ̃ = 100◦. In that
case, the eigenvalues of the matrix R̃Ã are λ1 = −0.15+i0.8
λ2 = −0.15 − i0.8 and λ3 = 0.68. The two complex con-
jugate eigenvalues have negative real part. Therefore, the
necessary conditions are not satisfied and the system is not
stable. Figure 7 shows the behavior of the system when
the initial error is small (Figure 7(b)). The error grows
(Figure 7(c) and (d)) with an oscillatory behavior since the
camera turns around the contour (Figure 7(a)). Note that,
with such a behavior, in a real experiment the contour would
rapidly get out of the camera field of view. However, in the
simulation we can suppose that the camera CCD is large
enough.

VI. Conclusion

In this paper, we proved the stability of a new class of
visual servoing systems and its robustness to camera and
hand/eye calibration errors. The most important result is
that, using a new hybrid control scheme, it is possible to find
necessary and sufficient conditions on the calibration errors
for the global stability of the control law. In addition, we
proposed a simple adaptive control strategy in order to keep

the centroid of object always in the camera field of view. It
would be interesting to extend the analysis to the robust-
ness with respect to measurements errors. Indeed, the new
class is based on the reconstruction of the camera displace-
ment between two views. This reconstruction step generally
amplifies the effects of the image noise on the control law,
even if the experimental results we have obtained were not
very sensitive to noise due to the quite simple images we
have considered.

Appendix

Proof: [Theorem 1] The local asymptotic stability of
the non-linear system (14) can be deduced from the stabil-
ity analysis of the linearized system. In this case we have
Lω |eω=0 = I and the linear system is:

ėω = −λωµR̃Ãeω (52)

It is well known that ∀λω > 0 and ∀µ > 0 the system is sta-
ble if and only if the matrix R̃Ã has eigenvalues with pos-
itive real part. Simple sufficient conditions to ensure that
R̃Ã has eigenvalues with positive real part can be obtained
as follows. The eigenvalues λ of R̃ Ã and their correspon-
dent eigenvectors x are related by the equation:

R̃ Ãx = λx (53)

Multiplying the left and right side of this equation by xT R̃T ,
we obtain:

xT R̃T R̃ Ãx = xT Ãx = λxT R̃T x = λxT R̃x

and the eigenvalue λ can be computed as:

λ =
xT Ãx

xT R̃x
(54)

which is positive ∀x 6= 0 if Ã > 0 and R̃ > 0. Finally,
R̃ > 0 if the error on the estimated rotation angle φ̃ < π/2
and Ã > 0 if the conditions given in [16] are satisfied.

The sufficient conditions for the global asymptotic stabil-
ity of the non-linear system (14) can be obtained from the
Lyapunov method. Consider the following Lyapunov func-
tion:

V(eω) =
1

2
eT

ωeω

which is positive ∀eω 6= 0. The derivative of V(eω) is:

V̇(eω) = eT
ω ėω

Using equation (14), knowing that eT
ωLω = eT

ω we have:

V̇(eω) = −λωµe
T
ωLωR̃Ãeω = −λωµe

T
ωR̃Ãeω (55)

Then V̇(eω) < 0 if R̃Ã > 0 ∀λω > 0 and ∀µ > 0.

Proof: [Theorem 2] The local stability analysis is ob-
tained linearizing the nonlinear system. In this case we have
Lν |eν=0 = L∗

ν and the linear system is:

ėν = −λνη
∗L∗

ν R̃ ÃL∗−1
ν eν (56)
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The matrix L∗
ν R̃ ÃL∗−1

ν is similar to the matrix R̃ Ã and

so they have the same eigenvalues. Since η∗ = Ẑ∗/Z∗ > 0
(which is always true), the matrix has positive eigenvalues
if R̃ > 0 and Ã > 0.

Proof: [Theorem 3] The closed loop system is an even-

tually time varying linear system:

ėν = −M(t)eν + l(t)

The term l(t) does not depend on eν and:

lim
t→∞

‖l(t)‖ ≤

(
(1 + η∗‖Ã‖)‖m∗‖ +

1

Z∗
‖t̃‖

)
‖êω(t)‖ = 0

Therefore, the stability and the decreasing of eν towards 0
only depend on the matrix M(t). This matrix is the sum of
a constant part and a perturbation term:

M(t) = λνC − λωB(t) (57)

where C = η∗R̃Ã and B(t) = η∗[êω(t)]× Ã + [R̃êω(t)]×.
The perturbation term satisfies the following properties:

‖B(t)eν‖ ≤ ‖B(t)‖‖eν‖

lim
t→∞

‖B(t)‖ ≤ (1 + η∗‖Ã‖)‖êω(t)‖ = 0

The system is stable if and only if R̃Ã has eigenvalues with
positive real part. A more detailed proof is given in [12].
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