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Abstract—We have considered the problem of detection and
estimation of compact sources immersed in a background plus
instrumental noise. Sparse approximation to signals deals with
the problem of finding a representation of a signal as a linear
combination of a small number of elements from a set of
signals called dictionary. The estimation of the signal leads to a
minimization problem for the amplitude associated to the sources.
We have developed a methodology that minimizes the lp-norm
with a constraint on the goodness-of-fit and we have compared
different norms against the matched filter.

I. INTRODUCTION

The detection and estimation of intensity of compact objects

immersed on a background plus instrumental noise is relevant

in different contexts, e. g. astrophysics, cosmology, medicine,

teledetection, etc. On the one hand, the use of frequentist meth-

ods in astrophysics/cosmology has been proven to be useful:

a) the standard matched filter and generalizations [1], [2], [3],

[4]; b) continous wavelets like the standard mexican hat [5]

and other members of the family [6]; c) filters based on the

Neyman-Pearson approach using the distribution of maxima

[7]. Some of them have been applied, in the astrophysical

context, to real data like WMAP and simulated data [8] for

the upcoming experiment on board the Planck satelite. On the

other hand, Bayesian methods have also recently developped

[9].

Sparse approximations to signals (i.e. the problem of finding

a representation of a signal as a linear combination of a

small number of elements from an over-complete set of

vectors or signals often called a dictionary) in the presence

of noise is a subject that has been recently considered in the

mathematical literature [10], [11], [12], [13], [14], [15], [16].

The minimization of the norm lp assuming a constraint on the

goodness-of-fit (residuals) is the relevant assumption of this

methodology.

We will adopt such a methodology including correlations

but the applications, in this paper, will be done only for

uniform noise. On the other hand, we are interested in a

positive signal that is corrupted by noise. In such a case, we

shall consider a dictionary that contains elements in such a way

that a sparse representation is always possible with positive

coefficients. For instance, for the case we are interested of

point sources the dictionary will be constituted by Gaussians

with the appropriate normalization.

In all the cases considered, the estimation of the signal leads

to a minimization problem for the amplitude associated to the

sources. The lagrangian to be minimized has two terms, a

quadratic one related to the goodness-of-fit and other that is a

regularizer functional related to the lp-norm.

As a test of the new methodology, we shall compare

different norms (p = 0, 1, 2) and also versus the use of the

matched filter. Regarding detection, we will compare: number

of true detections and false detections, reliability, completeness

and F-score. Regarding estimation, we will compare the bias,

error in amplitude and goodness-of-fit.

We remark the importance of our development

of compact source detection/estimation in different

areas: astrophysics/cosmology (detection/estimation of

emission/absorption lines in spectra of galaxies and quasars

in different bands, detection/estimation of galaxies and

clusters of galaxies in different bands in 2D-images),

medicine (detection/estimation of spots in 2D-images related

to tumors in Doppler and X-rays, 3D-images obtained with

magnetic resonance), speech (detection/estimation of especial

sounds in 1D signals), teledetection (detection of features on

2D-images), etc.

In Section II we comment about lp norm and matched filter

approach.

In Section III we describe our method based on a functional

minimization. Finally, in Section IV we comment about the

numerical simulations.

II. SPARSE METHODOLOGY

A. lp-norm approach

Sparse representations deals with the problem of finding

a representation of a signal s ∈ R
N in terms of a linear

combination of a small number of elements (i.e set of signals

or atoms) that is usually called a dictionary:

s = Φa, (1)

where Φ ∈ R
N×n and a ∈ R

n is a vector given by the

coefficients of the representation. We are interested in the case

n << N , N representing the number of pixels in an image.

Let us consider a set of data described by the N × 1 matrix



d. These data contain a signal linearly corrupted by noise,

described by z ∈ R
N ,

d = s + z. (2)

We assume a Gaussian uniform noise, characterized by zero

mean and known variance σ2. Moreover, we are interested

in neither a generic signal nor a dictionary but in a positive

signal that is corrupted by noise. In such a case, we shall

consider a dictionary that contains elements in such a way

that the sparse representation is always possible with positive

coefficients. For instance, for the case we are interested of

point sources the dictionary, will be constituted by Gaussians

with the appropriate normalization

Φi
α = Aαe

−
(i−α)2

2R2 , (3)

where i is the pixel position, α is the center of the Gaussian

and

Aα =

[

N
∑

k=1

e
−

(k−α)2

R2

]−1/2

.

We will assume a lp-norm approach subject to the constraint

that the error in the residual to be less or equal a fixed value

min
a>0

||a||p s.t. ǫ ≤ Nδ, (4)

||a||p ≡

[

N
∑

α=1

|aα|
p

]1/p

, ǫ = ||d−s||2ξ−1 ≡ (d−s)tξ−1(d−s),

where ξ = σ2IN×N represent the correlation matrix of the

noise. We will take δ = 1, tipically this means that we have

a sparse representation for the sources.

This approach is equivalent to a constrain minimization

problem with a penalty term

min
a>0

L(a) = min
a>0

[

1

2
(atMa − 2Dta) + λ‖a‖p

p

]

, (5)

where

M ≡ Φtξ−1Φ, D ≡ Φtξ−1d, (6)

and λ > 0 is an adequately chosen multiplier satisfying the

constrain

ǫ = (d − Φa)tξ−1(d − Φa) = Nδ. (7)

The lagragian L is given by the sum of two terms: the first

one is a quadratic term related to the goodness-of-fit, the other

one is a regularizer functional related to the lp-norm. If there

is not overlapping between the point sources, M = 1
σ2 IN×N .

Hereinafter, we will assume, without loss of generality, that

the noise has unit variance (σ = 1).

The minimization of the constrained lagrangian leads to the

following equation

n
∑

β=1

Mαβaβ + λpap−1
α = Dα, α = 1, . . . , N, (8)

and the constraint dealing with the goodness-of-fit gives the

value for the multiplier λ

λ = [p
n

∑

α=1

ap
α]−1[f − Dta − Nδ]. (9)

Two necessary conditions to find a sparse representation for

the signal s are

a1, ..., an > 0; λ > 0. (10)

Moreover, the number n of sources to be detected, is not

fixed a priori. Thus, we will estimate (a, λ) such that n is

the minimum number of positive coefficients satisfying 8, 9

and such that λ is a positive parameter.

B. Matched Filter

Given the properties of the noise, a maximum likelihood

approach allows to estimate the parameters. For instance, as-

suming Gaussian noise for the N-probability density function

p(d|a) ∝ e
− 1

2 ||d−Φa||2
ξ−1 , (11)

the log-likelihood is

l ≡ −ln p(a|d) = c +
1

2
(atMa − 2Dta), (12)

where

M ≡ Φtξ−1Φ, D ≡ Φtξ−1d, (13)

and c ∈ R. Therefore, the minimization of l leads to the least

squares solution

Ma = D. (14)

The previous equations can be interpreted in the following

form: D represents the data filtered with a filter adapted to the

dictionary Φtξ−1. While the dictionary contains only elements

related to the profile of the signal, such a filter, F , becomes

proportional to the standard matched filter at n positions

F ≡ Φtξ−1, D = Fd. (15)

III. PROPOSED ALGORITHM

We estimate (a, λ) alternatively minimizing the lagragian L

with respect to the coefficients and evaluating the parameter

λ according to the constraint. In particular, we choose (a, λ)
as a fixed point of the method

a = arg min
x>0

[

1

2
(xtMx − 2Dtx) + λ‖x‖p

p

]

,

λ = [p
∑

α

ap
α]−1[f − Dta − Nδ].



The chosen minimizing algorithm is the Successive Over-

Relaxation (SOR) [17]. This is a gradient descent algorithm,

which uses local quadratic approximations to determine opti-

mal step size. In particular, for the iterative minimization of

the lagrangian L, the k-th iteration is

ak
i = ak−1

i − ω
1

Ti

∂L(a)

∂ai
, ∀ i = 1, . . . , n, (16)

where ω is a parameter governing the speed of convergence

and Ti is an upper bound of the second derivative of L. We

fix ω = 0.5 and

Ti = Mi,i + λp(p − 1)a
(p−2)
i

We consider the vector m of positive local maxima of the

filtered signal D, sorted in a descending order. We fix n as

the minimum integer such that m1, . . . ,mn satisfy

n
∑

β=1

mβ + λpmp−1
α = Dα, α = 1, . . . , n,

and

λ = [p

n
∑

α=1

mp
α]−1[f − Dta − Nδ],

corresponding to the minimization of the constrained la-

grangian in the case of no-overlapping sources. Moreover, we

choose the vector (m1, . . . ,mn) as initial point of the method

above.

According to the method described in section II-B, the vec-

tor m represents the estimated coefficients with the matched

filtered data, thus the amplitude of estimated sources with the

matched filter correspond to the positive peaks of the filtered

signal.

IV. SIMULATION

We perform 1D numerical simulations for uniform noise to

test the cases p = 10−2, 1, 2 against the standard matched

filter. We choose a signal of length 212 and we introduce

100 point sources in random positions, the amplitudes ranging

from SNR = 0.5 to 5 following a uniform distribution. In

order to compare the results regarding detection, we determine

the number of true and false detections and the reliability;

regarding estimation, we take into account the bias and the

goodness-of-fit. Figure 1 represent the estimated amplitude

versus the number of true detection greater then the fixed

amplitude. We can see that for amplitude higher than 2.5,

the matched filter and the lp-norm approach have the same

behaviour. For lower amplitudes the matched filter can detect

more true sources. However, in this case, the number of false

ones is bigger then the number of the simulated sources,

as we can see in figure 1. Instead, the lp-norm approach

introduce few false sources also for amplitudes lower then

2.5. This behaviour can be inferred also observing the plot

in figure 4(a): reliability is defined as the ratio between the

number of true detections and the number of all detections.

For the lp-norm approach, reliability is always greater then

0.9, becoming 0.95 at amplitude 2.5. Figure 4(b) represents

Fig. 1. Number of true detections versus estimated amplitude.

bias over amplitude . Finally in table IV we report the error in

the fit for the lp-norm approach and the matched filter. Finally,

taking into account the global performance, we can remark

that the sparse representations p = 10−2, 1, 2 work similarly

regarding reliabilty as compared to the matched filter whereas

in this case the bias is lesser, being the worst case p = 2.

Summing up, the matched filter and the p-norm give similar

results above a SNR > 2, below this value the p-norm

performs better regarding reliability whereas regarding bias the

oposite is found (the p = 2 case gives the highest bias and the

case p = 10−2 is better than p = 1). Regarding the goodness-

of-fit the matched filter gives a better result but introduces a

lot of spurious sources.

p = 10
−2 p=1 p=2 MF

Mean value 4116.5 4117.2 4115.2 3727.4

Standard deviation 19.92 24.21 22.03 57.49

TABLE I
ERROR IN THE FIT: MEAN VALUE AND STANDARD DEVIATION
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