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Abstract—In wireless sensor networks, data dissemination is grid structure by dividing the sensor field into cells with
generally performed from the sensor nodes towards a static dissemination nodes located at the crossing points of the
sink. In this paper, we address the particular case where the grid. Queries and data are then transmitted along the grid.

sink is mobile, according to an unpredictable mobility patern. . . . . .
First, we study existing approaches. As an alternative, wergsent Railroad [4] builds and exploits a virtual infrastructucalled

the Line-Based Data Dissemination (LBDD) protocol. Next, w & rail. This rail is placed in the middle area of the sensor
analytically evaluate the communication cost of this proteol and field so that each node can easily access it. When a source

we compare it to other approaches. Finally, realistic simudtions  detects a new event, the data remains locally stored and the
are performed and results show that LBDD outperforms previas corresponding meta-data is sent to the rail. This infrastme
approaches and presents the best tradeoff among the evaleat . S ) .
protocols. is thgn used b_y the mobile smk_to retrieve meta-data, th_th
gueries traveling around the rail. The Column-Row Location
Service (XYLS) [5] is a proactive location service which can
. INTRODUCTION be used to disseminate data reports. In XYLS, source nodes
A Wireless Sensor Network (WSN) is a multi-hop wiredisseminate and replicate the data reports in the north and
less network composed of sensor nodes. A sensor nodesagsith directions from their current location, such thatksin
generally a constrained device with relatively small mengueries can intersect it subsequently.
ory, restricted computation capability, short range wssl  In this paper, we present the Line-Based Data Dissemina-
transmitter-receiver, and limited built-in battery. Fhetmore, tion (LBDD) protocol and compare it to existing approaches
sensor networks usually operate on an N-to-1 communicatifam data dissemination in WSNs with mobile sinks. LBDD
paradigm, where sensors collect environmental data and foglies on the concept of a rendez-vous region to decouple
ward them towards a static base statiosiok This procedure the operation ofdata disseminatiorfrom the one ofdata
is called datadissemination In many situations, a static collection We show that LBDD outperforms other approaches
sink may be unfeasible because of deployment or securityevent-driverandquery-basegcenarios. In general, we also
constraints. Sink mobility may also improve the lifetime oshow how the choice of an efficient dissemination structure
a WSN by avoiding excessive transmission overhead at nodeay impact on dissemination protocol performances.
that are close to the location that would be occupied by &stat The remainder of this paper is organized as follows. Sec-
sink [1]. The sink mobility assumption may be useful for mantion Il describes the LBDD protocol. In Section Ill, the aytal
applications such as target tracking, emergency prepassdnical communication costs of LBDD and existing approaches
and habitat monitoring. In such a context, the difficulty foare evaluated and compared. Simulation results are amhlyze
sensor nodes is to efficiently track the sink and report tn Section IV. Section V finally concludes this article.
it. As flat architectures and flooding-based protocols do not
scale, overlaying a virtual infrastructure over the phgkic Il. THE LINE-BASED DATA DISSEMINATION PROTOCOL
network has often been investigated as an interestingegirat The Line-Based Data Dissemination (LBDD) protocol de-
for efficient data dissemination. This virtual infrastnuiet acts fines a vertical virtualine of width w which divides the sensor
as a rendez-vous area for queries and data reports. field into two parts, as shown in Fig. 1. This line is also dadd
Several protocols have been proposed to implement a séate groups of sizg. These two parameters are used to address
able and energy-efficient data dissemination architedimre the hotspot problem and the scalability issue. Timeis placed
WSNs. GHT (Geographic Hash Table) [2] has introducdd the center of the sensor field so that each node can easily
the concept of data-centric storage (DCS). GHT hashesaecess it. Nodes within the boundaries of this wide line are
sensed-data-typato geographic coordinates and stores thealled inline-nodes while the other nodes are referred to as
corresponding data at the sensor nodd.@6. home-nogehe ordinary nodesThisline acts as aendez-vousegion for data
closest to these coordinates. Two-Tier Data Disseminatistorage and lookup.
(TTDD) [3] provides a scalable and efficient data delivery As in [2]-[4], the LBDD design assumes that each node
to multiple mobile sinks. Each source pro-actively builds Bnows its geographic location as well as the network ge-



ographic boundaries. This is not an utopian assumption as [1l. PERFORMANCEANALYSIS

in most sensor applicationse.g., target tracking, military  Thjs section provides an average-case communication cost
surveillance, etc) the data are strongly correlated to th@nalysis. This communication cost represents the totaliano
geographic location. A node position can be obtained thougs messages generated in the network during the data dis-
the use of GPS or some virtual coordinate system. Eligilisemination and lookup process. We first present the models
of nodes asnline-nodesis then easily performed based omyng assumptions, then we evaluate the average distances and
this geographic information. Thus, the overhead for boddi the communication cost of LBDD and we compare them to
the virtual infrastructure is avoided. Finally, we suppdsat GHT [2], RailRoad [4], TTDD [3] and XYLS [5].
there are multiple sinks moving randomly in the sensor field.
A. Models and assumptions
. We consider a network with a large number of nodes being

00 00000 uniformly and independently distributed ovel & 1 area. We
° 2% 08 define H(l) as the number of hops on a path between two
o (8, geource arbitrary nodes: andy such thatz, y| = 1. According to [7],
given a geographic routing protocol, we haifél) = ¢ % with
r the communication range ard> 1 a scaling factor which
depends on the density of nodes. For numerical applications
we will assume that{ = 1.

The communication cost of data dissemination and data
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o Sensornode o Inline-node collection is proportional to the distance between theeddfht
_ _ . communicating entities. Then, to compare LBDD to other
Fig. 1. The LBDD virtual infrastructure. protocols, it is important to evaluate the distances betwee

the protocol entities. In the rest of the paper we define the

The operation of LBDD is composed of two main Stepg_ollowing metrics: (i) Dyrc,ra0 is the distance between the

(i) Dissemination: when an ordinary sensor node generat@9Urce-node and the rendez-vous area; fi)nx,rav is the — -
some new data, it forwards the data to the nearest inlifdStance between the sink and the rendez-vous area; and (iil

node (see Fig. 1(a)); and (iollection: in order to retrieve Lrdv.sink Is the distance between the rendez-vous area and the
a specific data, a sink sendsqaery towards the line in a sink. We assume thalink,rav 8NAD;qu,sink May b_e different

perpendicular fashion. The first inline-node which receithes as a query and.the data transfer do not necessarily use t.kae sam
query propagates it in both directions along thre until it path. We consider four types of messages: event notifigation

reaches the inline-node storing the data (see Fig. 1(b). THU€TY: data, and control messages, whose sizes.ajg, pa,

data is then sent directly to the sink (see Fig. 1(c)). To divo?ndpc' respectively. We consider. sinks moving randomly

the transfer of duplicated data, we suppose that a sinkveseil” the sensor field as well as sources. Each sink generates

a response to its query only if th@ine-nodeowns a new data. a number of queries equal pand each source generatgs a
number of events equal & Thus, the total number of queries

To ease the data lookup process, two data-storage SChefjes events can be written as; andne. Finally, we disregard

are possible: the data can be either stored in all nodes o{ 8 LBDD line’s width for the theoretical evaluation
group or just in their group-leader. The first scheme neecps '

a fine-tuning ofw and g to prevent an increase of theB. Average distances evaluation
congestion under high traffic load conditions, while theoset | BDD: In the average-case, a source node is located at
one requires a periodic group-leader election and a rdjgita g distanceD,,.. .4, = 0.25 from the virtual line for data
mechanism. Finally, the sink mobility is supported using thyissemination. To compute the average distance from tie sin
progressive-footprint-chainingtrategy [6]. to the rendez-vous poini.€., the inline-node which stores
Several optimizations are possible to increase the effigierthe requested data), we evaluate the average distancedvetwe
of LBDD. First, in scenarios where the number of queries tbe sink and the virtual line, which is equal @5, plus the
higher than the number of data reports, replicating the dateerage distance covered by the query inside the line during
on the entire virtual line could decrease the cost of dattie data lookup process.
lookup. In the rest of this paper we will refer to LBDR Let Y7 andY> the Y-coordinates of two randomly chosen
as the basic LBDD protocol with data replication. Secongpints in the unit square. We consider the following random
in target-trackingscenarios, a mobile target can evolve andariable:D = |Y; — Y| with a PDF fp(d) = 2(1 — d) for
remain in a given area. In that case, once the sink receifes d < 1 and0 otherwise. The average distance covered by
a data report from a giveimline-node the next sink query’s a query inside the virtual line is equal B D] + %[D].
can be sent directly to this inline-node instead of coverinbhe average distance between the sink and the inline-node is
the entire virtual infrastructure. This allows to decredise finally equal t0:Dg;yk rav = 0.25 + % + % ~ 0.9166.
overhead and to minimize the energy consumption inside theThe average distance from the inline-node to the sink for
virtual infrastructure. the data transfer is equal to the average distance between



two randomly chosen points in a unit square and the centsalenarios with a large number of queries compared to the
line, respectively. This distance can be expressed aswsillo number of data report®e(g., query basedpplications). This

D = /|X: — 052+ Y7 — Y22, with X3, Y7 andY; three fact is further analyzed in the following Section.

independent and uniform random variables. The random vari-

able D is defined by the following PDF [8]: C. Communication cost
The communication cost represents the total amount of
2d(m — 2d) 0<d<+ 025 Messages generated in the network during the data dissem-
2d(arccos(l — 515) — 1) , V025 <d <1 jnation and lookup processes. It is defined @%;otocol =
fo(d) = i‘gjzzc_o_sgl_—ﬁﬁ) —arccos(z — 1) N Cpp + Cpt + Cor, whereCpp, CpL, Cpr are the costs of
0 otherwise data dissemination, data lookup, and data transfer, régelsc

) ) ) ) . The subscript "protocol” refers here to one of the solutions
The average distance is evaluated numerically using a RIBM@ciad in Table |. To better investigate the tradeoff anatyz

sum and is computed @84y, sink ~ 0.45. _ in previous section, we consider twapplication-scenarios
Comparison with other protocols: The average distancesyy evajuating the communication costs. $genario 1 we
of the other protocols are computed in a similar way. FQfynsider anevent-drivenapplication with a fixed average
further details please refer to [8]. Results are summarmeql number of query per sinkj(= 50) while varying the average
Tab. I. From these results we can make three observatiosmber of data reports per source sirenario 2 we consider

First, we notice that a random rendez-vous ndd,(GHT) 4 query-basedipplication with a fixed average number of data
presents a lower distance for data l00kiRi(,rq4») than the  renqrt per sources(= 50) while varying the average number

other_infras_tructures (exc_ept_re_plication-bqsed sahshoAs ¢ queries per sink. For both scenarios we consitn00
the virtual infrastructure is limited to a single node, ®ergansor nodes deployed on a square sensor field oflsize.

is no need to search for the requested data and the costrRE sensor coverage area radiug-is- 0.1 and we suppose
data lookup is then avoided. However, this characteris&y M4t the size of a TTDD celky, is 0.3.

induce a hotspot problem and causes congestien Ibst of  according to Tab. |, the total average communication
packets) as all queries and data reports are concentrated @<t of LBDD is defined asCigpp = népa H(0.25) +

single node. MG py H(0.91) + népg H(0.45), wherené pg H(0.25) is the
cost of the data disseminationg p, H(0.91) is the cost of the

Protocols Dsre,rdv | Dsink,rdv | Drdv,sin Pstreteh _ :
| iar) | £ | s | Sk | e | data lookup, ande py H (0.45) is the cost of data transfer. The
TTDD [3] 0.0 0.88 0.88 1.69 communication costs of GHT, XYLS, Railroad, and TTDD are
R;;'{rlf’gd[&_)[]“] o L o L computed in a similar way (for further details, refer to [8])
[ BOD [ 025 [ 091 [ 045 | 123 |
[ IBDDR | 125 | 025 | 025 | 104 | 60000 .
TABLE | s sl F ' %
AVERAGE DISTANCES EVALUATION FOR EXISTING APPROACHES § _-' ff Mﬁx
-% 40000 j' # Mwﬁ >
. . . é 30000 .-' wﬁ P i
Second, the use of a large virtual infrastructure like LBDD, g F ,&*/M ol
TTDD or RailRoad decreases the cost of dissemination g 20000 %M&MBBTSB ]
(Dsre,rdv) compared to the random rendez-vous area. Indeed, 2 10000 fﬁﬁf =R
as the size of the rendez-vous area increases, source nodes W I
get usually closer to this infrastructure. In addition,ngsa 50 100 150 200 250 300 350 400 450 500
large infrastructure allows to distribute the communimati Nor. of data reports per source

load through the nodes belonging to the rendez-vous argg. > average communication cost for scenariogi=( 50, m = 5 sinks,
However, the use of large infrastructures for data dissatitin  n = 10 sourcespe = pc = pq, P4 = 2 X pq).
induces a higher cost for the lookuP .« r4v) as the data
need to be searched. Third, replication-based solutidkes, |Scenario 1. The average communication costs farenario
LBDD_R and XYLS, allow to minimize the cost of datal are shown in Fig. 2. We notice that TTDD presents a
lookup and collectionl, 4, sink). However, the replication in- rather high communication cost stemming from its need to
duces an increase in the dissemination cost, while minimgizibuild grids and its routing strategy along the grid. Morepve
the average path-stretch. we observe that the replication mechanism of LBPDand
From this analysis a tradeoff emerges between the virtb&/LS engenders a high communication cost, as the number
infrastructure size and the data dissemination/lookuph paif data reports increases. On the other side, protocols im-
distances. Large virtual infrastructures are more swétdabl plementing a large virtual infrastructure like RailRoaddan
applications inducing a large number of data reports coetbal. BDD are more suitable to scenarios with a high number of
to the number of querie®(g., periodic sensingr event driven data reports. However, we notice that for a high number of
applications), while small infrastructures surpass thteldn data reports per source node £00 data reports per source),



RailRoad performs slightly better than the others protecokource-sink pairs. In the simulations, we used the basgiamer
As RailRoad implements a large infrastructure.( a square of LBDD without the replication mechanism.
of width [ = 0.7), sensor-nodes are closer to the rendez—voxs

area and the cost of data dissemination is reduced. Simulation environment

In order to guarantee a fair comparison between LBDD,

16000 XYLS, and GHT, we have implemented the three protocols
- 14000 7 in the WSNet simulator. Table 1l presents the simulation
g
g 12000 ,/ A parameters.
-
é 10000 Parameters Values
E 8000 MAC protocol IEEE 802.11 DCF
° Radio BPSK, TX~ —20dBm, sensitivity= —70dBm
g 6000 M"& RailRoad —-a-~ Propagation Free-space with a pathlogs= 3
§ Y. XYLS Interference model ~ SINR/Shotnoise model (Full interference model)
4000 g LBDD e Roat i !
GHT - outing protocol greedy geographic routing
2000 LBDDR --o-- Sensor field size 500 x 500m?
50 100 150 200 250 300 350 400 450 500 Node density 1400 nodes)
Nbr. of queries per sink Scenario 1 1 query perls and1 data report pef.5s
Scenario 2 1 query per0.5s and 1 data report peil s
Fig. 3. Average communication cost for scenarioe2< 50, m = 5 sinks, TABLE Il
n = 10 SOUICeSpe = pc = Pq, Pd = 2 X Pq)- SIMULATION PARAMETERS.

Scenario 2.The average communication costs fmenario 2

are shown in Fig. 3. Note that TTDD presents a rather highWe consider two scenarios : genario 1 with a sink data-
communication cost and is not represented on this figurd: Raate of 1 query per second and a source data-raté dhata-
Road and XYLS also present a high communication cost as tha&cket per second, and (8cenario 2 with a sink data-rate of
number of queries increase. This cost is due to the increfase@uery per second and a source data-rate déta-packet per
the data lookup cost. In addition, we notice that fox 170, second. Source nodes are randomly deployed into the sensor
the average communication cost of LBDD is lower than thigeld and aLinear mobility models used for the sinks with an
ones of the other approaches. Thendar [170...340], GHT average speed df0om/s. Given that GHT was not designed
presents a lower average communication cost. And finally ftor support sink mobility, we also use tipeogressive footprint

a high number of query per sinkj (> 340), the replication chaining In addition, each GHT source-sink pair chooses a
mechanism of LBDDR allows to decrease the communicatiodifferent randomly placetiome-nodeat each run. Thisiome-
cost compared to the other schemes. The reason is that nhdeis then used by all sensor nodes as a rendez-vous area
more the number of queries increases, the more the costf@fqueries and data reports.The LBDD virtual infrastruetsi
data lookup becomes crucial. Replication of data reports parametersg andw, are set to50m and 50m, respectively.

the virtual infrastructure allows in that case to minimibe t All the simulation results are averaged over 10 differemistu
total cost. For example, to find the threshold from which the We use four metrics for the performance evaluation of the
replication mechanism of LBDD becomes beneficial, we hatkree protocols: (iEnergy consumptiardefined as the global

to satisfy this condition : energy consumption during a simulation; (Data delivery
ratio: defined as the ratio between the total number of data
packets received by the sink and the total number of data
generated by its corresponding source; and Dg)ay. defined

This relation between the number of queries and data repofis the total time elapsed between the data generation by a
(Eg. 1) can be easily used by LBDD or other approaches ¢g,rce and its reception by a sink.

decide when a replication mechanism has to be used or not.

In that case, each group-leadee( one of the inline-nodes) B. Simulation results

evaluates for each data type the number of received queriesFig. 4(c-f) shows the average energy consumption which

and data reports during a given period of time, and dependiingpacts strongly the network lifetime. For the three protsg

on Eg. 1 can adapt its behavion-the-flyto cope with the we notice that the energy cost is linear in the number of

application needs. Such an adaptive protocol could deerepairs as the source-sinks pairs are independent. We observe

the overhead and congestion inside the virtual infrastinect that XYLS presents a rather high communication cost in both

scenarios. This is a direct consequence of the data replicat

. along the vertical line. Next, we notice that LBDD presents
For the purpose of performance evaluation under moge|ower energy consumption than GHT soenario 1(see

realistic network factorse(g., collisions, interferences, radio Fig. 4(c)). Given that all source-sink pairs in GHT have the

propagationetc) we have carried out simulations. The Objecéamehome-nodethe average path length between the sink

tive is to investigate tradeoffs involving congestion asllwe,.,q the source via this home-node is higher than the average

as energy consumption. A comparative study is performed
between GHT, XYLS and LBDD with a varying number of 1The WSNet simulator is available at: http:/wsnet.gforgea.fr/

C
TLBDD oy o g>191 7P 1)
CrLBDD_R mpq

IV. REALISTIC SIMULATIONS
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Fig. 4. Simulation Results.

distance in LBDD. This result confirms the analysis made fa@vent-drivenand query-basedscenarios, and that it presents
the average case and presented in section Illl. However, the best tradeoff among the evaluated protocols.
scenario 2GHT performs better than LBDD (see Fig. 4(f)). In the future, we plan to better investigate the problem
As in this scenario the number of queries is twice the numbef data persistence against node failure and malicious snode
of data reports, the cost of data lookup inside the virtualside the virtual infrastructure. We also plan to investiga
infrastructure increases the total communication cosBI)D  near optimal structure for the data dissemination and Ipoku
compared to GHT. problem.
Fig. 4 (a-d) shows the average data delivery ratio. We
notice that the success rate slightly decreases as the mumbe
of source-sink pairs increases because of congestion in tHeW- Wang, V. Srinivasan, and K.-C. Chua, “Using mobileaed to prolong
t K. W fi both " that GHT t the lifetime of wireless sensor networks,” MobiCom '05: Proceedings
network. . € no I(.:e On. oth scenarios tha presen_s @ of the 11th annual international conference on Mobile cotimgu and
lower delivery ratio. Given that all data reports and querie  networking New York, NY, USA: ACM Press, 2005, pp. 270—-283.
converge towards the same singleme-nodgthe congestion [2] S-dRE;tnj{Sﬁr]jéh tB-AKarp, S. r?_herr]lke[], tD.blEs]}rm,th. Govtmdaa?ij.

.. . . an . YU, . geograpnic has aple Tor aata-centriaagfe In
as well as the CO||IS!0nS 'ncrease' Or_] the Othe_r side, LBDMD an sensornets,In Proceedings of the First ACM International Workshop on
XYLS presents a higher delivery ratio stemming from the use wireless Sensor Networks and Applications (WSNA'82ptember 2002.
of a virtual infrastructure which allows to better distribithe (3] ';_- Luo, F-t_Ye'_J-IChengv IS Lu, Ia“d L. Zhang’t“Twe?v:l EWOF“"?taf

. . Issemination In large-scale wireless sensor netwo ournal O
!Oad amopg the nodes inside the rend_ez'vous ?‘rea' I-IOwever’l\/lobile Networks and Applications (MONET), Special Issue AEM
in scenario 2 we observe that the delivery ratio of LBDD  MOBICOM (2003) 2003.
decreases S“ght'y Compared Menario 1 But the de“very [4] J. H. Shin, J. Kim, K. Park, and D. Park, “Railroad: virtuafrastructure
] ] . f for data dissemination in wireless sensor networks@ceedings of the
rE_ltIOS of LBDD and XYLS remain close in bOth_Scena”OS' 2nd ACM International Workshop on Performance EvaluatibhVioeless
Fig. 4 (b-e) shows the average delay. We notice on both Ad Hoc, Sensor, and Ubiquitous Networks (PE-WASUN'pB) 168—174,

scenarios that LBDD presents a lower delay compared to tt%e ech 2g05b L. Pucha. “Per , ¢ staliteati
other protocols. [5] Y. H. S. Das, H. Pucha, “Performance comparison of s ation

services for geographic ad hoc routing,” fioceedings of IEEE INFO-
COM 2005 Miami, FL, March 13-17 2005, pp. 1228-1239.
V. CONCLUSION [6] C.-C. Shen, C. Srisathapornphat, and C. Jaikaeo, “Seimformation

: : etworking Architecture and ApplicationslEEE Personel Communica-
In this paper we gna!yzepl and compared various a}pp.roachei\ilon Magazing vol. 8, no. 4, pp. 52-59, August 2001.
for data dissemination in wireless sensor networks withifeob[7] s. De, A. Caruso, T. Chaira, and S. Chessa, “Bounds on fistarte
sinks. We also proposed a new virtual infrastructure called in greedy routing approach in wireless ad hoc networksigrnational
LBDD allowing an efficient data dissemination. LBDD re- ournal of Wireless and Mobile Computingol. 1, no. 2, pp. 131-140,
lies on the concept of a rendezvous region to decouple t8g E. B. Hamida and G. Chelius, “Analytical evaluation oftuial infras-
operation ofdata disseminatiorfrom the one ofdata col- tr_ucttjr_es for date} dissemination in wireless sensor nésvaith mobile
lection Through analytical analysis and realistic simulations, Sk In SANET '07: Proceedings of the First ACM workshop on Sensor

"’ and actor networksMontreal, Quebec, Canada, 2007, pp. 3-10.
we showed that LBDD outperforms other approaches both in
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