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Abstract: Today, computational scientists mainly execute parallel or dis-
tributed applications, and try to scale up to get more results or greater data
precision. As a result, they use more and more distributed resources, using
local large-scale HPC systems (such as clusters or MPP), grids or even clouds.
The difficulty of managing those platforms is their differences in nature, each
degree abstracting some of the complexity created by resource distribution. For
instance, clusters and MPP systems are located on a single site, composed of
different “partitions” (e.g., I/O nodes, compute nodes). In grids, “virtual or-
ganizations (VOs)” are one of the main concepts; since VOs are global and
multi-users, they abstract both the complexity of the local resource manage-
ment and account management away from the users. Finally, clouds provide
an high degree of abstraction via the concept of “services”, which can be imple-
mented via a direct privileged access to the hardware or the usage of Internet
based services. But all those cases require local management of resources and
some kind of coordination (e.g., coordination between partitions, remote sites,
different administration domains).

This document presents a detailed description of the architecture of our novel
system-management tool that can be used for the management of clusters/MPP
systems, grids, and clouds. The architecture is based on three different concepts:
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(i) Virtual System Environment (VSE), (ii) Virtual Organizations (VOs), and
(iii) Virtual Platforms (VPs).

Key-words:  Distributed Systems, Clusters, Grids, Clouds, Resource man-
agement.
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Fondement pour la prochaine génération de
systémes de gestion des plates-formes de
calculateurs a haute performance

Résumé : Les applications de calcul congues pour étre exécutées de maniére
paralléle ou distribuée peuvent généralement obtenir des résultats plus rapide-
ment ou avec une plus grande précision en augmentant le nombre de ressources
de calcul qui lui sont allouées. Il devient donc de plus en plus nécessaire
d’utiliser, coinjointement ou non, des ressources distribuées hétérogénes, comme
par exemple, des calculateurs a haute performance — HPC — (grappe de calcu-
lateurs ou MPP — architecture massivement paralléle), des grilles, des Clouds. A
cause de la complixit’e et de la difference de nature des plates-formes hétérogeénes,
il devient de plus en plus difficile de les administrer et de les gérer de maniére
efficace. Par exemple, les grappes de calculateurs ainsi que les MPP sont situés
généralement sur un seul site et sont partitionnés (par exemple, une partition
pour les ressources de stockage, une autre pour les ressources de calcul). Dans
les grilles, le concept “d’organisation virtuelle” (VO — Virtual Organization)
permet d’abstraire la complexité de la gestion des ressources distribuées ainsi
que celles des comptes utilisateurs. Enfin, les Clouds fournissent un haut degré
d’abstraction en présentant la notion de “services”. Ces services sont de différents
niveaux en allant de I’accés privilégié aux ressources matérielles (virtuelles ou
non) a l'utilisation de services de haut niveau proposés sur Internet.

Tout ces types de plates-formes de calcul nécessitent une gestion locale des
ressources et une certaine forme de coordination (par exemple, la coordina-
tion entre différentes partitions, différents sites, ou encore différents domaines
d’administration).

Ce document présente une description détaillée de I'architecture de notre
systéme pour la gestion des nouvelles générations de plates-formes de calcul
pour le HPC (grappes/MPP, grilles, Clouds). Ce travail est fondé sur trois
différents concepts : (i) les environnements systéme virtuels Virtual System
Environment (VSE), (ii) les organisations virtuelles Virtual Organizations (VO),
(iii) les plates-formes virtuelles Virtual Platforms (VP).

Mots-clés :  Systémes distribués, grappes de calcul, grilles de calcul, Clouds,
gestion des ressources.
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1 Introduction

Today, computational scientists mainly executing parallel or distributed appli-
cations, and try to scale up to get more results or greater data precision. As
a result, they use more and more distributed resources, using local large-scale
HPC systems (such as clusters or MPP), grids or even clouds.

Many system management tools have been studied and developed for those
platforms but, to the best of our knowledge, none of the current solutions could
be successfully used on all those platforms. We think that the best way to
address challenges associated to the management of distributed resources is to
focus on the scientists’ efficiency: based on what the application scientists try
to execute, the system should provide tools and mechanisms to abstract the
distributed nature of computational resources, tolerate failures and provide the
necessary runtimes.

For that, we propose an architecture based on three different concepts:
(i) Virtual System Environment (VSE), (ii) Virtual Organizations (VOs), and
(iii) Virtual Platforms (VPs). A VSE allows one to describe an application’s
needs in terms of software and can be deployed on any kind of single site / sin-
gle administrative domain platforms (e.g., using a disk-less or disk-full platform
and/or real or virtual hardware). A VO allows one to deploy an application
across multiple sites which can be in different administrative domains (VOs are
global and multi-users).A VP is a view exposed to the users, based on virtual
resources, that is local. This typically exposes the virtual hardware that locally
fits the needs of a specific application. Based on VPs, it is possible to provide
VOs, implementing system policies, typically for resource management (where
should the VP be created?) and user access (who is allowed to access a given
VP?).

Those three concepts have the benefit of allowing both the users and the
system administrators to express their needs and constraints in term of ex-
ecution environment: it is still necessary to provide system-level protection,
system management and system monitoring capabilities. The key is to be able
to “merge” scientists and system administrators needs, in order to get a single
description of the execution environment which could then by deployed and used
for application execution. Actually the system administrators can even choose
the degree of isolation between the hardware and the application, based on the
level of trust for users.

To ease the implementation of such a capability, it is useful to separate the
configuration aspects and the actual deployment of the applications and their
run time environments. This approach has the advantage of enabling negotiation
for the configuration of a VP, i.e., the negotiation between users and system
administrators if conflicts are detected, and the negotiation between remote sites
to get the best resource allocation. Additionally, the actual deployment of a VP
is only performed when the configuration is complete, i.e., when its configuration
is available for everyone involved in the application execution. It also enables
a fairly high security level since only configuration data are exchanged between
entities involved in the application execution, and the VP being created locally.
Note, the VP deployed locally could even be validated against the local system
management policies, and the VP placed in a secure “sand box”.

Therefore, this paper presents the architecture of a new system management
tool that aims at enabling the management of clusters, MPP, grids, and clouds
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with the same infrastructure. For that, we present a systematic study of the
requirements associated with the management of those platforms and, based on
this classification, identify common requirements and capabilities, which ulti-
mately leads to the presentation of a new system management tool. This tool
is under development merging and extending existing tools: the OSCAR sys-
tem management tool [7], the XtreemOS grid operating system [4] [6], and the
Aladdin/G5K [2, 5] grid system management tools.

2 Terminology

Clouds, grids, clusters and MPPs are by nature different computing platforms:
some span across multiple sites, and multiple administrative domains, whereas
others are single site and single administrative domains.

Our goal is to federate tools for the management of such platforms. To
accomplish this goal adequate abstractions are mandatory. Thus, before we
describe more precisely the proposed system management software architecture
for the maintenance of these diverse execution platforms, we describe the termi-
nology used in the rest of this document. Many of the terms are already in use
by the community, but we introduce the concept of Virtual Platforms (VPs) in
order to link all the existing abstractions and make sure they can be used on all
the target platforms.

The described abstractions aim to hide challenges created by the execution
of parallel applications on distributed platforms, from the multi-site/multi-user
case, down to the uni-site/uni-user case. Also note that throughout the docu-
ment, a user is equivalent to an instance of an application, i.e., we assume a
user is running one and only one instance of a given application at a time. If a
user wants to execute multiple applications, we assume those two applications
are different since the associated requirements may be different. Table [1] gives
an overview of our classification.

Multi-site Single site

Virtual System Environ-
ments (VSE)

Virtual Platforms (VP)

Single user Virtual Organizations

(VO)

Multi-user

Table 1: Classification of VOs, VPs, and VSEs

2.1 Virtual Organizations

A Virtual Organization (VO) [3] allows one to deploy an application across mul-
tiple sites which can be in different administrative domains, i.e., VOs are global
and multi-users. VOs are therefore well suited for the execution of applications
across grids.

For that, Virtual Breeding Environments (VBEs) [8] are created on each
site involved in a multi-site collaboration and can be used as a framework for
the creation of a new VOs. In other words, VBEs span several domains of
administration over different sites and are composed of a set of resources and

RR n°® 7062
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users. A user can instantiate a new VO, based on a VBE, for which the new
owner specifies the associated roles, rules and resources.

2.2 Virtual Platforms

A Virtual Platform (VP) is a local instantiation of a VO. It typically exposes
the virtual hardware that fits the needs of a specific application on a given
platform. Restated, a set of virtual resources is put together to create a VP,
which is a subset of the local hardware resource. Doing so, it is possible to
partition the local resources and allocate them to different VOs. Therefore at a
given site, it is possible to instantiate VOs, “partitioning” the system. The local
instantiation of the VO implements the associated system policies, typically for
resource management (e.g., where the VP should be created?), and for user
access (e.g., who is allowed to access a given VP?).

A Virtual Platform (VP) is a view exposed to the users, based on virtual
resources, i.e., local and multi-user. A VP is then associated to a VSE for its
actual software configuration.

2.3 Virtual System Environments

A Virtual System Environment (VSE) allows one to describe an application’s
software needs and can be deployed on any kind of single site / single adminis-
trative domain (e.g., using a disk-less or disk-full platform and/or real or virtual
hardware) [1].

The software requirements for a given application are typically constraints
on the operating system (OS) and run-time environment (RTE). For instance,
an MPI application can be designed to run on top of Red Hat Enterprise Linux
4.0 with LAM/MPI 7.1.3. If those constraints change (e.g., update of the tar-
get platform software configuration), most likely the application will have to be
modified, ported. Furthermore, it is important to decouple the definition of the
application’s needs in terms of RTE and what components system administra-
tors want to have in each environment used by applications.

However, the science resides in the applications and not in the technical
details about the requirements for the execution of those applications on HPC
systems. In other words, application developers should not have to deal with
application modifications due to (undesired) general software updates, which do
not fit their scientific roadmap.

System-level virtualization enables the creation of wvirtual appliances, i.e.,
virtual machine images customized for the execution of a given application.
However, the definition of the application environments in such appliances is
still mainly manual. Furthermore, because of a lack of genericness (the concept
of appliance is deeply tight to system-level virtualization), it is not possible to
deploy an existing virtual appliance on top of a standard system (i.e., disk-less
or disk-full systems).

The VSE is therefore a meta-description of the run-time environment re-
quired by a given application for a single site in a single domain of administra-
tion, and a single user.

INRIA
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3 Management of Execution Environments on Dis-
tributed and Parallel Platforms

Figure [I] presents the proposed software architecture for the management of
clouds, grids, clusters and MPPs. This management software is primarily com-

m User A allocation

E User B allocation
Application

Hardware Software
Requirements Requirements

|

Platform
Description
(including VBEs)

Logical View of the System Management Software

Disk-full Cluster

Disk-less Cluster

Computing Sites

Figure 1: Overview of the System Management Software

posed of two parts: i) the tools used to describe the configuration for the appli-
cation’s execution environment, and ii) the tools that will actually deploy this
environment on a set of resources.
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3.1 Configuration of the Application Execution Environ-
ment

To prepare the application execution environment, the proposed software is
based on the application description (both in terms of software and hardware),
and on the description of available resources.

The description of available resources is based on VBEs. A VBE is composed
of a set of resources (e.g., computers, users) and a set of policies that specifying
what VBE members can do. When an application is submitted, a new VO is
created based on a VBE.

Based on this configuration data, it is possible to define a VO and how to
deploy it on the target platforms. On each site, this deployment is based on
a VP which is itself based on a VSE: each site only receives the description
of the environment that needs to be deployed locally (i.e., a VP is the local
instantiation of a VO), based on a software environment (specified by a VSE).

This approach allows us to only exchange configuration data, limiting the
amount of data that needs to be exchanged between the different sites. This
also allows us to send each site configuration data that is specific to the local
configuration: data about the global configuration is not sent to each node,
increasing the overall security of the system.

3.2 Deployment of Application Execution Environments

Once the overall description of the environment needed for the execution of a
given application is determined, it is possible to instantiate that environment
on the target nodes. Since those nodes can span multiple sites and multiple
administrative domains, a driver is in charge of selecting the appropriate sites
and sending the configuration data specific to those sites.

At each site, OSCAR-V [9] actually receives the configuration information
from the driver and ultimately deploys the environment needed for the execution
of the application. By leveraging OSCAR-V, this environment can be based on
a number of system configurations, to include: standard disk-full & disk-less
system configurations and physical & virtual machines.

3.3 Implementation

The XtreemOS prototype currently provides tools for the deployment and man-
agement of VOs based on the concept of a VBE. In contrast, OSCAR-V currently
supports the concept of a VSE, and can be used for any combination of disk-
less/disk-full systems and physical/virtual hardware. The concept of a virtual
platform (VP) is currently under development and will be a central piece for
the integration of OSCAR-V and XtreemOS.

4 Conclusion

In this paper, we presented the architecture of a new tool for the management
of clusters, MPPs, grids and clouds. The key of the architecture is to include
adequate abstractions so many software “components” could be reused.
Furthermore, one of the major benefits of the proposed architecture is to
adapt the system environment to user needs without compromising the control

INRIA
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capabilities of system administrators. This enables scientists to easily describe
their application’s needs in terms of software and the hardware resources and
then the system will automatically create the correct environment for the target
systems. For that, the proposed architecture includes abstractions for standard
resource, users and application management software.

Ultimately, the proposed architecture provides powerful tools that could
be reused in many different contexts, guaranteeing stability and compatibility
which ultimately should ease the scientists’ life.

RR n°® 7062
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