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#### Abstract

This study focuses on analysis of a mass matrix scheme with high-order numerical dissipation for the discretisation of three-dimensional turbulent flows. We used a mixed finite element/finite volume formulation for the discretisation of compressible Navier-Stokes equations.VMSLES turbulence model is performed to simulate the flow around a circular cylinder at a subcritical Reynolds number Re of 3900.
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## Combining a Mass Matrix formulation and a high order dissipation for the discretisation of turbulent flows

Résumé : Le présent rapport est focalisé sur l'analyse d'un schéma numérique à matrice de masse et avec une dissipation numérique d'ordre élévé pour la discrétisation des écoulements turbulents tridimensionelles. On a utilisé une formulation mixte éléments/volumes finies pour la discrétisation des équations de Navier-Stokes compressible. Un modèle de turbulence VMS-LES est utilisé pour la simulation d'un écoulement subcritique autour d'un cylindre à nombre de Reynolds Re 3900 .
Mots-clés : schémas numériques, simulation de la turbulence, matrice de masse

## 1 Introduction

A recent approach to LES based on a Variational Multi-Scale (VMS) framework was introduced by Hughes et al. in Ref. 44. The VMS-LES differs fundamentally from the traditional LES in a number of ways. In this approach, one does not filter the Navier-Stokes equations but uses instead a variational projection. This is an important difference because as performed in the traditional LES, filtering works well with periodic boundary conditions but raises mathematical issues in wall-bounded flows. The variational projection avoids these issues. Furthermore, the VMS-LES method a priori separates the scales that is, before the simulation is started. And most importantly, it models the effect of the unresolved-scales only in the equations representing the smallest resolved-scales, and not in the equations for the large scales. Consequently, in the VMS-LES, energy is extracted from the fine resolved-scales by a subgrid scale (SGS) eddy-viscosity model, but no energy is directly extracted from the large structures in the flow. The proposed model has been implemented in a numerical solver (AERO) for the Navier-Stokes equations in the case of compressible flows and perfect Newtonian gases, based on a mixed finite-element/finitevolume scheme formulated for unstructured grids made of tetrahedral elements. Finite elements (P1 type) and finite volumes are used to treat the diffusive and convective fluxes, respectively. Concerning the VMS approach, the version proposed in Ref. 5 for compressible flows and for the particular numerical method employed in AERO has been used here. The discretisation of the convective fluxes for the finite volume scheme used in the software AERO exhibits a lack of accuracy in the case of irregular mesh. In order to overcome this problem, we investigate on this work a new mass matrix scheme with high-order numerical dissipation for the discretization of turbulent flows. The present report is organised as follows: we review in Section 2 a mass matrix scheme for the 1D advection equation and we analyse the stability of this scheme for explicit and implicit time advancing using Von Neumann analysis. Section 3 contains the numerical method in 3D case applied to the compressible Navier-Stokes equations, which has been implemented in our CFD software and a short description of the VMS-LES turbulence simulation model. Finally in the last section, one gives some results of the simulation of turbulent flow around a circular cylinder.

## 2 Mass Matrix Central Differencing scheme for the advection equation

### 2.1 Spatial 1D MUSCL formulation

Let us first consider the one-dimensional scalar advection model

$$
\begin{equation*}
u_{t}+c(u)_{x}=0 \tag{1}
\end{equation*}
$$

### 2.1.1 Spatial discretisation

The finite-volume method is used for the discretization in space. Let $x_{j}, 1 \leq j \leq N$ denote the discretization points of the mesh. For each discretization point, we state : $u_{j} \approx u\left(x_{j}\right)$ and we define the control cell $C_{j}$ as the interval $\left[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right]$ where $x_{j+\frac{1}{2}}=\frac{x_{j}+x_{j+1}}{2}$.
We define the unknown vector $U=\left\{u_{j}\right\}$ as point approximation values of the function $u(x)$ at each node $j$ of the mesh.

The time advancing scheme is written :

$$
U_{j, t}+\Psi_{j}(U)=0
$$

where the vector $\Psi_{j}(U)$ is built as follows:

$$
\begin{equation*}
\Psi_{j}(U)=\frac{1}{\Delta x}\left(\Phi_{j+\frac{1}{2}}-\Phi_{j-\frac{1}{2}}\right) ; \Phi_{j+\frac{1}{2}}=\Phi\left(u_{j+\frac{1}{2}}^{-}, u_{j+\frac{1}{2}}^{+}\right) ; \tag{2}
\end{equation*}
$$

where $u_{j \pm \frac{1}{2}}^{-}, u_{j \pm \frac{1}{2}}^{+}$are integration values of $u$ at boundaries of control volume $C_{j}$. The $\Phi$ 's are defined as:

$$
\Phi(u, v)=\frac{c u+c v}{2}-\frac{\delta}{2} c(v-u)
$$

where $\delta$ is a parameter controling the spatial dissipation, such as $\delta \in[0,1]$.
The reconstructed values are then given by: $u_{j+\frac{1}{2}}^{-}=u_{j}+\frac{1}{2} \Delta u_{j+\frac{1}{2}}^{-}$and $u_{j+\frac{1}{2}}^{+}=u_{j}-\frac{1}{2} \Delta u_{j+\frac{1}{2}}^{+}$ (same reconstruction for $u_{j-\frac{1}{2}}^{-}$and $u_{j-\frac{1}{2}}^{+}$) where the slopes $\Delta u_{j+\frac{1}{2}}^{-}$and $\Delta u_{j+\frac{1}{2}}^{+}$are defined by:

$$
\begin{aligned}
\Delta u_{j+\frac{1}{2}}^{-}= & (1-\beta)\left(u_{j-1}-u_{j}\right)+\beta\left(u_{j}-u_{j-1}\right) \\
& +\theta^{c}\left(-u_{j-1}+3 u_{j}-3 u_{j+1}+u_{j+2}\right) \\
& +\theta^{d}\left(-u_{j-2}+3 u_{j-1}-3 u_{j}+u_{j+1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\Delta u_{j+\frac{1}{2}}^{+}=(1 & -\beta)\left(u_{j+1}-u_{j}\right)+\beta\left(u_{j+2}-u_{j+1}\right) \\
& +\theta^{c}\left(-u_{j-1}+3 u_{j}-3 u_{j+1}+u_{j+2}\right) \\
& +\theta^{d}\left(-u_{j}+3 u_{j+1}-3 u_{j+2}+u_{j+3}\right)
\end{aligned}
$$

It has been shown that choosing $\beta=\frac{1}{3}, \theta^{c}=-\frac{1}{10}$ and $\theta^{d}=-\frac{1}{15}$, this scheme becomes fifth-order accurate. The numerical dissipation introduced by this scheme is then made of sixth-order derivatives and can be written as:

$$
D_{j}(u)=\frac{D_{j+\frac{1}{2}}(u)-D_{j-\frac{1}{2}}(u)}{\Delta x}
$$

where

$$
\begin{equation*}
D_{j+\frac{1}{2}}(u)=\frac{\delta c}{60}\left(-u_{j-2}+5 u_{j-1}-10 u_{j}+10 u_{j+1}-5 u_{j+2}+u_{j+3}\right) \tag{3}
\end{equation*}
$$

### 2.2 Mass Matrix Scheme with central differencing

The usual central-differences three-points scheme is penalized by a dispersion leading error, see [1. This error is compensated introducing the finite-element $P 1$ consistent mass matrix. That is, the temporal term of equation (1) is evaluated by Finite Elements. The time advancing is thus written
as:

$$
\begin{equation*}
M U(t)+\Delta x \Psi(U)=0 \tag{4}
\end{equation*}
$$

The finite-element $P 1$ mass matrix $M$ is defined as $(M)_{i j}=\int \Phi^{(i)} \Phi^{(j)}$ where $\Phi^{(i)}$ is the basis function for the finite-element $P 1$ formulation. That is: $\Phi^{(i)}$ is a piecewise linear function such as $\Phi^{(i)}\left(S_{i}\right)=1$ and $\Phi^{(i)}\left(S_{j}\right)=0$ for all $i \neq j$, where $S_{j}$ denotes the $j$-th vertex. M is a three-diagonal matrix equal to:

$$
M=\text { Three-diag }\left(\frac{1}{6} \Delta x, \frac{2}{3} \Delta x, \frac{1}{6} \Delta x\right)
$$

One obtains thus for the $j$-th component of vector $M U(t)$ :

$$
(M U(t))_{j}=m_{j, j-1} U_{j-1, t}+m_{j, j} U_{j, t}+m_{j, j+1} U_{j+1, t}
$$

where

$$
\begin{aligned}
m_{j, j-1} & =1 / 6 \Delta x \\
m_{j, j} & =2 / 3 \Delta x \\
m_{j, j+1} & =1 / 6 \Delta x
\end{aligned}
$$

Then one can combine this discretisation of the temporal term with a numerical flux for the approximation of the convectif term:

$$
\Phi_{j+\frac{1}{2}}=\Phi\left(u_{j}, u_{j+1}\right)=c\left(\frac{u_{j}+u_{j+1}}{2}\right)-\frac{\delta}{2} T_{j+\frac{1}{2}}
$$

Terms $c\left(\frac{u_{j}+u_{j+1}}{2}\right)$ will contribute to the central differenced flux.
According to the Pascal triangle, a fifth-order difference evaluated between $j$ and $j+1$ can be written as follows $(k>0)$ :

$$
T_{j+1 / 2}=k c\left(-u_{j-2}+5 u_{j-1}-10 u_{j}+10 u_{j+1}-5 u_{j+2}+u_{j+3}\right)
$$

One chooses the constant $k$ as:

$$
\begin{equation*}
k=\frac{1}{30} \tag{5}
\end{equation*}
$$

in order to have the same level of dissipation as in the upwind case, see (3).
Finally, starting from expression (2), we get for the operator $\Psi_{j}$ defined:

$$
\begin{array}{rll}
\Psi_{j}(U)=\frac{c}{2 \Delta x} & \left(\begin{array}{l}
1 \\
+
\end{array}\right. & u_{j-3} \\
+ & (-6 k) & u_{j-2} \\
+ & (-1+15 k) & u_{j-1} \\
+ & (-20 k) & u_{j}  \tag{6}\\
+ & (1+15) k & u_{j+1} \\
+ & (-6 k) & u_{j+2} \\
& k & \left.u_{j+3}\right)
\end{array}
$$

### 2.3 Time advancing stability

### 2.3.1 Explicit time stepping

Let us consider a time integration of the system $M U_{t}=A U$, with A the spatial approximation matrix and M the P1 finite element mass matrix. We can combine the above scheme with the linearised six-stage Runge-Kutta scheme:

$$
\begin{align*}
& U^{(0)}=U^{n} \\
& U^{(k)}=U^{(0)}+\frac{\Delta t}{N-k+1} M^{-1} \Psi\left(U^{(k-1)}\right), \quad k=1 \ldots N  \tag{7}\\
& U^{n+1}=U^{(6)}
\end{align*}
$$

The stability study of the scheme is made with the classical Fourier analysis. Let us include in equation (6) the Fourier mode: $\hat{u}_{j}^{n}=\bar{u}_{k} e^{i j \theta_{k}}$ where $\theta_{k}$ is the frequence parameter.
We obtain:

$$
m_{\theta} \frac{d \hat{u}_{j}^{n}}{d t}=-\hat{\Psi}^{\delta}
$$

where $m_{\theta}=\frac{1}{3}(2+\cos (\theta))$
$\hat{\Psi}^{\delta}=\frac{c}{2 \Delta x}\left(R_{3} \cos (3 \theta)+R_{2} \cos (2 \theta)+R_{1} \cos (\theta)+R_{0}+i I_{1} \sin (\theta)\right) \hat{u}_{j}^{n}$, with:

$$
\left\{\begin{array}{l}
R_{3}=2 \delta k \\
R_{2}=-12 \delta k \\
R_{1}=30 \delta k \\
R_{0}=-20 \delta k \\
I_{1}=2
\end{array}\right.
$$

denoting $\lambda_{\theta}$ the linear operator such as $\hat{\Psi}^{\delta}=-\lambda_{\theta} \hat{u}_{j}^{n}$.
We introduce the Courant number $\nu=\frac{c \Delta t}{\Delta x}$ and the amplification factor $G_{\theta}=g\left(z_{\theta}\right)$. $z_{\theta}=\frac{\lambda_{\theta} \Delta t}{m_{\theta}}, g$ is the RK6 characteristic polynomial:

$$
g(z)=1+z+\frac{z^{2}}{2}+\frac{z^{3}}{6}+\frac{z^{4}}{24}+\frac{z^{5}}{120}+\frac{z^{6}}{720}
$$

Finaly, we have:

$$
\left\{\begin{array}{l}
z_{\theta}=-\frac{3 \nu}{2(2+\cos (\theta))}\left(z_{\theta}^{R}+i z_{\theta}^{I}\right) \\
z_{\theta}^{R}=R_{3} \cos (3 \theta)+R_{2} \cos (2 \theta)+R_{1} \cos (\theta)+R_{0} \\
z_{\theta}^{I}=I_{1} \sin (\theta)
\end{array}\right.
$$

Plotting the gain function $G a(\nu)=\max _{\theta \in[0, \pi]} g\left(z_{\theta}\right)$, we can determinize $\nu_{\max }$, the maximum value of CFL number to obtain a stable scheme with, that is the maximum value of $\nu$ such as $\left|g\left(z_{\theta}\right)\right| \leq 1$.
For a CFL small enough, the whole of $z_{\theta}$ complex numbers remains inside the A-Stability region of the RK6 time advancing scheme as illustrated on FIG. (1).


Figure 1: Stability analysis: we depict with the line the boundary of the region for which $g(z) \leq 1$ and (inside) dashed $z_{\theta}$ complex numbers for $\delta=1$ and $\nu_{\max }=1.11$

### 2.3.2 Implicit time stepping

The purpose of this section is the stability analysis of the implicit scheme. This can be also done with Fourier analysis. The computation is made on the same one-dimensional scalar conservation law. Let us use the implicit scheme a $\delta$-scheme using a mass-matrix formulation:

$$
T^{n} \delta U^{n+1}=\Delta t^{n} \Psi\left(U^{n}\right)
$$

with $\delta U^{n+1}=U^{n+1}-U^{n}$ and $T^{n}$ is the implicit matrix.
In case of a first order scheme, $T^{n}$ represents the following three-diagonal matrix :

$$
T^{n}=\operatorname{diag}\left(\frac{1}{6}-\nu, \frac{2}{3}+\nu, \frac{1}{6}\right)
$$

With the Fourier analysis we obtain:

$$
t_{\theta}=1+\nu(1-\cos (\theta))+\frac{1}{3}(2+\cos (\theta))+i \nu \sin (\theta)
$$

The amplification factor is then given by:

$$
G(\Delta t)=\frac{t_{\theta}+z_{\theta}}{t_{\theta}}
$$

We are must interested on the behavior of the amplification factor when the time step $\Delta t$ tends to $+\infty$. The aim is to know if the builds ones schemes are preconditionated at first ordre with satisfactory factors of convergence. Let us denote $\lim _{\Delta t \rightarrow \infty} G(\Delta t)=f_{\theta}(\delta)$. We are searching the Fourier's modes for different schemes witch maximises the functions:

$$
f_{\theta}(\delta)=1-\frac{1}{4(1-\cos (\theta)) m_{\theta}}\left[(1-\cos (\theta)) z_{\theta}^{R}+\sin (\theta) z_{\theta}^{I}\right]+i\left[\frac{\sin (\theta) z_{\theta}^{R}-(1-\cos (\theta)) z_{\theta}^{I}}{4 m_{\theta}(1-\cos (\theta))}\right]
$$

The function $f_{\delta}$ are depicted with three different values of $\delta$ in FIG. 23 and 4 We can observe that our implicit scheme is inconditionally stable. Let us denote that the optimal value that minimise the gain function when $\Delta t$ goes to $\infty$ is $\delta=1$.


Figure 2: Amplification factor, $\Delta t$ goes to $\infty$, case $\delta=1$


Figure 3: Amplification factor, $\Delta t$ goes to $\infty$, case $\delta=0.5$


Figure 4: Amplification factor, $\Delta t$ goes to $\infty$, case $\delta=0.3$

## 3 Numerical Method 3D

### 3.1 Introduction

In the present chapter the code AERO, used in the present study, is described. The code permits to solve the Euler equations, the Navier-Stokes equations for laminar flows and to use different turbulence models for RANS, LES and hybrid RANS/LES approaches. The unknown quantities are the density, the components of the momentum and the total energy per unit volume. AERO employs a mixed finite-volume/finite-element formulation for the spatial discretization of the equations. Finite-volumes are used for the convective fluxes and finite-elements (P1) for the diffusive ones. The resulting scheme is second order accurate in space. The equations can be advanced in time with explicit low-storage Runge-Kutta schemes. Also implicit time advancing is possible, based on a linearised method that is second order accurate in time.

### 3.2 Set of equations

In the AERO code the Navier-Stokes equations are numerically normalised with the following reference quantities:

- $L_{r e f} \Longrightarrow$ characteristic length of the flow
- $U_{r e f} \Longrightarrow$ velocity of the free-stream flow
- $\rho_{r e f} \Longrightarrow$ density of the free-stream flow
- $\mu_{r e f} \Longrightarrow$ molecular viscosity of the free-stream flow

The flow variables can be normalised with the reference quantities as follows:

$$
\begin{aligned}
\rho^{*} & =\frac{\rho}{\rho_{r e f}} \quad u_{j}^{*}=\frac{u_{j}}{U_{r e f}} \quad p^{*}=\frac{p}{p_{r e f}} \\
E^{*} & =\frac{E}{\rho_{r e f} U_{r e f}^{2}} \quad \mu^{*}=\frac{\mu}{\mu_{r e f}} \quad t^{*}=t \frac{L_{r e f}}{U_{r e f}} .
\end{aligned}
$$

The non-dimensional form of the Navier-Stokes equations for the laminar case are reported in the following:

$$
\begin{align*}
\frac{\partial \rho^{*}}{\partial t^{*}}+\frac{\partial\left(\rho^{*} u_{j}^{*}\right)}{\partial x_{j}^{*}} & =0 \\
\frac{\partial\left(\rho^{*} u_{i}^{*}\right)}{\partial t^{*}}+\frac{\partial \rho^{*} u_{i}^{*} u_{j}^{*}}{\partial x_{j}^{*}} & =-\frac{\partial p^{*}}{\partial x_{i}^{*}}+\frac{1}{R e} \frac{\partial \sigma_{i j}^{*}}{\partial x_{j}^{*}} \\
\frac{\partial\left(\rho^{*} E^{*}\right)}{\partial t^{*}}+\frac{\partial\left(\rho^{*} E^{*} u_{j}^{*}\right)}{\partial x_{j}^{*}} & =-\frac{\partial\left(p^{*} u_{j}^{*}\right)}{\partial x_{j}^{*}}+\frac{1}{R e} \frac{\partial\left(u_{j}^{*} \sigma_{i j}^{*}\right)}{\partial x_{i}^{*}}-\frac{\gamma}{R e \operatorname{Pr}} \frac{\partial}{\partial x_{j}^{*}}\left[\mu^{*}\left(E^{*}-\frac{1}{2} u_{j}^{*} u_{j}^{*}\right)\right] \tag{8}
\end{align*}
$$

where the Reynolds number, $R e=U_{r e f} L_{r e f} / \nu$, is based on the references quantities, $U_{r e f}$ and $L_{r e f}$, the Prandlt number, Pr, can be assumed constant for a gas and equal to:

$$
\operatorname{Pr}=\frac{C_{p} \mu}{k}
$$

and $\gamma=C_{p} / C_{v}$ is the ratio between the specific heats at constant pressure and volume. Also the constitutive equations for the viscous stresses and the state equations may be written in nondimensional form as follows:

$$
\begin{align*}
\sigma_{i j}^{*} & =-\frac{2}{3} \mu^{*}\left(\frac{\partial u_{k}^{*}}{\partial x_{k}^{*}} \delta_{i j}\right)+\mu^{*}\left(\frac{\partial u_{i}^{*}}{\partial x_{j}^{*}}+\frac{\partial u_{j}^{*}}{\partial x_{i}^{*}}\right) \\
p^{*} & =(\gamma-1) \rho^{*}\left(E^{*}-\frac{1}{2} u_{j}^{*} u_{j}^{*}\right) \tag{9}
\end{align*}
$$

In order to rewrite the governing equations in a compact form more suitable for the discrete formulation, the following unknown variables are grouped together in the $\boldsymbol{W}$ vector:
$\boldsymbol{W}=(\rho, \rho u, \rho v, \rho w, \rho E)^{T}$.
If two other vectors, $\boldsymbol{F}$ and $\boldsymbol{V}$ are defined as function of $\boldsymbol{W}$, as follows:

$$
\boldsymbol{F}=\left(\begin{array}{ccc}
\rho u & \rho v & \rho w \\
\rho u^{2}+p & \rho u v & \rho u w \\
\rho u v & \rho v^{2}+p & \rho v w \\
\rho u w & \rho v w & \rho w^{2}+p
\end{array}\right)
$$

and

$$
\boldsymbol{V}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
\sigma_{x x} & \sigma_{y x} & \sigma_{z x} \\
\sigma_{x y} & \sigma_{y y} & \sigma_{z y} \\
\sigma_{x z} & \sigma_{y z} & \sigma_{z z} \\
u \sigma_{x x}+v \sigma_{x y}+w \sigma_{x z}-q_{x} & u \sigma_{x y}+v \sigma_{y y}+w \sigma_{y z}-q_{y} & u \sigma_{x z}+v \sigma_{y z}+w \sigma_{z z}-q_{z}
\end{array}\right)
$$

they may be substituted in (8), to get a different compact format of the governing equations which is the starting point for the derivation of the Galerkin formulation and of the discretization of the problem:

$$
\begin{equation*}
\frac{\partial \boldsymbol{W}}{\partial t}+\frac{\partial}{\partial x_{j}} F_{j}(\boldsymbol{W})-\frac{1}{R e} \frac{\partial}{\partial x_{j}} V_{j}(\boldsymbol{W}, \nabla \boldsymbol{W})=0 . \tag{10}
\end{equation*}
$$

It is important to stress that the vectors $\boldsymbol{F}$ and $\boldsymbol{V}$ are respectively the convective fluxes and the diffusive fluxes.

### 3.3 Spatial discretization

Spatial discretization is based on a mixed finite-volume/finite-element formulation. A finite volume upwind formulation is used for the treatment of the convective fluxes while a classical Galerkin finite-element centred approximation is employed for the diffusive terms .
The computational domain $\Omega$ is approximated by a polygonal domain $\Omega_{h}$. This polygonal domain is then divided in $N_{t}$ tetrahedrical elements $T_{i}$ by a standard finite-element triangulation process:

$$
\begin{equation*}
\Omega_{h}=\bigcup_{i=1}^{N_{t}} T_{i} \tag{11}
\end{equation*}
$$

The set of elements $T_{i}$ forms the grid used in the finite-element formulation. The dual finite-volume grid can be built starting from the triangulation following the medians method.
In the medians method a finite-volume cell is constructed around each node $a_{i}$ of the triangulation, dividing in 4 sub-tetrahedra every tetrahedron having $a_{i}$ as a vertex by means of the median planes. $C_{i}$ is the union of the resulting sub-tetrahedra having $a_{i}$ as a vertex and they have the following property:

$$
\begin{equation*}
\Omega_{h}=\bigcup_{i=1}^{N_{c}} C_{i} . \tag{12}
\end{equation*}
$$

where $N_{c}$ is the number of cells, which is equal to the number of the nodes of the triangulation.

### 3.3.1 Convective fluxes

Indicating the basis functions for the finite-volume formulation as follows:

$$
\psi^{(i)}(P)= \begin{cases}1 & \text { if } P \in C_{i} \\ 0 & \text { otherwise }\end{cases}
$$

the Galerkin formulation for the convective fluxes is obtained by multiplying the convective terms of (10) by the basis function $\psi^{(i)}$, integrating on the domain $\Omega_{h}$ and using the divergence theorem. In this way the results are:

$$
\iint_{\Omega_{h}}\left(\frac{\partial F_{j}}{\partial x_{j}}\right) \psi^{(i)} x y=\iint_{C_{i}} \frac{\partial F_{j}}{\partial x_{j}} \Omega=\int_{\partial C_{i}} F_{j} n_{j} \sigma
$$

where $d \Omega, d \sigma$ and $n_{j}$ are the elementary measure of the cell, of its boundary and the $j t h$ component of the normal external to the cell $C_{i}$ respectively. The total contribution to the convective fluxes is:

$$
\sum_{j} \int_{\partial C_{i j}} \mathcal{F}(\boldsymbol{W}, \vec{n}) \sigma
$$

where $j$ are all the neighbouring nodes of $i, \mathcal{F}(\boldsymbol{W}, \vec{n})=F_{j}(\boldsymbol{W}) n_{j}, \partial C_{i j}$ is the boundary between cells $C_{i}$ and $C_{j}$, and $\vec{n}$ is the outer normal to the cell $C_{i}$.

The basic component for the approximation of the convective fluxes is the Roe scheme, Ref. [15]:

$$
\int_{\partial C_{i j}} \mathcal{F}(\boldsymbol{W}, \vec{n}) \sigma \simeq \Phi^{R}\left(W_{i}, W_{j}, \vec{\nu}_{i j}\right)
$$

where

$$
\vec{\nu}_{i j}=\int_{\partial C_{i j}} \vec{n} \sigma
$$

and $W_{k}$ is the solution vector at the $k$-th node of the discretization.
In the V6 scheme developped in 7] and [6. The numerical fluxes, $\Phi^{R}$, are evaluated as follows:

$$
\Phi^{R}\left(W_{i}, W_{j}, \vec{\nu}_{i j}\right)=\underbrace{\frac{\mathcal{F}\left(W_{i}, \vec{\nu}_{i j}\right)+\mathcal{F}\left(W_{j}, \vec{\nu}_{i j}\right)}{2}}_{\text {centred }}-\underbrace{\gamma_{s} d^{R}\left(W_{i}, W_{j}, \vec{\nu}_{i j}\right)}_{\text {upwinding }}
$$

where $\gamma_{s} \in[0,1]$ is a parameter which directly controls the upwinding of the scheme and

$$
\begin{equation*}
d^{R}\left(W_{i}, W_{j}, \vec{\nu}_{i j}\right)=\left|\mathcal{R}\left(W_{i}, W_{j}, \vec{\nu}_{i j}\right)\right| \frac{W_{j}-W_{i}}{2} \tag{13}
\end{equation*}
$$

$\mathcal{R}$ is the Roe matrix and is defined as:

$$
\begin{equation*}
\mathcal{R}\left(W_{i}, W_{j}, \vec{\nu}_{i j}\right)=\frac{\partial \mathcal{F}}{\partial \boldsymbol{W}}\left(\widehat{\boldsymbol{W}}, \nu_{i j}\right) \tag{14}
\end{equation*}
$$

where $\widehat{\boldsymbol{W}}$ is the Roe average between $W_{i}$ and $W_{j}$.
The classical Roe scheme is obtained as a particular case by imposing $\gamma_{s}=1$. The accuracy of this scheme is only 1 st order. In order to increase the order of accuracy of the scheme the MUSCL (Monotone Upwind Schemes for Conservation Laws) reconstruction method, introduced by Van Leer, Ref. [19, is employed. This method expresses the Roe flux as a function of $W_{i j}$ and $W_{j i}$, the extrapolated values of $\boldsymbol{W}$ at the interface between two cells $C_{i}$ and $C_{j}$ :

$$
\int_{\partial C_{i j}} \mathcal{F}(\boldsymbol{W}, \vec{n}) \sigma \simeq \Phi^{R}\left(W_{i j}, W_{j i}, \vec{\nu}_{i j}\right)
$$

where $W_{i j}$ and $W_{j i}$ are defined as follows:

$$
\begin{aligned}
W_{i j} & =W_{i}+\frac{1}{2}(\vec{\nabla} \boldsymbol{W})_{i j} \cdot \overrightarrow{i j} \\
W_{j i} & =W_{j}+\frac{1}{2}(\vec{\nabla} \boldsymbol{W})_{j i} \cdot \overrightarrow{i j}
\end{aligned}
$$

To estimate the gradients $(\vec{\nabla} \boldsymbol{W})_{i j} \cdot \overrightarrow{i j}$ and $(\vec{\nabla} \boldsymbol{W})_{j i} \cdot \overrightarrow{i j}$, one used these expressions, Ref. [6]:

$$
\begin{aligned}
(\vec{\nabla} \boldsymbol{W})_{i j} \cdot \overrightarrow{i j}= & \left.\left.(1-\beta)(\vec{\nabla} \boldsymbol{W})_{i j}^{C} \cdot \overrightarrow{i j}\right)+\beta(\vec{\nabla} \boldsymbol{W})_{i j}^{U} \cdot \overrightarrow{i j}\right)+ \\
& \left.\left.\left.\xi_{c}\left[(\vec{\nabla} \boldsymbol{W})_{i j}^{U} \cdot i \vec{j}\right)-2(\vec{\nabla} \boldsymbol{W})_{i j}^{C} \cdot \overrightarrow{i j}\right)+(\vec{\nabla} \boldsymbol{W})_{i j}^{D} \cdot \overrightarrow{i j}\right)\right]+ \\
& \left.\left.\xi_{d}\left[\left((\vec{\nabla} W)_{M} \cdot \overrightarrow{i j}\right)-2(\vec{\nabla} W)_{i} \cdot \overrightarrow{i j}\right)+(\vec{\nabla} W)_{j}^{D} \cdot \overrightarrow{i j}\right)\right], \\
(\vec{\nabla} \boldsymbol{W})_{j i} \cdot \overrightarrow{j i}= & \left.\left.(1-\beta)(\vec{\nabla} \boldsymbol{W})_{j i}^{C} \cdot \overrightarrow{i j}\right)+\beta(\vec{\nabla} \boldsymbol{W})_{j i}^{U} \cdot \overrightarrow{i j}\right)+ \\
& \left.\left.\left.\xi_{c}\left[(\vec{\nabla} \boldsymbol{W})_{j i}^{U} \cdot \overrightarrow{i j}\right)-2(\vec{\nabla} \boldsymbol{W})_{j i}^{C} \cdot \overrightarrow{i j}\right)+(\vec{\nabla} \boldsymbol{W})_{j i}^{D} \cdot \vec{j}\right)\right]+ \\
& \left.\left.\left.\xi_{d}\left[(\vec{\nabla} \boldsymbol{W})_{M^{\prime}} \cdot \overrightarrow{i j}\right)-2(\vec{\nabla} \boldsymbol{W})_{i} \cdot \overrightarrow{i j}\right)+(\vec{\nabla} \boldsymbol{W})_{j}^{D} \cdot \vec{j}\right)\right],
\end{aligned}
$$

where $(\vec{\nabla} W)_{i}$ and $(\vec{\nabla} W)_{j}$ are the nodal gradients at the nodes $i$ and $j$ respectively and are calculated as the average of the gradient on the tetrahedra $T \in C_{i}$, having the node $i$ as a vertex. For example for $(\vec{\nabla} W)_{i}$ we can write:

$$
\begin{equation*}
(\vec{\nabla} \boldsymbol{W})_{i}=\frac{1}{\operatorname{Vol}\left(C_{i}\right)} \sum_{T \in C_{i}} \frac{\operatorname{Vol}(T)}{3} \sum_{k \in T} W_{k} \vec{\nabla} \Phi^{(i, T)} . \tag{15}
\end{equation*}
$$

where $\Phi^{(i, T)}$ is the P 1 finite-element basis function. In the 3D case, these functions are so defined:

$$
\Phi^{(i)}(P)= \begin{cases}1 & \text { if } P=S_{i} \\ 0 & \text { if } P=S_{j}, i \neq j\end{cases}
$$

$(\vec{\nabla} \boldsymbol{W})_{M} \cdot \overrightarrow{i j}$, for the 3D case, is the gradient at the point $M$ in Fig. 圆 and it is computed by interpolation of the nodal gradient values at the nodes contained in the face opposite to the upwind tetrahedron $T_{i j} \cdot(\vec{\nabla} W)_{M^{\prime}} \cdot \overrightarrow{i j}$ is the gradient at the point $M^{\prime}$ in Fig. 囤 and it is evaluated in the same way as $(\vec{\nabla} \boldsymbol{W})_{M} \cdot \overrightarrow{i j}$. The coefficients $\beta, \xi_{c}, \xi_{d}$ are parameters that control the combination of fully upwind and centred slopes. The V6 scheme is obtained by choosing them to have the best accuracy on cartesian meshes, Ref. [7]:

$$
\beta=1 / 3, \quad \xi_{c}=-1 / 30, \quad \xi_{d}=-2 / 15
$$

The variant of the above scheme called mass-matrix with central differencing, sets $\beta, \xi_{c}$ and $\xi_{d}$ to zero and involves a time derivative evaluated with the finite-element consistent mass matrix. This mass matrix as in the 1D case is expressed in terms of the usual P1 test functions as follows:

$$
M_{i j}=\int \phi^{(i)} \phi^{(j)} d \nu
$$

As in Section we can combine this time derivative with a flux. We get thus the following semi-discretization equation:

$$
\frac{\partial \boldsymbol{W}_{i}}{\partial t}=\Delta t M^{-1} \sum_{j} \Phi\left(\boldsymbol{W}_{i}, \boldsymbol{W}_{\boldsymbol{j}}, \overrightarrow{\nu_{i j}}\right)
$$

with the numerical flux defined by:

$$
\Phi\left(W_{i}, W_{j}, \overrightarrow{\nu_{i j}}\right)=\frac{\mathcal{F}\left(W_{i}, \nu \overrightarrow{\nu_{i j}}\right)+\mathcal{F}\left(W_{j}, \overrightarrow{\nu_{j j}}\right)}{2}-\frac{\gamma_{s}}{2}\left|\mathcal{R}\left(W_{i}, W_{j}, \nu \overrightarrow{\nu_{j}}\right)\right| \Delta W_{i j}
$$

where:

$$
\Delta W_{i j}=C\left(2(\vec{\nabla} W)_{M} \cdot \overrightarrow{i j}-5(\vec{\nabla} W)_{i j}^{u} \cdot i \vec{j}+6(\vec{\nabla} W)_{i j}^{c} \cdot i \vec{j}-5(\vec{\nabla} W)_{i j}^{d} \cdot \overrightarrow{i j}+2(\vec{\nabla} W)_{M^{\prime}} \cdot \overrightarrow{i j}\right) .
$$

Following the study done for the 1D advection equation (see equation (he constant $C$ is set to:

$$
\begin{equation*}
C=\frac{\delta}{60} \tag{16}
\end{equation*}
$$

A variant of this scheme is also investigated and consists in using a projected dissipation in $\overrightarrow{i j}$ : $\left|\mathcal{R}\left(W_{i}, W_{j}, \overrightarrow{\nu_{i j}}\right)\right|$ becomes $\left|\mathcal{R}\left(W_{i}, W_{j}, \tilde{\overrightarrow{\nu_{i j}}}\right)\right|$ in which $\tilde{\tilde{\nu_{i j}}}=\left(\overrightarrow{\nu_{i j}} \cdot \frac{\overrightarrow{i j}}{\|\overrightarrow{i j}\|}\right) \frac{\overrightarrow{i j}}{\|\overrightarrow{i j}\|} \|$ This option has been


Figure 5: Sketch of points and elements involved in the computation of gradient
investigated for the application of a Gaussian function translation in section 5.1]

### 3.3.2 Diffusive fluxes

The P1 finite-element basis function, $\phi^{(i, T)}$, restricted to the tetrahedron $T$ is assumed to be of unit value on the node $i$ and to vanish linearly at the remaining vertexes of $T$. The Galerkin formulation for the diffusive terms is obtained by multiplying the diffusive terms by $\phi^{(i, T)}$ and integrating over the domain $\Omega_{h}$ :

$$
\begin{equation*}
\iint_{\Omega_{h}}\left(\frac{\partial V_{j}}{\partial x_{j}}\right) \phi^{(i, T)} \Omega=\iint_{T} \frac{\partial V_{j}}{\partial x_{j}} \phi^{(i, T)} \Omega . \tag{17}
\end{equation*}
$$

Integrating by parts the right-hand side of equation (17) we obtain:

$$
\begin{array}{r}
\iint_{T} \frac{\partial V_{j}}{\partial x_{j}} \phi^{(i, T)} \Omega=\iint_{T} \frac{\partial\left(V_{j} \phi^{(i, T)}\right)}{\partial x_{j}} \Omega-\iint_{T} V_{j} \frac{\partial \phi^{(i, T)}}{\partial x_{j}} \Omega= \\
\int_{\partial T} V_{j} \phi^{(i, T)} n_{j} \sigma-\iint_{T} V_{j} \frac{\partial \phi^{(i, T)}}{\partial x_{j}} \Omega . \tag{18}
\end{array}
$$

In order to build the fluxes for the node $i$ consistently with the finite-volume formulation, the contribution of all the elements having $i$ as a vertex needs to be summed together as follows:

$$
\begin{align*}
& \sum_{T, i \in T}\left(\int_{\partial T} V_{j} \phi^{(i, T)} n_{j} \sigma-\iint_{T} V_{j} \frac{\partial \phi^{(i, T)}}{\partial x_{j}} \Omega\right)= \\
- & \sum_{T, i \in T} \iint_{T} V_{j} \frac{\partial \phi^{(i, T)}}{\partial x_{j}} \Omega+\int_{\Gamma_{h}=\partial \Omega_{h}} \phi^{(i, T)} V_{j} n_{j} \sigma . \tag{19}
\end{align*}
$$

In the P1 formulation for the finite-element method, the test functions, $\phi^{(i, T)}$, are linear functions on the element $T$ and so their gradient is constant. Moreover, in the variational formulation the unknown variables contained in $\boldsymbol{W}$ are also approximated by their projection on the P1 basis function. For these reasons the integral can be evaluated directly.

### 3.4 Boundary conditions

Firstly, the real boundary $\Gamma$ is approximated by a polygonal boundary $\Gamma_{h}$ that can be split in two parts:

$$
\begin{equation*}
\Gamma_{h}=\Gamma_{\infty}+\Gamma_{b} \tag{20}
\end{equation*}
$$

where the term $\Gamma_{\infty}$ represents the far-fields boundary and $\Gamma_{b}$ represents the body surface. The boundary conditions are set using the Steger-Warming formulation (18) on $\Gamma_{\infty}$ and using slip or no-slip conditions on $\Gamma_{b}$.

### 3.5 Time advancing

Once the equations have been discretized in space, the unknown of the problem is the solution vector at each node of the discretization as a function of time, $\boldsymbol{W}_{h}(t)$. Consequently the spatial discretization leads to a set of ordinary differential equations in time:

$$
\begin{equation*}
\frac{d \boldsymbol{W}_{h}}{d t}+\Psi\left(\boldsymbol{W}_{h}\right)=0 \tag{21}
\end{equation*}
$$

where $\Psi_{i}$ is the total flux, containing both convective and diffusive terms, of $W_{h}$ through the $i$-th cell boundary divided by the volume of the cell.

### 3.5.1 Explicit time advancing

In the explicit case a $N$-step low-stockage Runge-Kutta algorithm is used for the discretization of Eq. (21):

$$
\left\{\begin{array}{l}
\boldsymbol{W}^{(0)}=\boldsymbol{W}^{(n)} \\
\boldsymbol{W}^{(k)}=\boldsymbol{W}^{(0)}+\Delta t \alpha_{k} \Psi\left(\boldsymbol{W}^{(k-1)}\right), \quad k=1, \ldots, N \\
\boldsymbol{W}^{(n+1)}=\boldsymbol{W}^{(N)}
\end{array}\right.
$$

in which the suffix $h$ has been omitted for sake of simplicity. Different schemes can be obtained varying the number of steps, $N$, and the coefficients $\alpha_{k}$.

### 3.5.2 Implicit time advancing

For the implicit time advancing scheme in AERO the following second order accurate backward difference scheme is used:

$$
\begin{equation*}
\alpha_{n+1} \boldsymbol{W}^{(n+1)}+\alpha_{n} \boldsymbol{W}^{(n)}+\alpha_{(n-1)} \boldsymbol{W}^{(n-1)}+\Delta t^{(n)} \Psi\left(\boldsymbol{W}^{(n+1)}\right)=0 \tag{22}
\end{equation*}
$$

where the coefficients $\alpha_{n}$ can be expressed as follows:

$$
\begin{equation*}
\alpha_{n+1}=\frac{1+2 \tau}{1+\tau}, \quad \alpha_{n}=-1-\tau, \quad \alpha_{n-1}=\frac{\tau^{2}}{1+\tau} \tag{23}
\end{equation*}
$$

where $\Delta t^{(n)}$ is the time step used at the $n$-th time iteration and

$$
\begin{equation*}
\tau=\frac{\Delta t^{(n)}}{\Delta t^{(n-1)}} \tag{24}
\end{equation*}
$$

The nonlinear system obtained can be linearised as follows:

$$
\begin{align*}
\alpha_{n+1} \boldsymbol{W}^{(n)} & +\alpha_{n} \boldsymbol{W}^{(n)}+\alpha_{(n-1)} \boldsymbol{W}^{(n-1)}+\Delta t^{(n)} \Psi\left(\boldsymbol{W}^{(n)}\right)= \\
& -\left[\alpha_{n+1}+\delta t^{(n)} \frac{\partial \Psi}{\partial \boldsymbol{W}}\left(\boldsymbol{W}^{(n)}\right)\right]\left(\boldsymbol{W}^{(n+1)}-\boldsymbol{W}^{(n)}\right) \tag{25}
\end{align*}
$$

Following the defect-correction approach, the jacobians are evaluated using the 1st order flux scheme (for the convective part), while the explicit fluxes are composed with 2 nd order accuracy. The resulting linear system is solved by a Schwarz method.

## 4 Variational Multiscale approach for Large Eddy Simulation

A new approach to LES based on a variational multiscale(VMS)framework was recently introduced in Hughes et al. The VMS-LES differs fundamentally from the traditional LES in a number of ways. In this new approach, one does not filter the Navier-Stokes equations but uses instead a variational projection. This is an important difference because as performed in the traditional LES, filtering works as well with periodic boundary conditions but raises mathematical issues in wall-bounded flows. The variational projection avoids this issues. Furthermore, the VMS-LES method a priori separates the scales that is, before the simulation is started. And most importantly, it models the effect of the unresolved-scales only in the equations representing the smallest resolved-scales, and not in the equations for the large scales. Consequently, in the VMS-LES, energy is extracted from the fine resolved-scales by a traditional model such as Smagorinsky eddy viscosity model, but no energy is directly extracted from the large structures in te flow. For this reason, one can reasonably hope to obtain a better behavior near walls, and less dissipation in the presence of large coherent structures.

A less fundamental, yet noteworthy, difference between the VMS-LES and traditional LES methods is that the VMS-LES approach leads to governing equations that are written in terms of the original (or undecomposed) flow variables and the modeled effect of the unresolved-scales on the
smallest resolved one, whereas the classical LES formulation leads to governing equations that are written in terms of the filtered flow variables and modeled subgrid-scales. Hence, in the traditional LES formulation, one first filters the Navier-Stokes equations, then decomposes the flow variables into their filtered and fluctuating parts in the subgrid-tensor, then faces the issues of modeling the subgrid-scales. In the VMS-LES approach, one does not have to decompose into space-averaged and fluctuating parts each occurence in the Navier-Stokes equations of each flow variable because the final equations are expected to be expressed in terms of the importance as it can be exploited to bypass the modeling of some fluctuating quantities, as will be illustrated here for compressible turbulent flows.

The initial developement of the VMS-LES method focused on incompressible turbulent flows, regular grids, and spectral discretisations where the separaton a priori of the scales is simple to achieve. For finite element approximations, a hierarchical basis approach and an alternative method based on cell agglomeration were recently proposed for separating a priori the coarse- and fine-scales. In most cases, the VMS-LES method was applied mainly to homogeneous isotropic incompressible turbulence, and recently to incompressible turbulent channel flows, fo witch it demonstrated an improvement over the traditional LES method.

In this Variational Multiscale approach for Large Eddy Simulation (VMS-LES) approach the flow variables are decomposed as follows:

$$
\begin{equation*}
w_{i}=\underbrace{\bar{w}_{i}}_{L R S}+\underbrace{w_{i}^{\prime}}_{S R S}+w_{i}^{S G S} \tag{26}
\end{equation*}
$$

where $\bar{w}_{i}$ are the large resolved scales (LRS), $w_{i}^{\prime}$ are the small resolved scales (SRS) and $w_{i}^{S G S}$ are the unresolved scales. This decomposition is obtained by variational projection in the LRS and SRS spaces respectively. In the present study, we follow the VMS approach proposed in Ref. 5 for the simulation of compressible turbulent flows through a finite volume/finite element discretization on unstructured tetrahedral grids. If $\psi_{l}$ are the $N$ finite-volume basis functions and $\phi_{l}$ the $N$ finiteelement basis fonctions associated to the used grid, in order to obtain the VMS flow decomposition in Eq. (26), the finite dimensional spaces $\mathcal{V}_{F V}$ and $\mathcal{V}_{F E}$, respectively spanned by $\psi_{l}$ and $\phi_{l}$, can be in turn decomposed as follows (5):

$$
\begin{equation*}
\mathcal{V}_{F V}=\overline{\mathcal{V}}_{F V} \bigoplus \mathcal{V}_{F V}^{\prime} ; \quad \mathcal{V}_{F E}=\overline{\mathcal{V}}_{F E} \bigoplus \mathcal{V}_{F E}^{\prime} \tag{27}
\end{equation*}
$$

in which $\bigoplus$ denotes the direct sum and $\overline{\mathcal{V}}_{F V}$ and $\mathcal{V}_{F V}^{\prime}$ are the finite volume spaces associated to the largest and smallest resolved scales, spanned by the basis functions $\overline{\psi_{l}}$ and $\psi_{l}^{\prime} ; \overline{\mathcal{V}}_{F E}$ and $\mathcal{V}_{F E}^{\prime}$ are the finite element analogous. In Ref. 5 a projector operator $P$ in the LRS space is defined by spatial average on macro cells in the following way:

$$
\begin{equation*}
\overline{\boldsymbol{W}}=P(\boldsymbol{W})=\sum_{k} \underbrace{\left(\frac{\operatorname{Vol}\left(C_{k}\right)}{\sum_{j \in I_{k}} \operatorname{Vol}\left(C_{j}\right)} \sum_{j \in I_{k}} \psi_{j}\right)}_{\bar{\psi}_{k}} \boldsymbol{W}_{k} \tag{28}
\end{equation*}
$$

for the convective terms, discretized by finite volumes, and:

$$
\begin{equation*}
\overline{\boldsymbol{W}}=P(\boldsymbol{W})=\sum_{k} \underbrace{\left(\frac{\operatorname{Vol}\left(C_{k}\right)}{\sum_{j \in I_{k}} \operatorname{Vol}\left(C_{j}\right)} \sum_{j \in I_{k}} \phi_{j}\right)}_{\bar{\phi}_{k}} \boldsymbol{W}_{k} \tag{29}
\end{equation*}
$$

for the diffusive terms, discretized by finite elements. In both Eqs. (28) and (29),
$I_{k}=\left\{j / C_{j} \in C_{m(k)}\right\}, C_{m(k)}$ being the macro-cell containing the cell $C_{k}$. The macro-cells are obtained by a process known as agglomeration [9. The basis functions for the SRS space are clearly obtained as follows: $\psi_{l}^{\prime}=\psi_{l}-\bar{\psi}_{l}$ and $\phi_{l}^{\prime}=\phi_{l}-\bar{\phi}_{l}$.
A key feature of the VMS-les approach is that the modeled influence of the unresolved scales on large resolved ones is set to zero, and so the SGS model is added only to the smallest resolved scales (which models the dissipative effect of the unresolved scales on small resolved ones). This leads to the following equations after semi-discretizations (5.

$$
\begin{align*}
\int_{C_{i}} \frac{\partial \rho}{\partial t} \Omega+\int_{\partial C_{i}} \rho \vec{V} \cdot \vec{n} \Gamma & =0 \\
\int_{C_{i}} \frac{\partial \rho \vec{V}}{\partial t} \Omega+\int_{\partial C_{i}} \rho \vec{V} \otimes \vec{V} \vec{n} \Gamma+\int_{\partial C_{i}} p \vec{n} \Gamma & \\
+\frac{1}{R e} \int_{\Omega} \sigma \nabla \Phi_{i} \Omega+\frac{1}{R e} \int_{\Omega} \tau^{\prime} \nabla \Phi_{i}^{\prime} \Omega & =0 \\
\int_{C_{i}} \frac{\partial E}{\partial t} \Omega+\int_{\partial C_{i}}(E+p) \vec{V} \cdot \vec{n} \Gamma+\int_{\Omega} \sigma \vec{V} \cdot \nabla \Phi_{i} \Omega & \\
+\frac{\gamma}{\operatorname{RePr}} \int_{\Omega} \nabla e \cdot \nabla \Phi_{i} \Omega+\frac{\gamma}{R e P r_{t}} \int_{\Omega} \mu_{t}^{\prime} \nabla e^{\prime} \cdot \nabla \Phi_{i}^{\prime} \Omega & =0 \tag{30}
\end{align*}
$$

where $e$ denotes the internal energy $\left(E=e+\frac{1}{2} \vec{V}^{2}\right)$ with $\vec{V}=\left(u_{1}, u_{2}, u_{3}\right)$ the velocity. $\tau^{\prime}$ is the small resolved scales SGS stress giben by:

$$
\tau^{\prime}=\mu_{t}^{\prime}\left(2 S_{i j}^{\prime}-\frac{2}{3} S_{k k}^{\prime} \delta_{i j}\right)
$$

with $S_{i j}^{\prime}=\frac{1}{2}\left(\frac{\partial u_{i}^{\prime}}{\partial x_{j}}+\frac{\partial u_{j}^{\prime}}{\partial x_{i}}\right)$ and $\mu_{t}^{\prime}$, the small resolved scales eddy viscosity (which depends on the chosen SGS model).

One can notice that the laminar Navier-Stokes equations are recovered by substituting $\tau^{\prime}=0$ and $\mu_{t}^{\prime}=0$ in Eq. (30) above an that the SGS model is recovered by substituting $\tau^{\prime}=\tau, \mu_{t}^{\prime}=\mu_{t}$, $e^{\prime}=e$ and $\Phi_{i}^{\prime}=\Phi_{i}$ in the equations, where $\tau$ and $\mu_{t}$ denote the usual SGS stress tensor and SGS eddy viscosity, respectively.

More details about this VMS-LES methodology can be found in Ref. 5] and [2].

## 5 Applications

### 5.1 Gaussian translation in an irregular mesh

The graph of a gaussian is a characteristic symmetric " bell shape curve " that quickly falls towards plus/minus infinity.
For our 2D study, we consider the advection equation:

$$
\frac{\partial \rho}{\partial t}(x, y, t)+c \frac{\partial \rho}{\partial x_{i}}(x, y, t)=0
$$

using an advection vector $c=(0,1)$ and a gaussian function as initial condition:

$$
\rho(x, y, z, 0)=1+\exp ^{-150(x+0,3)}
$$

The advection equation is solved using the Mass Lumping V6 scheme and the Mass Matrix Central Differencing scheme with two options: projected dissipation and non projected dissipation as described in section 3.3. Recalling that a "Mass lumping" scheme means that the temporal term of the equations is treated by Finite Volume whereas Mass-Matrix scheme means a temporal term treated by Finite Element. We are in particular interested on the dissipation of the gaussian when it is translated using different meshes. The first mesh is regular as shown FIG. 6] and the second one is irregular with strong variations of the local mesh size (see FIG. [1)


Figure 6: Regular mesh
In the regular case, we plot respectively in FIG. 8 and FIG. 7 the Gaussian translation using the Mass Matrix Central Differencing scheme and the Mass Lumping V6 scheme. One can observe that the translation is well predicted. In the irregular case, as shown FIG. 11 the translation is well predicted with the Mass Matrix Central scheme and using the V6 scheme, one have some perturbations, see FIG. 10


Figure 7: Gaussian translated with the Mass Lumping V6 scheme on regular mesh


Figure 8: Gaussian translated with the Mass Matrix Central Differencing scheme (with projected dissipation) on regular mesh


Figure 9: Irregular mesh


Figure 10: Gaussian translated with the Mass Lumping V6 scheme on irregular mesh


Figure 11: Gaussian translated with the Mass Matrix Central Differencing scheme (with projected dissipation) on irregular mesh

### 5.2 Applications: Flow around a circular cylinder at $\operatorname{Re}=3900$

VMS-LES is performed to simulate the flow past a circular cylinder at Mach number $M_{\infty}=0.1$ and at a subcritical Reynolds number $\operatorname{Re}_{D}$ of $3900\left(\operatorname{Re}_{D}=\frac{u_{\infty} D}{\nu}\right)$ based on cylinder diameter $D$ and free-steam velocity $u_{\infty}$. The computational domain as shown in FIG. 12 is $-10 \leq x / D \leq 25$, $-20 \leq y / D \leq 20$ and $-\pi / 2 \leq z / D \leq \pi / 2$ where $x, y$ and $z$ denote the streamwise, transverse and spanwise direction respectively. The characteristics of the domain are the following:

$$
L_{i} / D=10, \quad L_{0} / D=25, \quad H_{y} / D=20 \quad \text { and } \quad H_{z} / D=\pi
$$

The cylinder of unit diameter is centered on $(x, y)=(0,0)$.
The flow domain is discretized by an unstructured tetrahedral grid which consists of approximatively $2.9 \times 10^{5}$ nodes. The averaged distance of the nearest point to the cylinder boundary is $0.017 D$ which corresponds to $y^{+} \approx 3.31$.

For the purpose of these simulations, the Steger-Warming conditions are imposed at the inflow and outflow as well as on the upper and lower surface $\left(y= \pm H_{y}\right)$. In the spanwise direction periodic boundary conditions is applied. On the cylinder surface no-slip boundary conditions are set.


Figure 12: Computational domain
To investigate the influence of numerical schemes on the VMS-LES approach, three simulations have been carried out using the WALE subgrid-scale model. The characteristics of the simulations performed for this study are summarized on TAB. One uses the Roe-Turkel solver as preconditioning. For stability reasons, the mass-matrix scheme has been run setting the numerical viscosity
parameter $\gamma$ to its maximal value 1. In the same manner, the projected dissipation option is not presented here.

| Simulation | Numerical Scheme | Value of constant $C$ | Dissipation | $\gamma$ | CFL |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Simu1 | Mass Matrix + Central Diff. | $\frac{1}{30}$ | Non projected | $\mathbf{1}$ | $\mathbf{2 0}$ |
| Simu2 | Mass Lumping + V6 | $\frac{1}{30}$ | Non projected | $\mathbf{1}$ | $\mathbf{2 0}$ |
| Simu3 | Mass Lumping + V6 | $\frac{1}{30}$ | Non projected | $\mathbf{0 . 3}$ | $\mathbf{2 0}$ |
| Simu4 | Mass Matrix + Central differencing | $\frac{1}{15}$ | Non projected | $\mathbf{1}$ | $\mathbf{2 0}$ |

Table 1: Simulations using VMS-LES approach with the WALE subgrid-scale model, constant $C$ defined in section 3.3 by equation 16

The CFL number has been chosen so that a vortex shedding cycle is sampled in a little less than 1000 time steps. Time-averaged values and turbulence parameters are summarized in TAB. 2 and compared to data from experiments of Norberg, Ong and Wallace and Parnaudeau et al.. $\overline{C_{d}}$ denotes the mean drag coefficient, $C_{d}^{\prime}$ and $C_{l}^{\prime}$ respectively the root mean square values of the drag and lift, $S t$ the Strouhal number, $U_{\text {min }}$ the mean centerline streamwise velocity, $C p_{b a c k}$ the mean back-pressure coefficient and $l_{r}$ the mean recirculation length.

|  | $S t$ | $\overline{C_{d}}$ | $C_{d}^{\prime}$ | $C_{l}^{\prime}$ | $U_{\min }$ | $C p_{\text {back }}$ | $l_{r}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Simulations |  |  |  |  |  |  |  |
| Simu1 | $\mathbf{0 . 2 5 2}$ | $\mathbf{0 . 7 7}$ | $\mathbf{0 . 0 1 5 7}$ | $\mathbf{0 . 0 3 6 7}$ | $\mathbf{- 0 . 2 0}$ | $\mathbf{- 0 . 6 6}$ | $\mathbf{1 . 7 6}$ |
| Simu2 | $\mathbf{0 . 2 1 3}$ | $\mathbf{1 . 0 8}$ | $\mathbf{0 . 0 4 9}$ | $\mathbf{0 . 4 9 1 2}$ | $\mathbf{- 0 . 2 9}$ | $\mathbf{- 1 . 0 9}$ | $\mathbf{0 . 8 3}$ |
| Simu3 | $\mathbf{0 . 2 1 5}$ | $\mathbf{1 . 0 1}$ | $\mathbf{0 . 0 6 3 9}$ | $\mathbf{0 . 5 9 2 0}$ | $\mathbf{- 0 . 2 9}$ | $\mathbf{- 1 . 0 2}$ | $\mathbf{1 . 0 8}$ |
| Simu4 | $\mathbf{0 . 2 1 5}$ | $\mathbf{1 . 0 2}$ | $\mathbf{0 . 0 1 0 3}$ | $\mathbf{0 . 0 3 0 3}$ | $\mathbf{- 0 . 2 9}$ | $\mathbf{- 0 . 9 4}$ | $\mathbf{1 . 1 2}$ |
| Experiments |  |  |  |  |  |  |  |
| 11 | $0.215 \pm 0.05$ | $0.99 \pm 0.05$ |  |  | $-0.24 \pm 0.1$ | $-0.88 \pm 0.05$ |  |
| 12 | $0.21 \pm 0.005$ |  |  |  |  | $1.4 \pm 0.1$ |  |
| 13 |  |  |  |  |  | 1.51 |  |

Table 2: Flow parameters for the present simulations

As shown in TAB. 2 for the same level of numerical dissipation (Simu1, Simu2 and Simu3), the flow parameters obtained with the mass-matrix scheme are generally less well predicted than those obtained with the classical V6 scheme. In particular the mean drag is under-estimated with the mass-matrix scheme, which involves an over-estimation of the recirculation length. Comparing Simu1 and Simu4, one can note that to introduce a numerical dissipation twice bigger significantly improve the results.

FIG. 13 shows a profile of time-averaged and $z$-averaged streamwise velocity. One can determinize from this plot the most dissipative scheme, that is the scheme producing the most short recirculation length. This assumption is verified on FIG. 14 showing the pressure distribution on the cylinder surface averaged in time on homogeneous z direction. The most dissipative scheme is indeed the one being the most far from the experimental data. From this two plots, one can conclude that the mass-matrix scheme is not enough dissipative. This can explain the encountered robustness problem. Introducing a bigger dissipation level reduce considerably the recirculation length. One can also note FIG. 14 the discrepancies with the experimental data, for $\theta$ being be-


Figure 13: Time-averaged streamwise velocity on the centerline direction
tween 60 and 100. This is probably due to the coarseness of the used grid.


Figure 14: Time-averaged and z-averaged pressure distribution on the surface of the cylinder, experiment: Norberg

FIG. 15 displays the total resolved Reynolds stress $\overline{u^{\prime \prime} u^{\prime}}$ in the wake at $x=1.54$ and FIG. (16) displays the total resolved Reynolds stress $\overline{v^{\prime \prime}}$ at $x=1.54$. One can observe FIG. 15 that the plot is not symmetric using the mass-matrix scheme. With a low dissipation level, the better results
are obtained with the V6 scheme. The behaviour of the Mass-Matrix scheme is improved using a bigger numerical viscosity.


Figure 15: Total resolved streamwise Reynolds stress $<u \prime u \prime>$ at $x=1.54$, experiments: Parnaudeau et al.; --: Simu1; -: Simu2;...: Simu3; -.: Simu4; +: PIV1 experiment; $\times$ : PIV2 experiment


Figure 16: Total resolved streamwise Reynolds stress $\left\langle v^{\prime} v^{\prime}\right\rangle$ at $x=1.54$, experiments: Parnaudeau et al.;--: Simu1; -: Simu2;...: Simu3; -.: Simu4; +: PIV1 experiment; $\times$ : PIV2 experiment

In the case of total resolved streamwise Reynolds stress $\left\langle v^{\prime} v^{\prime}\right\rangle$ at $x=1.54$, one can notice first that for the three simulations, we are getting far away from our experiments. The mass lumping V6 scheme still yields better results than the two other ones. But increasing the numerical viscosity for the Mass-Matrix scheme (Simu4) gives a better agreement with the experiments.

## 6 Conclusion

We have presented in this work a first investigation of a new Mass Matrix scheme, in order to obtain a better accuracy than for Mass Lumping FV scheme on irregular meshes.
This numerics was installed in a parallel code AERO of research and production.
The first results are promising. For the Gaussian translation, the Mass-Matrix clearly improved the prediction using an irregular mesh. We have also shown that the results obtained for the simulation of the flow around a circular cylinder are improved with the Mass-Matrix scheme when a suitable level of numerical dissipation is chosen.
This first work on the Mass-Matrix scheme needs to be continued by investigating the dissipation term and the behavior of this model for the simulation of turbulent flows on strongly irregular three-dimensional meshes.
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