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ABSTRACT

Complex systems are characterized by extreme lysteeity and

dynamic composition, and hence pose significanilemges to

achieve interoperability. For example, where migtimiddleware

solutions and protocols are employed, these musbbeected in
order for applications to operate. We propose a approach to
interoperability that focuses of monitoring, leamiand synthesis
of middleware behaviour.

Categories and Subject Descriptors
C.2.4 [Computer Communication Networks]: Distributed
Systems -Distributed applications.

General Terms
Design.

Keywords

Middleware, Interoperability, Learning, Synthesis.

1. MOTIVATION

Complex pervasive systems are replacing the toaditiview of
homogenous distributed systems, where domain s$pecif
middleware solutions are used to design and degisyibuted
applications. For example, enterprise middlewarne dioterprise
systems, or Grid middleware for Grid applicatioriastead,
pervasive applications are composed from multittteystems

of systemswhere subsystems (each of which is a separately

designed and developed system e.g. a sensor négtwanks
together to meet the global aims of the applicatidre following
are illustrative of the types of pervasive applmas embracing
these philosophies:

¢ In Environmental Monitoring and Controffield-deployed

sensors connect to high-performance grid and cluste

computers to better monitor and predict naturalnphgena
such as floods, hurricanes, and volcanic eruptions.

¢ In Transport embedded sensors in cars, vehicular networks

and traffic monitoring systems are integrated tpriove both
traffic safety and traffic flow.

¢« In Healthcare remote patient monitoring devices are
integrated into large-scale healthcare systemsmiprave
standards of patient care.

To provide these application services, heterogemesystems
must interoperate; where interoperability is dedires“the extent
by which two implementations of systems or compgenom
different manufacturers can co-exist and work tbgeby merely
relying on each other's services as specified bycmmon
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standard’{1]. This is a principal goal of middleware, and indeed
if common standards were agreed and adopted ualietien
this problem would be largely solved; however, eyst-of-
systems have two key properties that ensure thaterdu
middleware practices are not suitable and we meshink
approaches to achieve interoperability in this dama
1. Extreme heterogeneity Pervasive sensors, embedded
devices, PCs, mobile phones, and supercomputers are
connected using a range of networking solutionstgmols
and middleware are themselves composed to creaipler
systems-of-systems.

2. Dynamic CommunicationrConnections between systems are
not made until runtime; no design or deploymentisieo
e.g. choice of middleware can inform the interopaity
solution.

With such characteristics using common middlewacamologies
(with or without common standards) is unsuitablgiactice, as a
number of technologies co-exist for technical, caroial, or

legacy reasons. Indeed, interoperation is requieedconnect
heterogeneous middleware platforms and protocots &OAP,

CORBA, EJB). Importantly, systems cannot also barawvhich

technologies they need to interoperate with untitime.

Hence, we require new ideas that go beyond the-efathe art in
middleware that can identify at runtime what theeioperability
challenges are, what middleware solutions are requd connect
these systems, and generate or synthesize suglasofin the fly.

2. INTEROPERABILITY: THE CONNECT
APPROACH

Rather than create a middleware solution destiredd yet
another legacy platform, work on the Connect piojec
(http://www.connect-forever.guis based upon the concept of
emergent middlewarewvhere such middleware provides runtime
interoperability between two systems that spontaskointeract
on the fly. Connect synthesizes ‘connectors’ thasolve
interoperability at the data (e.g. heterogeneous darmats),
application protocol (for example, different instanessaging or
printing protocols) and middleware protocol (e.dfedent service
discovery or RPC protocols) layers.

The creation of interoperability ‘connectors’ isfieemed in three
distinct phases:

¢ Monitoring and discoveryThe operation of the two or more
systems required to connect is monitored and/aogiered.
This involves the extraction of information abol¢ tsystems
using traditional discovery protocols e.g. thatviled by
protocols such as SLP, or in description languayeh as



WSDL. Monitoring of protocol messages and behawaar
also used to build a picture of how the protocgsrate.

e Learning Using the prior information as a starting point,
machine learning approaches are employed to leasndme
must interoperate with a particular system i.e. heowctly
the middleware and application protocols behave.

As an initial approach to ensuring dynamic interapdity
between heterogeneous discovery protocols we havelaped
SeDiM. This is an adaptive middleware that monitdhe
environment to determine which protocols are in use what
protocols are being used for lookup and which @iedused for
advertisement; from this information it createsviaer discovery
protocol bridges. This involves the specialisat@ha common

*  SynthesisBased upon the learned models of behaviour, the component software architecture to particular proté.e. adding

differences and similarities of protocols can beniified;
such information can be used to synthesize a coondtat
will operate as a mediator or bridge between system

Hence, this approach goes beyond current statéheofatt in
dynamic interoperability; application software dowd need to be
altered at design time (as with the majority of dhédvare
solutions) nor is there a requirement for a comrframework
with a priori knowledge (and implemented solutiors) the
bridging protocols to be deployed for connectiorb®machieved
e.g. as provided in INDISS [2], ReMMoC [3], and wdle [4].

3. CASE STUDY: SERVICE DISCOVERY

A particular example of middleware heterogeneitynighe field

of service discovery. Because of the heterogerdfitgervasive
environments in terms of network styles (e.g. fikeftlastructure,
mobile ad-hoc) and device capabilities (e.g. res®wonstrained
versus resource rich) there exist a suite of disgoyrotocols.
Protocols have been developed for operating inrenmients
such as sensor networks, enterprise networks Baxjour, Jini

and UDDI) and mobile ad-hoc networks among othalisthese

protocols share a same common purpose: to advestige
discover services. However, they differ in a numb&mdistinct

concerns that are magnified by the different emrinents they are
employed within: i) the languages used to descaibé advertise
service’s behaviour; ii) the content and formattieé protocol

messages; iii) the distributed architecture of dodes where
service advertisements are maintained (indeed sprocols

have no directory architecture); iv) the discovedsghaviour

model, e.g. if the protocol behaves actively touesy services, or
passively listens for service announcements; v) tieéwork

communication protocol employed to route messages, IP

Multicast versus a peer-to-peer overlay; vi) then-finctional

features included in service description and discgv e.g.

security, privacy and trust properties.
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Figure 1. Connecting SL P, UPnP and Bonjour with SeDiM

protocol specific code to create the behaviour.iBetben uses a
translation pattern between instances of the slsshprotocol
configurations. This process is illustrated in figul. Here two
legacy applications are deployed atop UPnP and Se®iM

detects this and automatically deploys approprizienponent
architectures to bridge the two.

SeDiM relies on pre-implementation of the protospécialisation
component at present. However, we are currentlgstigating
approaches to synthesise the discovery protocalemars.

4. CONCLUSIONS: FUTURE ROADMAP
There has been considerable research on interdlitgrain
distributed systems; while progress has been nthdestate of the
art remains rather patchy, particularly when adsngs the
complexity of contemporary, highly heterogeneoustriiuted
systems. CONNECT aims to identify a common framéwior
Emergent Middleware covering discovery, interactom quality
of service; and automatically synthesize Emergeidididware.

There are research challenges we hope to addresshow to
learn the behaviour of a middleware protocol; howliscover the
message format of a protocol at runtime; how toelage
semantics to determine a common understanding batwso
systems; how to synthesise middleware; how to ramirgnd-to-
end QoS in connectors e.g. dependability and ggcuri

These are big challenges that we believe can reéuaolge the
state of the art in distributed systems in genexnati middleware
more specifically.
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