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1 Introduction
The strong drive toward ubiquitous networks through end system mobility
has made it necessary to include wireless networks, such as wireless lo-
cal area networks (LANs) and satellite networks. Networks with wireless
links suffer from significant packet-losses due to bit errors. The conges-
tion detection mechanism of congestion control based on dynamic window
flow control, which is widely used for reliable window protocols such as
TCP, is well-known to be simple, but it may raise false alarms: a sender
usually interprets loss as a sign of congestion and reduces the window size
unnecessarily if packets were lost due to bit errors (e.g., [1]). This pa-
per aims to 1) investigate the influence of false congestion alarms on the
performance of dynamic window flow control (DWFC) in a network envi-
ronment where the bit error rate is not negligible such as wireless networks
and 2) provide a fundamental insight into this issue for TCP.

2 Related Work
A simulation study [2] investigated the performance degradation due to
false congestion alarms for the frame-relay network with LAPD. An ex-
perimental study [3] demonstrated that error recovery is required at the
layer under the transport layer which supports DWFC (i.e., the data-link
layer). The performance of various algorithms of TCP’s DWFC has been
compared using analytical models, such as in [4].

This paper employs an analytical approach rather than simulation [2]
or experiments [3]. In addition, unlike papers such as [4], we investigate
under several error recovery procedures, since our model can capture var-
ious ones.

3 Dynamic Window Flow Control
Whenever a sender receives a negative acknowledgement (NACK) packet
or a notice of expiration of the retransmission timer by the error-recovery
function, it assumes that congestion has occurred whether a packet has
been lost because of congestion or bit error, and reduces the window size.
On the other hand, when it receives an acknowledgement packet via the
acknowledgment function, it assumes that the network has recovered from
the congestion and increases the window size (up to the maximum value
denoted by����).

Many researchers have proposed various window size adjustment al-
gorithms (e.g., see [5]). In this paper, we focus on the binary reduction
scheme combined with a parabolic increase scheme (B-P scheme) and
the sudden reduction scheme with a linear increase scheme (S-L scheme),
since the algorithms are implemented in a popular version, namely, TCP-
Reno.

4 Dynamic Window Stochastic Process
To derive the analytical expressions of the performance measures, let
us consider a two-dimensional discrete time stochastic process � �
����� ����� � � � �� �� �� � � �� and the sequence of nonnegative random
variables � � ����� � �	��� � 	�� � � � �� �� �� � � ��. The discrete
parameter 	� means the time of the �th detection of data (DT) successful
(re)transmission packet or its failure. The random variables��� and���

denote the current window size and the number of successful transmis-
sions after the window size was changed, respectively, at observation time
	�. The stochastic process ����� constitutes a Markov renewal process,
and we refer it as a dynamic window stochastic process.

5 Performance Analysis
The effective throughput
� is defined as the number of bits received cor-
rectly by a receiver per unit time when the sender is operating in the satu-
rated state (i.e., it always has a DT-packet to be sent). To derive the mean
effective throughput��
�	, which is defined as the long-term steady state
effective throughput, we introduce a reward structure into the dynamic
window stochastic process. We define the reward as the number of bits
received correctly by a receiver during each renewal interval. Letting �,
��� ��, ������ ��	, and��� ��� ��	 be the state space, the stationary prob-
ability, mean reward, and mean staying time when the state of Markov
chain� is ��� ��, respectively,��
�	 is given by
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where the derivations of ��� ��, ������ ��	 and ��� ��� ��	 can be found in
[5].

6 Numerical Results and Discussion
6.1 Network model
Consider a T1-bandwidth low altitude earth orbit (LEO) satellite net-
work with full-duplex point-to-point links whose transmission capacity
and propagation delay are assumed to be 1.544 Mbps and 25 ms, respec-
tively. DT-packet lengths are assumed to be exponentially distributed and
independent. We assume that the retransmission timer value is 500 ms
(constant value).

6.2 Validation
We performed event-driven simulation to validate the following approx-
imations made in this analysis. Note that the simulation model exactly
reflects the operation of the specific protocol.

Figure 1 shows the mean effective throughput as a function of the bit
error rate �� for different window size adjustment algorithms, when the
single-NACK go-back-� automatic report request (ARQ) type error re-
covery procedure (that is specified for HDLC and LLC2) 1 is assumed to
be carried out and���� is 202. For an S-L scheme,��

3 of value of 5 was
used4. As shown in Figure 1, the maximum relative approximation error
is 5%. Therefore, the approximation errors are within a reasonable range.

6.3 Performance comparison of B-P and S-L schemes
Figures 2(a) and (b) show the mean effective throughputs under single-
NACK go-back-� ARQ and multiple-NACK selective ARQ5 error recov-
ery procedures, respectively, for ���� = 8 and 20. They clearly show
that the performance of DWFC is degraded since there is no way to dis-
tinguish losses due to bit errors from those due to congestion. In some

�The author is also with Graduate School of Information Science and Engineering, Tokyo Institute of Technology, Tokyo 152-8282 Japan.
1This procedure is considered to be almost identical to the error recovery specified in TCP-Reno, since the fast-retransmission mechanism is identical to the ARQ

mechanism and its retransmission type is go-back-��� ��.
2This window size is the smallest integer greater than the mean round-trip time (RTT) divided by the mean service time of the bottlenecked first-in first-out (FIFO)

queue (forward link in this network model). This value leads to bottleneck queue utilization of unity, and the lowest RTT if all mean service times are constant [6].
3After receipt of �� consecutive successful acknowledgements, the window size is increased by one.
4In general, the optimal �� depends on the network conditions. Here, we used the value recommended for a T1-bandwidth frame relay network [2].
5TCP’s implementation of the error recovery procedure similar to a multiple-NACK selective ARQ is described in [7].



cases, experience demonstrates that the bit error rates are as high as 1 in
���� . In the worst case (i.e., �� � ����), the mean effective through-
put of DWFC is less than half the value of static window flow control
as shown in Figures 2(a) and (b). This observation agrees with previous
work, such as [1]. Thus, an enhancement such as explicit loss notification
is required. For both error recovery procedures, a B-P scheme and an S-L
scheme with �� � � yield almost the same performance and the least
possible degradation. The reduction in the unnecessary transmission rate
is small because of the following observations:

� For a B-P scheme, the window size is gradually decreased upon
detection of packet-loss.

� An S-L scheme with �� � � allows the window size to increase
rapidly upon receipt of an acknowledgement, although it causes a
sudden window size reduction upon detection of packet-loss.

Note that a B-P scheme and an S-L scheme with�� � � are employed
in the congestion-avoidance and slow-start phases of TCP-Reno, respec-
tively. Therefore, TCP-Reno is robust against false congestion alarms.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

10-7 10-6 10-5 10-4 10-3

M
ea

n 
ef

fe
ct

iv
e 

th
ro

ug
hp

ut
 [M

bp
s]

Bit error rate

Analytical results

Simulation results

Transmissiion
  capacity: 1.544 Mbps
Propagation
  delay: 25 ms
Protocol processing
  time: 1 ms
Message length: 
  512 bytes
Maximum window size: 20
Timeout value: 500 ms

Static window 
flow control

B-P scheme

S-L scheme 
with C

L
=5

Fig. 1 Mean effective throughput as a function of the bit error rate for
different window size adjustment algorithms in the case of single-NACK
go-back� ARQ error recovery.
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(a) In the case of single-NACK go-back� ARQ error recovery
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(b) In the case of multiple-NACK selective ARQ error recovery
Fig. 2 Comparisons of performance of B-P and S-L schemes.

7 Conclusion
In this paper, we derived an analytical solution of the mean effective
throughput of communication networks where congestion control based
on dynamic window flow mechanism is carried out and packet losses due
to bit error happen frequently such as in wireless networks. This ana-
lytical model was shown to be accurate over a wide range of bit error
rates. We investigated the performance degradation caused by false de-
tection of congestion occurrence by the sender, which is a potential prob-
lem of the dynamic window flow control mechanism, utilizing an ana-
lytical solution. Comparing the performances of window size adjustment
algorithms for T1-bandwidth LEO satellite networks under various error
recovery procedures, we found that the binary reduction scheme com-
bined with a parabolic increase scheme and the sudden reduction scheme
with a linear increase scheme with increase coefficient of one yielded the
smallest amount of unnecessary performance degradation. A popular ver-
sion of TCP (i.e., TCP-Reno), which implements these algorithms as the
congestion-avoidance and slow-start phases, respectively, was shown to be
robust against false congestion alarms.
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