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vectorial quantization tree method, we rely on the stochastic dual dynamic pro-
gramming (SDDP) method to solve the continuous relaxation of this stochastic
optimization problem. An heuristic for computing sub optimal solutions to the
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Gestion de contrats d'énergie par des techniques

de programmation stochastique

Résumé : Nous considérons le problème de la gestion optimale de contrats
d'énergie, avec bornes sur les quantités locales et globales, des contraintes
d'intégrité sur les variables de décision et une incertitude ne portant que sur les
prix. Après avoir construit une chaîne de Markov en état �nie par la méthode
d'arbre de quantisation, nous nous appuyons sur la méthode de programmation
stochastique dynamique duale (SDDP) pour résoudre la relaxation continue de
ce problème d'optimisation stochastique. Une heuristique de calcul de solutions
sous optimales du problème en nombres entiers, basée sur les valeurs de Bellman
du problème relaxé, est proposée. Combinant les deux techniques précédentes,
nous sommes en mesure de traiter des problèmes de grande dimension. Des tests
numériques appliqués à des problèmes réalistes de marchés de l'énergie ont été
réalisés.

Mots-clés : programmation stochastique, multi étapes, programmation
dynamique duale, arbre de quantisation.
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1 Introduction

The physical energy markets are articulated around long term supply and de-
mand contracts. Their purpose is to accommodate both producers and con-
sumers according to their needs. On one side, a producer will be keen on selling
energy on a long term basis for cash �ow certainties allowing him to schedule
other investments. On the other side, it ensures the consumer of a certainty on
volumes and acts as a hedge against short term uncertainties.

Long term energy contracts typically have the following features. First of
all, they are associated with a granularity de�ning the periods at which the
energy is exchanged. Secondly, the amounts of traded energy are contractually
upper and lower bounded during each period as well as on the overall contract.
The motivation behind these bounds is generally to allow the consumer to mod-
ulate his energy purchase. Finally, the price at which the energy is bought or
sold at a given period is function of the index spot price which is a stochastic
variable. Therefore, the optimal management of long term contracts implies for
the option's holder to successively choose the best possible decision over the
quantity to be bought or sold according to the price information available at
that moment. Each decision taken will impact the remainder of the contract.
In addition, we might consider the situation where the decisions to be made
are discrete. Indeed, unlike pipeline natural gas where it is generally possible
to assume that any quantity of gas can be exchanged as long as it ful�lls the
contractual boundaries, this is no longer true for sea shipped commodities such
as Lique�ed Natural Gas (LNG). In fact, the quantity of energy to be allocated
is represented by the number of LNG vessels to allocate to a destination. The
combination of stochastic and discrete decisions makes the problem very di�-
cult, and it is natural to consider a continuous relaxation of the problem, at
least as a �rst step.

For surveys on stochastic programming, we refer to [5, 18, 29]. Unless the un-
derlying random space has �nite support, our model is an optimization problem
over in�nite-dimensional function spaces, which is di�cult to solve. Analytical
solutions are not available except for extremely simple and unrealistic cases.
Numerical approximation methods have been largely studied in the literature.

Most approximation schemes are based on discretization of the underlying
random space by a scenario tree. A survey and evaluation of popular scenario
generation techniques is provided in [19]. Among them, let us mention sampling-
based methods [29, Chapter 3], moment matching methods [16], tree reduction
methods [8, 13], recombining tree [20]. Once the underlying probability space
becomes discrete, �nite dimensional optimization algorithms can be applied
without di�culty. However, obtaining a high precision for the optimal value
and getting the optimal solution is still a big challenge.

Another main approximation method is to project the control function or
cost-to-go function into a �nite dimension functional space [4, 30, 31]. We have
hence to solve a �nite dimensional problem, whose dimension is the cardinality
of the functional space. The advantage is to avoid discretizing the underlying
probability space. Numerical simulation can be done based on Monte-Carlo
methods, and thus the convergence results are given by classical Monte-Carlo
methods properties as well as Hilbert space theory. This method has been
successfully applied [27]. However, in practice, the result depends strongly on
the basis functions chosen. Furthermore, when the state variable (and random
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4 Z. Cen, J.F. Bonnans and T. Christel

variable) dimension increases, the dimension of basis function space usually
grows exponentially.

Apart from these two main approximation methods, a few techniques have
been proposed for certain speci�c problems. For example, Pereira and Pinto [23]
suggested a stochastic dual dynamic programming (SDDP) algorithm to solve
the problem where randomness only appears on right-hand-side of constraint
and is independent from one stage to another. Philpott and Guan [25] have
studied the convergence of this method. Shapiro has recently analysed the
statistical properties and rate of convergence of this method [28]. This method
can also be applied to ARMA processes [17].

Finally, we note that Mo et al. [22] use a SDDP approach combined with
a �nite state Markov chain representation of the evolution of the price (which
is scalar). A speci�c feature of our problem is that the random variables are
functions of some Brownian motion, and therefore we have to design an approx-
imation procedure in order to reduce the problem to one in which the random
variables have a Markov chain representation.

The main contribution of this article is to use the vectorial quantization
tree method introduced in Bally and Pagès [2, 1], which takes advantage of
the fact that the random variable is Gaussian. We apply the stochastic dual
decomposition method to the continuous relaxation of the quantized problem.
The numerical test results present good performances when the two methods are
combined. This article is organised as follows: in section 2, we present the model
and its properties. In section 3, we introduce the quantization tree methods,
and then in section 4 the algorithm. Finally, numerical tests are performed
over realistic energy management problems in section 5. A heuristic method for
computing integer suboptimal solutions based on the Bellman values obtained
by continuous relaxation is also provided.

2 Problem formulations

2.1 Framework

We now formulate the class of problems of concern in the following setting. First
of all, we have a discrete time Markov process (ξt), 0 ≤ t ≤ T in the probability
space L2(Ω, (Ft),P; Rd), where Ft denotes the canonic �ltration associated with
(ξt) : Ft := σ (ξs, 0 ≤ s ≤ t). We may write its dynamics as

ξt+1 = f(Wt, ξt, αt) t = 0, . . . , T − 1, (1)

where ξ0 is deterministic, (αt)t∈[0,T−1] is a sequence of deterministic parame-
ters, and (Wt)t∈[0,T−1] is a sequence of independent random variables in Rd,
independent of Ft; �nally f is a measurable mapping.

The decision problem has the following expression:

inf
(ut)

E

[
T−1∑
t=0

ct(ξt) · ut + g(ξT , xT )

]
subject to ut ∈ Ut,

xt+1 = xt + Atut,

x0 = 0, xT ∈ XT almost surely;

(2)

INRIA



Energy contracts management by stochastic programming techniques 5

where ut is the control variable, assumed to be squared integrable, taking value
in a compact nonempty convex polyhedral set Ut ⊂ Rn, Ut := L2(Ω,Ft,P;Ut)
represents the feasible space, xt ∈ Rm is the state variable representing the
inventory levels, which is obviously Ft−1 measurable by forward induction, XT is
the set of admissible �nal state, assumed to be a nonempty polyhedral subset of
Rm, taking place in the �nal stage constraint over state variable xT , At ∈ Rm×n

describes how the decisions impact the inventories, ct(·) : Rd → Rn is running
cost unit, assumed to be Lipschitz, and �nally g(ξ, x) : Rd×Rm → R is a convex
lower semi-continuous (l.s.c.) function of x, uniformly lower bounded and can
often be interpreted as a penalty function for �nal state xT .

Lemma 2.1. If
∑T−1

t=0 AtUt ∩ XT+1 6= ∅, problem (2) has a nonempty set of
solutions.

Proof. The set of feasible policies is closed and convex, and hence, weakly closed.
The �nal cost E[g(ξT , xT )] is a l.s.c. convex function over L2(Ω,FT ,P; Rm), and
therefore is weakly l.s.c. in this space; so is the all cost function (ct(ξt) · ut).
Since the minimizing sequence uk is bounded in L2(Ω, (Ft),P; Rn), extracting if
necessary a subsequence, we may assume that it weakly converges in this space.
Passing to the limit in both the state equation and in the constraint on the
decision and using the weak l.s.c. of the cost function, we obtain that the weak
limit of uk is a solution of (2).

The condition
∑T−1

t=0 Atut ∩XT 6= ∅ is assumed to be always satis�ed in this
article in order to make sure of the existence of a solution.

Remark 2.2. The function to be minimized is not strictly convex. Therefore the
minimum is not necessarily unique.

2.2 Dynamic programming principle

The problem under study has the desired structure for the dynamic program-
ming principle to hold (see [29, Chapter 3]). Let us de�ne the realization up to
time t of the random process as ξ[t] = (ξ0, . . . , ξt), and of the state variable value
as x[t] = (x0, . . . , xt). The Bellman value at stage t, denoted by Q(t, x[t], ξ[t]), is
the value of the variant of the original problem obtained when starting at time
t with state variable (storage) xt:

Q(t, x[t], ξ[t]) := inf E

[
T−1∑
s=t

cs(ξs) · us + g(ξT , xT )

]
subject to us ∈ Us,Fs −measurable,

xs+1 = xs + Asus,

xT ∈ XT almost surely.

(3)

In view of the Markov property of (ξt), (ξs)t≤s≤T only depends on ξt instead of
ξ[t]. And xt is Ft−1 measurable because ut is Ft measurable, then Q(t, x[t], ξ[t])
is actually a function of (t, xt, ξt). The optimal value of the original problem is
Q(0, 0, ξ0).

RR n° 7289



6 Z. Cen, J.F. Bonnans and T. Christel

The following dynamic programming principle is easily established:

Q(t, xt, ξt) = inf ct(ξt) · ut +Q(t + 1, xt+1, ξt)
subject to ut ∈ Ut,

xt+1 = xt + Atut;
(4)

where Q(·, ·, ·) is the conditional expectation of the value at time t+1 obtained
in state xt+1:

Q(t + 1, xt+1, ξt) := E
[
Q(t + 1, xt+1, ξt+1)ṽFt

]
= E

[
Q(t + 1, xt+1, ξt+1)ṽxt+1, ξt

] (5)

where the second equality comes from the fact that xt+1 is Ft measurable.
Finally the Bellman value function at �nal stage is:

Q(T, xT , ξT ) =

{
g(ξT , xT ) if xT ∈ XT ,

+∞ otherwise.
(6)

2.3 Feasibility

The property of relatively complete recourse does not hold generally in this
setting. Indeed, it may happen that for a given time t and state variable xt,
where the associated Bellman value is �nite (implying the existence of a sequence
of feasible decisions with the corresponding �nal time belongs to XT ), some
ut ∈ Ut may result in a non feasible state variable xt+1 := xt + Atut, whose
associated Bellman value will therefore be in�nite. In other words, the �nal
state constraint induces implicit constraints on the decision ut at time t.

The SDDP approach includes a mechanism for dealing with this situation,
by generating feasibility cuts (similar to Bender's feasibility cuts for a two stage
problem but combined with backward recursion). However, generating feasi-
bility cuts may be a long process and we prefer to deal with them by a direct
approach, by taking advantage of the speci�c property that no uncertainty oc-
curs in the state dynamics. In order to guarantee that the �nal constraints are
ful�lled, let us de�ne the sets of feasible control:

Uad :=

{
(ut)

∣∣∣∣ T−1∑
t=0

Atut ∈ XT , ut ∈ Ut, t = 0, . . . , T − 1

}
. (7)

and Uad = L2(Ω, (Ft),P;Uad).
At stage t ∈ [0, T − 1] and for a given state xt is associated the (possibly

empty) local set of feasible control

Uad
t (xt) :=

{
ut

∣∣∣∣xt +
T−1∑
s=t

Asus ∈ XT , us ∈ Us, s = t, . . . , T − 1

}
. (8)

and Uad
t = L2(Ω,Ft,P;Uad

t ).
Hence, we can also de�ne Xt =

{
xṽUad

t (x) 6= ∅
}
, such that only for xt ∈ Xt,

there exists a feasible control leading to the �nal state feasible set XT+1:

Xt :=

{
xt

∣∣∣∣ ∃us ∈ Us s ≥ t, s.t. xt +
T−1∑
s=t

Asus ∈ XT

}
= XT −

T−1∑
s=t

AsUs. (9)

INRIA
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Since XT and Ut are polyhedral sets, so is Xt. If we replace the decision ut by
a sequence (ut, . . . , uT−1) such that xt ∈ Xt, we get the property of relatively
complete recourse. The counterpart is an increase of dimension of the decision
variable, which in our LNG application (see second example in section 5) is
acceptable.

2.4 Stochastic dual dynamic programming (SDDP) for-
mulation

We next take advantage of a partial convexity property of the Bellman functions.

Proposition 2.3. For any t = 0 to T , the Bellman value functions Q(t, xt, ξt)
and Q(t, xt, ξt−1) are convex and lower semi-continuous functions of xt.

Proof. We prove the convexity and lower semi-continuous property by back-
ward induction. In view of (6), both properties hold for function Q(T, xT , ξT ).
The conditional expectation (5) keeps clearly the convexity on xt since the
conditional expectation operation is linear. As to lower semi-continuous prop-
erty of Q(t + 1, xt+1, ξt), we apply the Fatou lemma on Q(t + 1, xt+1, ξt+1) ≤
lim infxk

t+1→xt+1
Q(t + 1, xk

t+1, ξt+1):

Q(t + 1, xt+1, ξt) = E[Q(t + 1, xt+1, ξt+1)ṽFt]

≤ lim inf
xk

t+1→xt+1

E[Q(t + 1, xk
t+1, ξt+1)ṽFt] = lim inf

xk
t+1→xt+1

Q(t + 1, xk
t+1, ξt+1).

(10)
The convexity follows by induction over t, from T −1 to 0, using (4). The lower
semi-continuous property, in view of theorem [26, Theorem 1.17] on parametric
minimization, holds as the expression on right hand side of (4) is proper (which
means that it is always greater than −∞, and not always equal to +∞), lower
semi-continuous and level-bounded in ut locally uniformly in xt [26, De�nition
1.16]. By induction, both properties follow for all t = 0, . . . , T .

Remark 2.4. Q(t, xt, ξt) andQ(t+1, xt+1, ξt) are not in general convex functions
of ξt.

We denote by f∗ the Fenchel conjugate of an extended real valued function
f on an Euclidean space X, identi�ed with its dual, de�ned for each x∗ ∈ X by

f∗(x∗) := sup
x∈X

(x∗ · x− f(x)) . (11)

Let f∗∗ denote the biconjugate of f , de�ned by f∗∗(x) := supx∗∈X∗ (x · x∗ − f∗(x∗)) .
By the Moreau Fenchel theorem [26, Thm 12.1], f = f∗∗ whenever f is con-
vex, lower semi-continuous and proper . Applying this theorem to Q(t, xt, ξt)
allows to write this function as the supremum of a family of a�ne functions of
x, depending on (t, ξt) :

Q(t, xt, ξt) = Q∗∗(t, xt, ξt) = sup
x∗t∈Rm

x∗t · xt −Q∗(t, x∗t , ξt), (12)

where Q∗ denotes the conjugate of Q with respect to x only.

RR n° 7289



8 Z. Cen, J.F. Bonnans and T. Christel

Thus, we can use the stochastic dual decomposition approach on the state
variable xt [5, 29], but not on the random variable ξt. The corresponding
formulation of the dynamic programming principle is

Q(t, xt, ξt) = inf ct(ξt) · ut +Q(t + 1, xt+1, ξt) (13)

= inf ct(ξt) · ut +Q∗∗(t + 1, xt+1, ξt) (14)

subject to xt+1 = xt + Atut,

(feasibility) ut ∈ Uad
t (xt),

(optimality cut)

{
Q∗∗(t + 1, xt+1, ξt) ≥ E

[
Q∗∗(t + 1, xt+1, ξt+1)ṽFt

]
,

Q∗∗(t + 1, xt+1, ξt+1) ≥ x∗ · xt+1 −Q∗(t + 1, x∗, ξt+1), ∀x∗.

This is the formulation we will apply in our algorithm.
However, in this formulation, we still need to calculate conditional expecta-

tions. Many numerical methods have been proposed, such as PDE or Monte-
Carlo methods. Here, we choose to discretize the random space. Considering
the size of the portfolio that we are interested in (see second example in sec-
tion 5), standard scenario trees will cause an increase of the dimension of the
problem such that it will blow up numerically. To avoid this point, we rely on
the vectorial quantization tree which builds a Markov chain with �nitely many
states.

2.5 Heuristic method for integer solution

In this paper, our main motivation consists of solving the LNG vessels routing
problem. The decision variables describing how many cargos should be a�ected
to a route are integers. The continuous problem presented in (2) can be consid-
ered as a continuous relaxation of the following integer problem describing the
LNG vessel routing problem:

inf E

[
T−1∑
t=0

ct(ξt) · ut + g(ξT , xT )

]
subject to ut ∈ L2(Ω, (Ft),P; Zn ∩ Ut),

xt+1 = xt + Atut,

x0 = 0, xT ∈ XT almost surely;

(15)

In order to assure the feasibility of the integer problem, Uad ∩ Zn×T 6= ∅ is also
assumed to be satis�ed. As in section 2.3, we will de�ne

Uint,ad :=

{
(ut)

∣∣∣∣ T−1∑
t=0

Atut ∈ XT , ut ∈ Ut ∩ Zn, t = 0, . . . , T − 1

}
. (16)

and

Uint,ad
t (xt) :=

{
ut

∣∣∣∣xt +
T−1∑
s=t

Asus ∈ XT , us ∈ Us ∩ Zn, s = t, . . . , T − 1

}
.

(17)

INRIA



Energy contracts management by stochastic programming techniques 9

Our heuristic method consists in �nding the optimal integer control using
the Bellman value obtained from the continuous (relaxation) problem:

Q(t, xt, ξt) = inf ct(ξt) · ut +Q∗∗(t + 1, xt+1, ξt)
subject to xt+1 = xt + Atut,

(feasibility) ut ∈ Uint,ad
t (xt),

(optimality cut)

{
Q∗∗(t + 1, xt+1, ξt) ≥ E

[
Q∗∗(t + 1, xt+1, ξt+1)ṽFt

]
,

Q∗∗(t + 1, xt+1, ξt+1) ≥ x∗ · xt+1 −Q∗(t + 1, x∗, ξt+1), ∀x∗.
(18)

where Q∗∗(t + 1, xt+1, ξt) is identical to its equivalent in (14) corresponding to
the continuous relaxation formulation.

3 Vectorial Quantization Tree

The quantization methods were introduced in the early 1950's and have been
applied in information science and signal processing. Recently, Bally and Pagès
used this technique in order to discretize the probability space and later applied
it to �nancial engineering [1, 2]. In this section, the main ideas and some
important results of vectorial quantization are presented.

3.1 Optimal quantization

Optimal quantization of random vectors consists in �nding the best possi-
ble approximation (in Lp norm sense) of a Rd−valued random vector ξ ∈
Lp(Ω,F ,P; Rd) by a measurable function φ(ξ) taking values in a �nite set Γ
of cardinality at most N values. Hence, we wish to solve the minimization
problem:

min
{
‖ξ − φ(ξ)‖p

∣∣∣∣φ : Rd → Rd,measurable,#(φ(Rd)) ≤ N

}
(19)

and let us denote by Γ := φ(Rd) the set of quantized points. Let us denote the
set of quantized points by ξ̂ := φ(ξ). The above distance (19) is de�ned as the
minimal distortion Dµ,p

N = ‖ξ − ξ̂‖p
p of quantization, where µ is the probability

measure of ξ. It is obvious to get that φ = projΓ, where projΓ denotes the
projection over the quantized points set Γ =

{
ξ1, . . . , ξn

}
following the nearest

neighbor rule of Lp distance.
We say that C(ξi) is a Voronoi tessellation of N -tuple Γ if for all ξi ∈ Γ,

C(ξi) is a Borel set satisfying:

C(ξi) = proj−1
Γ (ξi) ⊂

{
ξ

∣∣∣∣ |ξ − ξi|p = minξj∈Γ |ξ − ξj |p
}

. (20)

and we de�ne the probability associated to ξi:

pi = P(ξ ∈ C(ξi)) (21)

Following the de�nition, a N -tuple has in�nitely many Voronoi tessellations.
However, each tessellation always has the same closure and the same boundary.

RR n° 7289



10 Z. Cen, J.F. Bonnans and T. Christel

If the distribution of ξ is strongly continuous, i.e., the measure µ of any hyper-
plane is 0, we will not bother with boundaries and may think as if there was only
one tessellation. This hypothesis is assumed to be satis�ed in our application.

Therefore, the problem of �nding the optimal quantization becomes a global
optimization problem, which is in general di�cult to solve. However, we can
easily derive the following properties (e.g. [2, property 1-3]):

� The minimal distortion is decreasing with respect to N .

� lim
N→∞

min
ξ̂∈Γ,#(Γ)≤N

‖ξ − ξ̂‖p = 0.

One important property is the rate of the convergence to zero, which is
referred as Zador's theorem.

Theorem 3.1. [12, Theorem 6.2] If E[|ξ|p+η] < ∞ for some η > 0, then,

lim
N

(
Np/d min

#(Γ)≤N
‖ξ − ξ̂‖p

p

)
= Jp,d

(∫
|g|d/(d+p)(u)du

)1+p/d

where P(du) = g(u)λd(du) + ν, ν ⊥ λd (λd Lebesgue measure on Rd). The
constant Jp,d corresponds to the case of the uniform distribution on [0, 1]d.

We can obtain without di�culty the following corollary:

Corollary 3.2. min
ξ̂∈Γ,#(Γ)≤N

‖ξ − ξ̂‖p = O(N1/d).

3.2 Quantization (recombining) tree

The quantization tree (ξ̂t) is a �nite state Markov chain, such that at each stage
t, ξ̂t is an optimal quantization of the original random variable ξt in the discrete
time process.

Let us denote by Nt the number of quantization points at stage t, and
set N :=

∑T
t=0 Nt such that N0 := 1. We �rst choose the number of total

quantization points N , which depends on the calculation capacity of the machine
and on the required precision of the result.

The next step is to determine the number Nt of quantization points taken at
each stage t. If (ξt) ∈ L2(Ω, (Ft),P; Rd) , following [2, proposition 8] in order
to minimize the L2 distortion of the whole process, we get that

Nt =

⌈
at∑T

τ=0 aτ

N

⌉
where at := ‖ξt‖

d/2(1+d)
d/(d+2) t = 0, . . . , T. (22)

We still need to evaluate the probability transitions for the Markov chain. Let
pij

t be the transition probability from ξi
t to ξj

t+1, de�ned as

pij
t := P

[
projΓt+1

(ξt+1) = ξj
t+1ṽprojΓt

(ξt) = ξi
t

]
(23)

In practice, an analytical computation of the probability transitions is out of
reach for general distributions. One e�cient way is to compute the transition
by a Monte-Carlo method, i.e. pij

t is estimated by p̂ij
t

p̂ij
t :=

∑Mp

m=1 1{projΓt
(ξm

t )=ξi
t}1{projΓt+1

(ξm
t+1)=ξj

t+1}∑M
m=1 1{projΓt

(ξm
t )=ξi

t}
(24)
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where Mp is the number of trajectories in Monte-Carlo simulation.
For the detail of quantization tree building, particularly the extended com-

petitive learning vector quantization (CLVQ) algorithm, we refer to [2].

Remark 3.3. P�ug [24] considered the problem of generating a small size scenario
tree (in order to be able to solve in an e�ective way stochastic programming
problems) and set this problem in the framework of minimizing the distances
between probability laws. In this paper we use a quantization approximation
that also minimizes distances between probability laws, but in a di�erent setting
since we look for Markov-chain approximations.

In [24], P�ug studied a similar algorithm to discretize continuous-state pro-
cesses into a non-recombining tree. But the quantization theory and CLVQ
algorithm cover what he has proposed.

3.3 Dual dynamic programming formulation on quantiza-
tion tree

The algorithm presented in this section for quantized problem is similar to the
one in Mo et al. [22]. In the sequel we denote the quantized process by (ξ̂t), the
associated �ltration by (F̂t). And we represent the associated Bellman value by
Q̂(t + 1, xt+1, ξ̂t) to the problem similar to (2) in which random variables (ξt)
are replaced by (ξ̂t). The corresponding dynamic programming principle reads

Q̂(t, xt, ξ̂t) := inf ct(ξ̂t) · ut + Q̂(t + 1, xt+1, ξ̂t)

subject to ut ∈ Uad
t (xt),

xt+1 = xt + Atut;

(25)

where Q̂(·, ·, ·) is the conditional expectation of the value at time t+1 obtained
in state xt+1:

Q̂(t + 1, xt+1, ξ̂t) := E
[
Q̂(t + 1, xt+1, ξ̂t+1)ṽF̂t

]
(26)

and

Q̂(T, xT , ξ̂T ) =

{
g(ξ̂T , xT ) if xT ∈ XT ,

+∞ otherwise.
(27)

In the algorithm to be studied below, only a �nite number of a�ne lower bounds
of the Bellman values Q̂(t, ·, ξ̂t) are available. Denote by M i

t the corresponding
set for the realization of ξi

t. We see that the maximum of these a�ne lower
bounds is itself a convex lower bound of the Bellman values Q̂(t, xt, ξt), denoted
by :

θ(t, x, ξi
t,M

i
t ) := max

{
x∗ · x− e; (x∗, e) ∈ M i

t

}
. (28)

And the associated conditional expectation appearing in the dynamic program-
ming equation is then a lower bound of Q̂(t + 1, xt+1, ξt), when the Bellman
values Q̂(t+1, xt+1, ξt+1) are replaced by the lower bounds θ(t+1, x, ξi

t+1,M
i
t+1):

ϑ(t+1, ·, ξi
t,Mt+1) := E[θ(t+1, ·, ξt+1,M

j
t+1)ṽF̂t] =

∑
ξj

t+1∈Γt+1

p̂ij
t θ(t+1, ·, ξj

t+1,M
j
t+1)

(29)
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12 Z. Cen, J.F. Bonnans and T. Christel

where Mt+1 :=
{

M j
t+1 : ξj

t+1 ∈ Γt+1

}
.

We may then write the resulting approximate dynamic programming equa-
tion, in which the Bellman value is replaced by its lower estimate, in the following
form:

inf ct(ξi
t) · ut + ϑ(t + 1, xt+1, ξ

i
t,Mt+1)

subject to ut ∈ Uad
t (xt),

xt+1 = xt + Atut,{
ϑ(t + 1, xt+1, ξ

i
t,Mt+1) =

∑
ξj

t+1∈Γt+1
p̂ij

t θ(t + 1, xt+1, ξ
j
t+1,M

j
t+1),

θ(t + 1, xt+1, ξ
j
t+1,M

j
t+1) ≥ x∗ · xt+1 − e, ∀(x∗, e) ∈ M j

t+1.

(30)
Starting from the initial state x0 = 0, we begin by generating trajectories for
(ξt), and for each of these trajectories, we solve the above linear program at
each time step. Finally, we obtain a suboptimal policy (in the spirit of approxi-
mate dynamic programming). We will call this calculation a forward operation.
Simultaneously, each time we solve (30), from the duality theory for linear pro-
grams, we obtain an a�ne lower bound of θ(t, ·, ξ̂t) (and hence also ofQ(t, ·, ξ̂t)).
This is what we will call a backward elementary step. We perform a backward
induction by propagating this information over a particular trajectory, from the
�nal time to the initial one.

In the above discussion we do not use anymore the original (non quantized)
random variable. However, it is sound, in order to obtain an upper bound of
the optimal value, to use the original probability law for computing trajectories.
At the same time, for computing the decision variable at each step, we solve the
approximate dynamic programming problem where ξ̂t is taken as the projection
of ξt over the quantized grid. The problem to be solved then is

inf ct(ξt) · ut + ϑ(t + 1, xt+1,projΓt
(ξt) = ξi

t,Mt+1)

subject to ut ∈ Uad
t (xt),

xt+1 = xt + Atut,{
ϑ(t + 1, xt+1, ξ

i
t,Mt+1) =

∑
ξj

t+1∈Γt+1
p̂ij

t θ(t + 1, xt+1, ξ
j
t+1,M

j
t+1)

θ(t + 1, xt+1, ξ
j
t+1,M

j
t+1) ≥ x∗ · xt+1 − e, ∀(x∗, e) ∈ M j

t+1.

(31)

Remark 3.4. This formulation (31) corresponds to the multicut version in linear
recourse problem, see [5, section 5.3].

3.4 Aggregated formulation

However, during the numerical tests, we came to realise that this formulation
(31) was still too computationally intensive. We therefore provide an aggregated
version of the above problem:

inf ct(ξt) · ut + ϑ(t + 1, xt+1,projΓt
(ξt) = ξi

t,Mi
t+1)

subject to ut ∈ Uad
t (xt),

xt+1 = xt + Atut,

ϑ(t + 1, xt+1, ξ
i
t,Mi

t+1) ≥ x∗ · xt+1 − e; ∀(x∗, e) ∈Mi
t+1,

(32)
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where the set Mi
t+1 of a�ne lower bounds is obtained by aggregating the new

lower bounds for each ξj
t+1 ∈ Γt+1 (each time they are generated) into a single

one taking into account the probability transitions:

Mi
t+1 :=

(x∗, e) =
∑

ξj
t+1∈Γt+1

p̂ij
t ((x∗)j , ej), ((x∗)j , ej) ∈ M j

t+1

 . (33)

Therefore, this expression still provides lower bounds. It undoubtedly loses
some information provided by optimality cuts in (31). Hence, more iterations
will be required to converge (as proved in our numerical tests). But this formu-
lation simpli�es subproblem (31), and numerical tests indicate that it greatly
reduces the CPU time.

Remark 3.5. This formulation (32) corresponds to the L-Shape method in linear
recourse problem, see [5, section 5.1].

The version of heuristic method (18) for the integer solutions follows the
same idea:

inf ct(ξt) · ut + ϑ(t + 1, xt+1,projΓt
(ξt) = ξi

t,Mi
t+1)

subject to ut ∈ Uint,ad
t (xt),

xt+1 = xt + Atut,

ϑ(t + 1, xt+1, ξ
i
t,Mi

t+1) ≥ x∗ · xt+1 − e; ∀(x∗, e) ∈Mi
t+1.

(34)

However, it is only valid for the forward pass since we cannot obtain the dual
information from a mixed integer programming problem.

4 Algorithm

After having discretized the probability space, it is natural to use the stochastic
dual dynamic programming method on the resulting �nite state Markov chain.
Since the Bellman value (and its approximation by a collection of optimality
cuts) is non-convex with respect to the underlying random variable, we need
to calculate the cuts on every vertex of the quantization tree. The algorithm
iterates over a forward pass and a backward pass. The forward pass generates a
set of random trajectories following the dynamic of Markov chain (1) and runs
the optimization on the �y on these trajectories. It provides an upper bound
of the optimal value. The backward pass updates the optimality cuts on each
vertex and computes a lower bound at the �rst stage.

4.1 Forward pass

The forward pass generates trajectories ξm,m = 1, . . . ,Mf following the dy-
namic of Markov chain (1), i.e. out of sample for quantization tree. For each
trajectory, starting from the �rst stage (x0 = 0), the current decision ut and
the state variable xt+1 for the next stage are computed by solving (32).

After having computed all the trajectories, an objective value vm for each
trajectory m = 1, . . . ,Mf is produced. Thus, the forward statistic can be ob-
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14 Z. Cen, J.F. Bonnans and T. Christel

tained as follows:

v =
1

Mf

Mf∑
m=1

vm and s =
1

Mf

√√√√ Mf∑
m=1

(vm − v)2.

Remark 4.1. Also notice that the control solution (ut) computed in this algo-
rithm is sub-optimal since we approximate Q(t, xt, ξt) by θ(t, xt, ξ̂t,Mt) (resp.
Q(t + 1, xt+1, ξt) by ϑ(t + 1, xt+1, ξ̂t,Mt+1)). However, (ut) belongs to the
feasible space (Uad

t ) (it necessarily belongs to L2 since Ut is compact), hence
is feasible for the original problem. As it is a minimization problem, each vm

is sub-optimal, which implies that v is an upper bound in the statistical sense
for the original problem, the 95% asymptotic con�dence interval is given by
[v − 1.96s, v + 1.96s].
Remark 4.2. Like any Monte-Carlo type methods, the convergence rate is 1/

√
Mf ,

which is slow. In addition, the number of subproblems to solve in the forward
pass is proportional to the number of forward pass trajectories Mf . Therefore,
some variance reduction techniques are very useful here. In practice, we use a
quite e�cient control variate technique, see section 5.

Remark 4.3. Since the calculation of each trajectory is independent, it is possible
to use parallel computing in order to speed up the computation.

4.2 Backward pass

The goal of the backward pass is to update the optimality cuts used in (32). It
follows the quantization tree, i.e. in sample calculation. We still use the formu-
lation of sub-problem (32), where ξ̂t ∈ Γt and xt have been stored during the
previous forward pass. Once the sub-problem (32) has been solved, the opti-
mality cut is computed from the dual value associated to the dynamic equation
xt+1 = xt + Atut. We then add this cut into the optimality cuts collection of
vertex M i

t .

Remark 4.4. Optimality cuts have to be updated for each vertex of the quan-
tization tree due to the non-convexity of Q(t, xt, ξt) (resp. Q̂(t, xt, ξ̂t)) with
respect to ξt (resp. ξ̂t). The number of sub-problems to solve in the backward
pass is proportional to the quantization tree size N times the number of trajec-
tories denoted Mb. Since the state variable values are stored during the forward
pass, Mb is always smaller than Mf . But if we are using all Mf trajectories for
the backward pass (Mf is relatively large owing to remark 4.2), the number of
sub-problems would be N ×Mf which is computationally unmanageable. So,
one idea is to select only a small subsample of Mb samples to be computed in
the backward pass in order to allow the program to �nish in a reasonable time.
Another reason is that in practice, some state values xt are very close to each
other, causing the sub-problems to return almost the same dual information
which will not help us much approximate well Q̂(t, xt, ξ̂t).

However, the process of selecting Mb trajectories among the Mf ones de-
pends on the nature of the problem on which the algorithm is applied. In the
numerical tests in section 5, the selection follows the rejection method which
consists in checking whether the distance between the new xt and the existing
ones is below a prede�ned threshold or not. This is a random way of satisfying
the requirement that they are not too close to each other.
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Energy contracts management by stochastic programming techniques 15

Remark 4.5. Similarly to the forward pass, the backward pass algorithm may
also use parallel computation, because at stage t, the sub-problems (31) using
di�erent (xt, ξ

i
t) are independent from each other.

After solving the sub-problem at the �rst stage, an optimal value v is ob-
tained, which is a lower bound for the quantized problem, since this value is
calculated by Benders decomposition. However, v is calculated according to
the quantization tree, and would di�er if calculated on another tree. The er-
ror caused by this approximation can be bounded, as discussed in the next
subsection.

Remark 4.6. The stopping condition is to check whether v ∈ [v−1.96s, v+1.96s].
However, the con�dence interval is sometimes too large making this condition
too straightforward to be satis�ed. To avoid this problem, we add another
stopping condition stating that the backward pass value v should be stable:
|vit−vit−1| ≤ ε|vit|, where it ∈ Z++ is the number of iteration of the algorithm.

Recently, Shapiro has exposed in [28] that the above stopping condition is
relatively weak if the con�dence interval is large. He proposed that the upper
bound is v + 1.96s and the following stopping condition:

v ∈ [v + 1.96s− ε, v + 1.96s + ε] (35)

where ε is a parameter.
In this article, we take the stopping conditions

v ∈ [v − %s, v + %s] (36)

where % is a parameter which is stricter than the one proposed by Pereira and
Pinto [23].

4.3 Convergence result and error analysis on quantization

In this section, we establish the convergence result of the above algorithm and
provide an error analysis of discretization by quantization.

We �rst show the convergence of the algorithm when the forward pass follows
the discretized distribution � quantization tree. As we have noticed in remark
3.4, the algorithm is equivalent to L-Shape method. The convergence result on
quantized forward pass follows 2 arguments.

� The convergence result of L-Shape method on �nite probability distribu-
tion is given in Birge and Louveaux [5, chapter7, theorem 1], where the
main argument is �niteness of optimality cuts and feasibility cuts. Thus,
after generating all feasible cuts and optimality cuts, the backward pass
value does not increase anymore.

� Since now the forward pass follows discretized distribution, the forward
value of Monte Carlo method is itself a random variable whose mean is
the upper bound of L-Shape method which converges to lower bound by
�nite convergence of L-Shape method.

Remark 4.7. In practice, we can �rst simulate the forward pass following the
discretized distribution and let the forward value and backward value converge.
Then we can change the forward simulation to following original distribution to
compute the �nal result.
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16 Z. Cen, J.F. Bonnans and T. Christel

Now, we study the convergence of the upper bound and the lower bound
once we let forward pass follow continuous distribution. In order to estimate
the error caused by quantization, we refer to the result in Heitsch and Römisch
[14, 15].

Theorem 4.8. [14, Theorem 2.1] Assume that the solution set Uad is nonempty,
and bounded. Then, there exists positive constants L and δ such that the estimate

|v(ξ)− v(ξ̂)| ≤ L(‖ξ − ξ̂‖2 + Df (ξ, ξ̂)) (37)

holds for all random element ξ̂ ∈ L2(Ω, (Ft),P; Rd) with ‖ξ − ξ̂‖2 ≤ δ, where

Df (ξt, ξ̂t) = inf
u∈S(ξ),û∈S(ξ̂)

T−1∑
t=2

max
{
‖ut − E[utṽFt(ξ̂)]‖2, ‖ût − E[ûtṽFt(ξ)]‖2

}
,

(38)
where S(ξ) (resp. S(ξ̂)) is the optimal solution of with random variable ξ(resp.

ξ̂), and v(ξ) (resp. v(ξ̂)) are the related optimal values.

Since (ξ̂t) is the quantization of (ξt), then Ft(ξ̂) ⊂ Ft(ξ). The optimal
control ût is Ft(ξ̂) measurable, hence it is Ft(ξ) measurable. Then, we have for
(38):

Df (ξt, ξ̂t) = inf
u∈S(ξ),û∈S(ξ̂)

T−1∑
t=2

‖ut − E[utṽFt(ξ̂)]‖2 (39)

Our framework is a little di�erent from the problem studied in [14, 15], since
our problem possesses a �nal cost function g(ξT , xT+1). However, their result is
still suitable in our framework if the Lipschitz property of this function holds.
We will omit the proof, which is similar to that in [14].

This error bound consists in 2 terms, the �rst one of the right hand side (37)
is the l2-distance between the original random process and the approximated
one, the second one is the distance between the 2 �ltrations over the optimal
control. The �rst term can be measured by theorem 3.1, which provides the
convergence rate to 0. However, it is very di�cult to provide a convergence rate
to (39).

Remark 4.9. There are other references which establish stability results of op-
timal value of control Markov process. Let us mention Gordienko et al. [11]
on average cost Markov control process based on Kantorovich distance and the
references therein. However, their problem is to minimize an average or dis-
counted cost for an in�nite horizon problem. Therefore, applying their analyst
in our algorithm is not obvious.

4.4 Algorithm

The whole algorithm is summarized in �gure 1.

5 Numerical tests

In this section, two numerical tests are performed. The �rst one is a swing
option, which is an example where both state variable and random variable are
scalar. The second one concerns a LNG portfolio optimization, which is far
more complex. The algorithm has been successfully applied on both examples.

INRIA



Energy contracts management by stochastic programming techniques 17

Step 0 Construction quantization tree (possible o�-line)
build one quantization tree and compute transition probability.

Step 1 Initialisation
let u0 ∈ Uad

0 the current optimal solution and compute state variable value x1;
let v0 = −∞.

Step 2 Forward pass
create Mf di�usion processes following dynamic (1);
for t = 1, . . . , T − 1 do:

for m = 1, . . . ,Mf do:
calculate ξ̂

m

t = projΓt
(ξm

t ),
solve the subproblem (32);

compute the forward statistic v and s.
Step 3 Backward pass

for t = T − 1, . . . , 1 do:
for m = 1, . . . ,Mb do:

solve the subproblem (32) for all vertices in Γt;
calculate new optimality cut and add it into Mt;

t = 0(�rst stage)
solve the �rst stage problem and calculate the backward value vit.

Step 4 Check stopping condition
if v ∈ [v − 1.96s, v + 1.96s] and |vit − vit−1| ≤ ε|vit−1|

STOP;
else

go to Step 2.

Figure 1: Algorithm

5.1 Price model

In this paper, we assume that the random process, taking part in the modeling
of futures commodity price evolution, follows the celebrated Black model [6].
Although simplistic, this model is equivalent to the one factor Gaussian HJM
model (see [7]) which is well adapted for forward curve modeling. This model is
discussed in the practice-based literature, Eydeland and Wolyniec [9, Chapter
5], and Lai et al. [10]. Since we are using the vectorial quantization method
to discretize the underlying random process, we are not limited to that model.
Other �nancial price models can also be applied.

The price model takes as parameters the market volatilities σ as well as the
forward curves F0. The Black model states that future prices of commodities are
martingales whose expectations correspond to the original forward curve level
F0 due to lack of arbitrage opportunities. The forward contract price F t

s at time
s, with maturity (also called tenor) t, follows under the equivalent martingale
measure (EMM) P the following dynamic:

ln
(F s

t+1)
i

(F s
t )i

= σiW i
t −

1
2
(σi)2 i = 1, . . . , d; (40)

whereW i
t is a standard normal distributionN (0, 1), with correlation corr(W i

t ,W
j
t ) =

ρij .
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18 Z. Cen, J.F. Bonnans and T. Christel

Then, the spot prices at time t are simply obtained by taking the t-expiring
forward contracts at time t: ξt = F t

t ,

ξi
t := (F t

t )i = (F t
0)i exp

(
t−1∑
s=0

σiW i
s −

1
2
(σi)2t

)
i = 1, . . . , d; (41)

where (F t
0) is the original forward curve observed. Setting

Si
t := exp

(
t−1∑
s=0

σiW i
s −

1
2
(σi)2t

)
,

we then have ξi
t = (F t

0)iSi
t .

5.2 Swing option

Swing options are fairly common in the energy market. It allows its holder to
purchase a total amount of commodity during a �xed time period. A basic
swing option contract can be formulated as:

max E

[
T−1∑
t=0

(ξt −Kt) · ut

]
subject to ut ∈ L2(Ω, (Ft),P; [0, 1])

T−1∑
t=0

ut ∈ [L,U ] almost surely

(42)

where Kt is the strike price, assumed to be deterministic, L and U are lower
and upper bounds of the �nal condition.

Let us �rst �ip the sign of the objective function to (Kt − ξt) in order to
switch to a minimization problem. In this test, we consider that the strike price
equals to the original forward price observed nowadays Kt = F t

0 without loss of
generality.

In the case where (L,U) ∈ Z2, Bardou et al. [3] show that the optimal control
has bang-bang property, i.e. ut ∈ {0, 1}. Thus, dynamic programming can be
directly applied in this framework by discretizing the state space xt. Bardou et
al. have applied this idea to discretize the state variable and use a quantization
tree to approximate the underlying random space. However, in the presence of
more complex conditions on the control variable such as ut ∈ [l(xt), u(xt)] (like
in most of storage capacities technical features), the bang-bang property will
not hold anymore, and furthermore the discretization of the state space xt may
become intractable.

5.2.1 Control variate

Since the forward pass produces a large con�dence interval with a small Mf ,
the following control variate technique has been introduced to reduce it. Let us
consider the following variable:

vcv(ξ) =
T−1∑
t=0

(Kt − ξt). (43)

Observe that E[vcv(ξ)] = 0 since E[ξt] = F t
0 = Kt.
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5.2.2 Numerical result

In the following test, without losing any generality, we take F (0, t) = 1, ∀t =
0, . . . , T−1 in the price model (40). The results are compared to another method
using bang-bang strategy and the Longsta�-Schwartz method [21]. During the
simulation, the quantization tree has 3000 points in total. We set parameters
Mf = 1000 and Mb = 10 in Monte-Carlo simulation. We use 1000 scenarios in
the Longsta�-Schwartz method.

T = 50 [L,U ] = [0, 25] [L,U ] = [20, 30]
σ 0.5/

√
T 0.75/

√
T 1.0/

√
T 0.5/

√
T 0.75/

√
T 1.0/

√
T

SDDP. v 4.31 6.43 8.49 1.96 2.93 3.88
c.i. [4.04, 4.40] [5.91, 6.51] [7.86, 8.62] [1.77, 1.97] [2.66, 3.00] [3.68, 4.16]

BB+LSM. c.i. [4.19, 4.47] [6.23, 6.71] [8.22, 8.94] [1.81, 2.17] [2.69, 3.31] [3.57, 4.42]

Table 1: Quantization tree + dual dynamic programming versus bang-bang
strategy + Longsta� Schwartz method for pricing swing option.

Figure 2: SDDP iteration for pricing a swing option using quantization method.
[L,U ] = [20, 30], σ = 0.5/

√
50

Figure 2 shows the convergence between the upper and lower bounds for the
swing option pricing problem. It only takes 5 iterations for the algorithm to
converge which represents less than 1 minute of CPU time. Notice also that
the standard deviation associated to the upper bound is less than 1% of the
optimal value. Compared to other numerical methods, we see that there is no
real advantage in using this method in terms of computation time. However,
the example in the next section will evidence its superiority over the other
algorithms which fail to provide accurate results in a reasonable time.
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20 Z. Cen, J.F. Bonnans and T. Christel

5.3 Dynamic portfolio optimization

We now consider a gas trading portfolio. A trading company purchases lique�ed
natural gas (LNG.) from a set of producing countries indexed at a price formula
and sells it to consuming countries at another other price formula (see �gure 3
for the main market and table 2 for the price formulae). Annual quantity and
price formulae have been agreed contractually, the latter are functions of the
future prices of major energy markets ξt, such as crude oil price (OIL), north
American natural gas price (NA NG), and Europe natural gas price (EU NG).
The goal is to �nd a strategy that optimizes the portfolio value. The decision
is made over the quantity of LNG transported on each route. At that point, we
relax the discrete nature of the decision variables. The �rst di�culty lies in the
number of indices we have to consider when we model the portfolio: ξt ∈ R3.
The second di�culty is linked to the dimension of the state variable xt ∈ Rm,
corresponding to the total number of production and delivery countries, which
is also in high dimension, m = 6 in the simulation.

Figure 3: A �ctive supply and demand portfolio, as well as the possible routes.
N: producing country; •: consuming country.
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Port Cargo Size Annual
QC.*

Monthly
QC.*

Price formula**

Caribbean 3.0 [48.0, 54.0] [0.0, 6.0] NA NG− 0.1

Scandinavia 3.0 [24.0, 30.0] [0.0, 3.0]

(
0.05OIL + 2.5 if OIL ≤ 75

0.07OIL + 1.0 otherwise

North
Africa

4.0 [100.0,
100.0]

[0.0, 12.0]

(
0.9NA NG + 0.4 if NA NG ≤ 5

0.8NA NG + 0.9 otherwise

North
American

3.0, 4.0 [84.0, 88.0] [0.0, 8.0] NA NG

Europe 3.0, 4.0 [68.0, 76.0] [0.0, 8.0] EU NG
Asia 3.0, 4.0 [20.0, 20.0] [0.0, 4.0] 0.08OIL− 0.8

Table 2: Constraints and price formulae
* The quantity unit is in TBtu. MMBtu stands for a million British thermal unit, a TBtu is
a trillion British thermal unit thus equivalent to a Million MMBtu.

** The price unit is $/MMBtu.

So, the problem is

sup E

[
T−1∑
t=0

c̃t(ξt) · ut

]
subject to ut ∈ Ut (monthly constraint)

T−1∑
t=0

Atut ∈ XT (annual constraint)

(44)

Let us �ip the sign of the objective function: ct = −c̃t to switch to a minimiza-
tion problem.

The forward price F t
0 in (40) is read from the energy market. Here is the

value used in numerical test (see �gure 4 - 5).

Figure 4: OIL price
(US$ /barrel)

Figure 5: EU NG price
(US$ / MMBtu)

Figure 6: NA NG price
(US$ / MMBtu)

The quantization tree was processed with N = 36000 R3-valued elementary
quantizers dispatched on T = 12 stages. The estimation of transition probability
was carried out by Monte-Carlo method using 109 samples.
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5.3.1 Control variate

Similarly to the previous example, we keep using a control variate to reduce the
large con�dence interval. Let us consider the following variable:

vcv(ξ) =
T−1∑
t=0

ct(ξt)u
∗
t (45)

where u∗t is one of the optimal solutions for problem

inf
T−1∑
t=0

E [ct(ξt)]ut

subject to ut ∈ Ut

T−1∑
t=0

Atut ∈ XT

(46)

Let v∗cv be the optimal value.
This is a deterministic linear program, which is straightforward to solve.

The only technical point is to evaluate E[ct(ξt)]. One possible method consists
in using quantization:

E[ct(ξt)] ≈
∑

ξi
t∈Γt

pi
tct(ξi

t)

Clearly we have E[vcv(ξ)] = v∗cv.

Remark 5.1. The (46) is nothing else but the deterministic counterpart formu-
lation, whose value is also known in �nancial engineering as the intrinsic value
of the option. Thus the optimal value v∗cv is considered as a good reference to
compare the optimal value obtained by stochastic programming.

5.3.2 Results

The parameters driving the stochastic processes in the test are set as follows:
volatility σ1 = σ2 = σ3 = 40%, and correlation ρ12 = 0.7 ρ13 = 0.2 ρ23 = 0.4.
And the parameters driving the SDDP part of the algorithm are forward pass
samples Mf = 3000 to 6000, backward pass sample Mb = 8 to 12. The program
is written in C++ with Cplex 10.1, and the tests were performed on a PC with
a 2.2 GHz Dual Core AMD CPU and 16GByte main memory.

The numerical results are shown in Figure 7.
Notice that the value of the backward pass is almost stable from the 6th

iteration, and enters the con�dence interval of the upper bound several times.
The stopping condition taken here is (36) proposed by Shapiro in [28] where we
take % = 0.5. Furthermore, the con�dence interval of the upper bound generated
with control variate represents circa 4% of the forward pass value. This shows
that the control variate proves to be adequate in this example. Moreover, the
algorithm converges in 17 iterations, which is e�cient. However, if we test this
algorithm with larger volatilities, or with more producing/consuming countries,
more iterations will be required to converge.

Below are the graphs representing the CPU time for each iteration (�gure 8
and �gure 9):

This program does not consume a lot of time during each iteration. However
the calculation time increases sharply when the iteration goes on. We know that
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Figure 7: SDDP iteration result for portfolio optimization.

Figure 8: forward CPU time Figure 9: backward CPU time

the forward computation time is proportional to the number of forward samples
Mf , and that the backward computing time is proportional to the number of
vertices in the quantization tree N and to the number of backward samples Mb.
Hence, we can modify these parameters to reduce the calculation time when it
becomes too long. But if we do so, we will lose the precision by enlarging the
con�dence interval.

Integer solution As explained in section 2.5, we can compute one sub optimal
integer solution by combining the Bellman values of the continuous relaxation
with the integer constraints on the decision variables during the forward step.

The results are presented in table 3. The control variate value of -8.3946 is
obtained when solving (46) taking account of the integer constraints on the con-
trol variable. The heuristic gives an expected value of -13.4142, with standard
deviation of 0.93317, for 5000 forward samples.

As mentioned in remark 5.1, the deterministic counterpart value gives a good
insight on the gain obtained by using stochastic programming. In the contin-
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upper bound standard deviation of u.b. lower bound intrinsic value

Continuous -40.9976 1.56231 -42.0263 -8.9247
Integer -13.4142 0.93317 -8.39455

Table 3: Comparison of optimal value of continuous problem and integer prob-
lem

uous relaxation case, the optimal value got through stochastic programming is
about 5 times better than the deterministic counterpart value. Concerning the
integer variable problem, although only an upper bound could be generated,
it is nevertheless about 50% better than the one of the deterministic counter-
part. Therefore we conclude that the optimal value of the stochastic integer
program lies somewhere between −41.00 (continuous relaxation optimal value)
and −13.41 (integer sub-optimal value). Reducing this interval is the object of
our future work.
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