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Outline

VFI partitioning  
Multi-VFI NoC designs

P titi i d lt i tPartitioning and voltage assignment 

Examples

On-line control
State-based model construction

Feedback control architectureFeedback control architecture

Stability issues

SummarySummary
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SoC VFI Partitioning

What is the most efficient partitioning and what are theWhat is the most efficient partitioning and what are the 

corresponding voltage/frequency assignments?
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Design Methodology for Multi-VFI NoCs

NoC Architecture
(topology routing etc )

Application W

(topology, routing, etc.)

Scheduling

W
orkload Scheduling

VFI Partitioning and

C
haracteVFI Partitioning and 

Static Voltage-Frequency
Assignment

erization

Interface Design for Voltage-
Frequency Islandsq y

D i V lt d

Off-line
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Dynamic Voltage and 
Frequency Scaling (DVFS) On-line



VFI Partitioning Problem

Given
N C hit t d h d l f th d i li tiNoC architecture and a schedule for the driver application

Maximum number of allowed VFIs and physical constraints

FindFind 
VFI partitioning (i.e., optimum number of VFIs, n ≤ N)

Assignment of the supply and threshold voltages to each islandAssignment of the supply and threshold voltages to each island

Such that the total energy consumption is minimized

Number of VFIs

( )∑+=
n

VFIAppTotal iEEE

Number of VFIs

=i 1
Application (useful) 
energy consumption 

Overhead of ith VFI
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(comp+comm)

Voltage/Frequency Assignment Problem

Given a VFI partitioningGiven a VFI partitioning

Find supply (Vi) and threshold (Vti) voltage assignments
Such that application energy consumption is minimizedSuch that application energy consumption is minimized

( ) ( ) ( )∑∑∑
∀ ∀∀

+=
Ti Ti

bit
Ti

tiiiApp j,iEj,ivolV,VEEmin
∈∀ ∈∀∈∀ Ti TiTi

Energy consumed when the task 
is executed at (Vi Vti)

Communication energy 
consumption

Subject to the following deadline constraints per task t:
x

is executed at (Vi ,Vti) consumption

tt
t
Comm

t

t timestartdeadlinet
f

x
−−≤+
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Execution time Communication delay



VFI Partitioning and Voltage Assignment Algorithm

For all pairs of 
neighboring islands (i j )neighboring islands (i , j )

Merge VFIs i and j

Solve static VF 
assignment problem

Merge VFIs i and j

Given an initial partitioning 
with N islands, find the assignment problem 

Compute the 
ti

with N islands, find the 
static voltages 

energy consumption

Update the VFIMerge the pair of islands that

Solve the static 
voltage/frequency 

assignment problem Update the VFI 
configuration

g p
provides the minimum energyassignment problem 
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This can be also implemented as a branch & bound algorithm. 
We can obtain exact results for small examples.

Voltage Assignment Algorithm

For all pairs of 
neighboring islands (i , j )neighboring islands (i , j )

Merge VFIs i and j

Solve static VF 
assignment problem 

Given an initial partitioning 
with N islands, find the 

static voltages 

Compute the 
energy consumption

Merge the pair of islands that Update the VFI 
configuration

Merge the pair of islands that
provides the minimum energy

( ) ( ) ( )∑∑∑
∈∀ ∈∀∈∀

+=
Ti Ti

bit
Ti

tiiiApp j,iEj,ivolV,VEEmin

x
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Voltage Assignment Algorithm

For all pairs of 
neighboring islands (i j )neighboring islands (i , j )

Merge VFIs i and j

Solve static VF 
assignment problem 

Given an initial partitioning 
with N islands, find the 

static voltages 

Compute the 
energy consumption

Merge the pair of islands that Update the VFI 
configuration

Merge the pair of islands that
provides the minimum energy

Constrained nonlinear optimization or nonlinear programming
Finds a constrained minimum of a scalar function of several variables
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Use Matlab nonlinear solver (fminconfmincon)

Why Does VFI Partitioning Matters?
 

u Small benchmark scheduled on a 2×2 network 
using EDF
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Experiments with Realistic Benchmarks

Several E3S benchmarks (consumer, network, auto-industry, telecom)

A li i h d l d N C i f 3 3Applications scheduled to NoCs ranging from 3×3 to 5×5
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36% 49% 80% 78%

Improvement over 
1-VFI solution

Outline

VFI partitioning  
Multi-VFI NoC designs

P titi i d lt i tPartitioning and voltage assignment 

Examples

On-line control 
State-based model construction

Feedback control architectureFeedback control architecture

Stability issues

SummarySummary
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Why On-line Control?

Cannot rely on nominal values 
because they vary

Temperature
because they vary

Sources of concern are workload, 
process, voltage, temperature 

DelayTarget and 
actual queue 

ili i
p g p
variations

Cope with the parameter 
variations which cannot be

Controller 
utilizations

variations which cannot be 
predicted or accurately modeled 
at design time

System under control 

VoltageFrequency

Heuristic techniques and 
manual tuning won’t work! Static PowerDynamic Power

y
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Distributed Power Management in Magali

A 477mW NoC-based digital baseband for MIMO 4G SDR chip organized 
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around a 15-router asynchronous NoC that connects 22 processing units.

[Clermidy et al, ISSCC’10]



Local Control in Multi Clock Domain Processors

The clock domain partitions in an MCD processor Interface model between the domains

[Semeraro, et al, HPCA’02] [Wu, et al, ASPLOS’04]

PID controller for voltage/frequency control proposed previously using only local 
queue information

Ignores interactions among multiple queues

Works fine if frequency change in one clock domain has negligible impact on other domains

For an MCD processor with arbitrary partitions and strong interactions among multiple

RGM2– ISCA’10 115

For an MCD processor with arbitrary partitions and strong interactions among multiple 
queues, a centralized online DVFS scheme may be needed

Design Methodology for Multi-VFI NoCs

Traditionally, PID controllers are used due to simplicity. However, 
state-space modeling brings new opportunitiesstate space modeling brings new opportunities

Precise controllability and stability analysis

Pole placement linear quadratic regulator robust controllerPole placement, linear quadratic regulator, robust controller

V1, f1ns
 

O
s

Voltage-
frequency

V1, f1

V2, f2

…∑ut
ili

za
tio

n
fa

ce
 F

IF
O

+
NoC under

control
q y

controller
VN, fN

…∑

D
es

ire
d 

u
fo

r i
nt

er
f

_

D

State
Actual utilization 
of interface FIFOs

RGM2– ISCA’10 116

feedback
of interface FIFOs



Design Methodology for Multi-VFI NoCs

Parameter VariationsWorkload

VFI 
Configuration

State-space Model
Construction

Feedback Control
DesignConfiguration Construction Design
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State
feedback

of interface FIFOs

Formal Feedback Control

Multi-VFI Network-on-Chip Write to FIFO 
(λ packets/sec)

Operating 
frequency f2Interface queue utilizations are the 

states of the system

State feedback for voltage

(λ packets/sec)

Read from FIFO
Operating 

f f

frequency f2

State feedback for voltage-
frequency control

Control interval is T μsec

Read from FIFO 
(μ packets/sec)

frequency f1

μ

State (queues utilization)
PE PE PE

][ 21 Nq,...,q,qQ =
State (queues utilization)

PE PE PE

][ 21 NfffF = M

Input (clock speeds)
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PE PE PE
][ 21 Nf,...,f,fF M



Step-by-step Model Construction (one queue)

Amount of data (packets) 
read from the queueλ μ

V1, f1

λλ μ

V1, f1 Average utilization in 
the kth control interval

)1()1()1()( 11 −−−+−= kTμkTλkqkq
q2q1

λ1 μ2

λ

q2q1

λ1λ1 μ2

λ
Amount of data (packets) 

written to the queue

μ1 λ2

V2, f2

μ1μ1 λ2

V2, f2

If data read/write rates are proportional to the frequency of the VFI

)1()1(,)1()1( 211111 −=−−=− kfμkμkfλkλ )()(,)()( 211111 fμμf

The state-space equation can be written as

[ ]
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
−+−=

)1(

)1(
)1()(

1

11
kf

kf
μλTkqkq
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⎥⎦⎢⎣ − )1(2 kf
B

Step-by-step Model Construction (three queues)

⎥
⎤

⎢
⎡ − 11 0μλV1, f1 V2, f2

λ1 μ First row → q1

⎥
⎥
⎥
⎥

⎢
⎢
⎢
⎢
−= 22 0 λμBq1

q2

q3

1 μ1
μ2 λ3

Second row → q2

⎥⎦⎢⎣ − 330 μλ
V3, f3λ2 μ3

f f f

Third row → q3

The topology of the VFIs determines the matrix B

f1 f2 f3

An algorithm automatically constructs B

The structure of the model is the same regardless of B

111 )1()1()( ×××× += MMNNN k-FTBk-QkQ
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System Controllability

In the multiple voltage-frequency island system with M islands, 
utilization of at most M queues can be controlled.
The system is controllable iff rank(B) = N (i.e., number of controlled queues)

Motion
Compensation

Motion
Estimation

VFI-1 VFI-2
CompensationEstimation

Queue 1
Input
Buffer

Variable 
Length 
Encoder

R R
Queue 1

I Q ti ti

Encoder

DCT & F

Queue 2
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Inv. Quantization
Inv. DCT

DCT &
Quantization

Frame
Buffer

Feedback Control Architecture

R(k) K ∑
+

B ∑
+

1I Q(k)

Gain matrix
F (k)

R(k) K0    ∑ B ∑ z-1IN×N Q(k)
Desired Queue 

Utilizations
+

IN×N

Utilizations
Queues 
under control

)1()1()( kTBFkQkQ +=
Open loop system: K 

State feedback matrix)1()1()( k-TBFk-QkQ += State feedback matrix

Cl d l t ⎥
⎤

⎢
⎡ − 11 0μλ

0)1()()( TBRKk-QTBKIkQ +−=
Closed loop system:

⎥
⎥
⎥
⎥

⎢
⎢
⎢
⎢
−= 22

0

0

λ

λμB
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0)()()( QQ
⎥⎦⎢⎣ − 330 μλ



Feedback Control Architecture

R(k) K ∑
+

B ∑
+

1I Q(k)

Gain matrix
F (k)

R(k) K0    ∑ B ∑ z-1IN×N Q(k)
Desired Queue 

Utilizations
+

IN×N

Utilizations
Queues 
under control

K 
State feedback matrix)1()()( TBRKkQTBKIkQ

Closed loop system:

State feedback matrix

Design of the state feedback matri K

0)1()()( TBRKk-QTBKIkQ +−=

Design of the state feedback matrix K
Find K such that the eigenvalues of the closed loop system are inside the 

unit circle despite the workload variations
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u t c c e desp te t e o oad a at o s

Eigenvalue placement, linear quadratic regulator (LQR) design

Feedback Control Architecture

R(k) K ∑
+

B ∑
+

1I Q(k)

Gain matrix
F (k)

R(k) K0    ∑ B ∑ z-1IN×N Q(k)
Desired Queue 

Utilizations
+

IN×N

Utilizations
Queues 
under control

K 
State feedback matrix)1()()( TBRKkQTBKIkQ

Closed loop system:

State feedback matrix

By finite value theorem gain matrix K0 = K

0)1()()( TBRKk-QTBKIkQ +−=

By finite value theorem, gain matrix K0 = K

Possible extensions
Adaptive techniques such as gain scheduling
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Adaptive techniques, such as gain scheduling

Monitor the workload and compute K or use values computed off-line



Experiments with MPEG-2 Encoder

The encoder is divided into three VFI islands and mixed clock 
FIFOs are used at the interfacesFIFOs are used at the interfaces

The frequency of Variable Length Encoder is set  to achieve the 
desired encoding rateg

V f V fV fV1, f1 V3, f3V2, f2

Motion
Compensation

Motion
Estimation CompensationEstimation

Input
Variable 
LengthR R

DCT &
Q ti ti

Inv. Quantization
I DCT

Frame
B ff

p
Buffer

Length 
Encoder

R R
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QuantizationInv. DCT Buffer

Frequency Tracking Capabilities

50 Frames/sec for 352×288 CIF frames

f1 is set to meet the target, f2 and f3 follow f1
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Results on FPGA prototyping

Work on FPGA prototype using Virtex-II Pro FPGA from Xilinx

Inter domain communicationInter-domain communication

Delay Locked Loops (DLLs) used to generate individual clock signals

Block RAM based mi ed clock FIFOsBlock-RAM based mixed-clock FIFOs

Voltage conversion not supported yet by Xilinx boards

MPEG-2 encoder design divided into three VFIs

S h d i tili 16966 LUTSynchronous design utilizes 16966 LUTs

Design with three VFIs utilizes 19161 LUTs

P ti bt i d i XP

13% overhead

Power consumption obtained using XPower

Without voltage scaling, power drops from 277W to 259W

Consistent with simulations
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Consistent with simulations

Clock Control Architecture

4 basic clocksClock Control 
Clock Source

Clock
Divider

Algorithm ROM

PicoBlaze
Microprocessor

17.515

Clock DLLs

Four basic

DividerMicroprocessor

Search12.5 20
MHzMHz

Clock Control

Four basic 
clocks

Search 
Frequency

Frequency Table
ROM

MHz MHz

Clock 1 Clock 2 Clock 3

ROM

PE1
MicroBlaze

Microprocessor

Clock 1

PE1
MicroBlaze

Microprocessor

Clock 2

PE1
MicroBlaze

Microprocess

Clock 3
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FIFO 1
Microprocessor Microprocessor

FIFO 2
Microprocess

or



Clock Control Architecture

4 basic clocksClock Control 
Clock Source

Clock
Divider

Algorithm ROM

PicoBlaze
Microprocessor

17.515

Clock DLLs

Four basic

DividerMicroprocessor

Search12.5 20
MHzMHz

Clock Control

Four basic 
clocks

Search 
Frequency

Frequency Table
ROM

MHz MHz

Clock 1 Clock 2 Clock 3

ROM

PE1
MicroBlaze

Microprocessor

Clock 1

PE1
MicroBlaze

Microprocessor

Clock 2

PE1
MicroBlaze

Microprocess

Clock 3
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FIFO 1
Microprocessor Microprocessor

FIFO 2
Microprocess

or

Clock Control Architecture

4 basic clocksClock Control 
Clock Source

Clock
Divider

Algorithm ROM

PicoBlaze
Microprocessor

17.515

Clock DLLs

Four basic

DividerMicroprocessor

Search12.5 20
MHzMHz

Clock Control

Four basic 
clocks

Search 
Frequency

Frequency Table
ROM

MHz MHz

Clock 1 Clock 2 Clock 3

ROM

The voltage/frequency control circuitry can

PE1
MicroBlaze

Microprocessor

Clock 1

PE1
MicroBlaze

Microprocessor

Clock 2

PE1
MicroBlaze

Microprocess

Clock 3The voltage/frequency control circuitry can
be implemented in HW

The control algorithm can be implemented
i fi / OS
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FIFO 1
Microprocessor Microprocessor

FIFO 2
Microprocess

or
in firmware / OS



Summary

Energy issues in multi-VFI NoCs are crucial 

VFI synthesis via partitioning and voltage allocation

Other formulations are possible

Dynamic V/F control yields significant power savings over static 
approaches while being robust to workload variations

DVFS ll h i i i kl d h i iDVFS controller smoothes out variations in workload characteristics

Precise controllability and stability conditions can be defined

More work needed to addressMore work needed to address
Adaptive techniques for VFI control

Run-time optimizations for multiple applicationsRun-time optimizations for multiple applications

Impact of dynamic traffic on overall DVFS-based  power management  
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Technology-driven limits on DVFS controllability
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