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ABSTRACT
Sequential selection, introduced for Evolution Strategies (ESs) with the aim of accelerating their convergence, consists in performing the evaluations of the different offspring sequentially, stopping the sequence of evaluations as soon as an offspring is better than its parent and updating the new parent to this offspring solution. This paper investigates the impact of the application of sequential selection to the $(1,4)$-CMA-ES on the BBOB-2010 noisy benchmark testbed. The performance of the $(1,4^s)$-CMA-ES, where sequential selection is implemented, is compared to the baseline algorithm $(1,4)$-CMA-ES. Independent restarts for the two algorithms are conducted till a maximum of $10^4D$ function evaluations per trial was reached, where $D$ is the dimension of the search space.

The results show that the sequential selection within the $(1,4)$-CMA-ES clearly outperforms the baseline algorithm $(1,4)$-CMA-ES by at least 12% on 7 functions in 20D whereas no statistically significant worsening can be observed. Moreover, the $(1,4^s)$-CMA-ES shows shorter expected running times on 6 functions of up to 32% compared to the function-wise best algorithm of the BBOB-2009 benchmarking (in 20D and for a target value of $10^{-7}$).

1. INTRODUCTION
Evolution Strategies (ESs) are robust stochastic search algorithms for numerical optimization where the objective function to be minimized, $f$, maps the continuous search space $\mathbb{R}^D$ into $\mathbb{R}$. In ESs, a population of $\lambda$ candidate solutions is sampled at each iteration by adding to a current solution $\lambda$ random vectors following a multivariate normal distribution. In the local search $(1,\lambda)$-ES we are interested in, the best of the $\lambda$ solutions, i.e., the solution having the smallest objective function value, is selected to become the new current solution.

Sequential selection has been recently introduced for Evolution Strategies with the aim of accelerating their convergence [2]. When sequential selection is applied in a $(1,\lambda)$-ES, the evaluations are carried out sequentially and the sequence of evaluations is stopped as soon as an offspring turns out to be better than its parent. The parent for the next iteration is then set to this offspring. In this paper, we evaluate the impact of sequential selection on the $(1,4)$-Covariance-Matrix-Adaptation Evolution-Strategy (CMA-ES) using the BBOB-2010 noisy testbed. The performance of the $(1,4^s)$-CMA-ES implementing sequential selection is compared to the performance of the $(1,4)$-CMA-ES. The algorithms as well as the CPU timing experiments are described in a complementing paper in the same proceedings [1].

2. COMPARING THE $(1,4)$ AND THE $(1,4^s)$-CMA-ES
Results from experiments comparing $(1,4)$-CMA-ES and $(1,4^s)$-CMA-ES according to [4] on the benchmark functions given in [3, 5] are presented in Figures 1, 2 and 3 and in Table 1. The expected running time (ERT), used in the figures and table, depends on a given target function value, $f_t = f_{\text{opt}} + \Delta f_t$, and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach $f_t$, summed over all trials and divided by the number of trials that actually reached $f_t$ [4, 6].

Statistical significance is tested with the rank-sum test for a given target $\Delta f_t$ ($10^{-8}$ in Figure 1) using, for each trial, either the number of needed function evaluations to reach $\Delta f_t$ (inverted and multiplied by $-1$), or, if the target was not reached, the best $\Delta f$-value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
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First of all, it is to mention that already the simple (1,4)-CMA-ES outperforms the function-wise best algorithm of the BBOB-2009 benchmarking in 2D on the Gallagher function with Cauchy noise \( f_{130} \) by about 40% (although only 11 of the 15 runs are successful) and that it shows the same expected running time than the BBOB-2009 function-wise best algorithm on the sphere function with moderate Cauchy noise \( f_{103} \).

Moreover, the sequential selection in the (1,4\(^s\))-CMA-ES further improves over the (1,4)-CMA-ES on seven functions statistically significant in 20D and for a target value of \( 10^{-7} \): on \( f_{101} - f_{103} \), the improvement is between 12% and 20%, on \( f_{106} \) and \( f_{118} \), the improvement is 40% and on \( f_{121} \) and \( f_{112} \), the running time of the (1,4\(^s\))-CMA-ES is smaller than the one of the (1,4)-CMA-ES by a factor of about 2 and 3 respectively (all results statistically significant). No statistically significant worsening on any function in 5D and 20D can be observed although the expected running times on \( f_{130} \) are approximately 50% higher for the (1,4\(^s\))-CMA-ES than for the (1,4)-CMA-ES and also the success probability of the (1,4\(^s\))-CMA-ES is smaller on this function (8 versus 11 instances solved).

Despite this result on \( f_{130} \), the (1,4\(^s\))-CMA-ES shows, in comparison to the function-wise best algorithm of the BBOB-2009 benchmarking, better results on all functions that are solved except for the comparably easy functions \( f_{101} \) and \( f_{102} \) as well as on \( f_{118} \) (in 20D and for a target value of \( 10^{-7} \)): on \( f_{106} \), \( f_{121} \), and \( f_{130} \), the improvements are rather small (\( \leq 10\% \)) but on \( f_{103} \), the (1,4\(^s\))-CMA-ES is 18% faster, on \( f_{109} \) 32% faster, and on \( f_{112} \) 20% faster than the function-wise best algorithm of BBOB-2009, which was in all those cases the IPOP-SEP-CMA-ES of [7]—showing that incorporating the sequential selection idea into the separable CMA-ES of [7] might even further improve the results.

### 3. CONCLUSIONS

The idea behind the sequential selection scheme introduced in [2] is to finish the iteration as soon as an offspring is evaluated which is better than the current solution and thereby save some of the \( \lambda \) function evaluations per iteration in a \((1 + \lambda)\)-ES. Here, the concept of sequential selection has been integrated into a comma-strategy, the so-called (1,4\(^s\))-CMA-ES, and compared with the corresponding baseline (1,4)-CMA-ES on the noisy BBOB-2010 testbed.

The results show that the (1,4)-CMA-ES and its improved version (1,4\(^s\))-CMA-ES with sequential selection solve 9 of the 30 functions overall. No statistically significantly worse results can be observed for the (1,4\(^s\))-CMA-ES although the expected running times on \( f_{130} \) are approximately 50% higher for the (1,4\(^s\))-CMA-ES than for the (1,4)-CMA-ES. Instead, the sequential selection in the (1,4\(^s\))-CMA-ES improves over the (1,4)-CMA-ES on seven functions statistically significantly in 20D with improvements of at least 12%.

Moreover, the (1,4\(^s\))-CMA-ES even shows an improved performance over the overall best algorithm from the BBOB-2009 benchmarking on 6 functions (in 20D and for a target value of \( 10^{-7} \)). Interestingly, all those 6 functions belong to the class of functions with additional Cauchy noise. The largest improvements are obtained on \( f_{103} \) (18% faster than the best algorithm of the BBOB-2009 benchmarking on that function), on \( f_{109} \) (32% faster), and on \( f_{112} \) (26% faster).
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Figure 1: Ratio of the expected running times (ERT) of \((1,4^*)\)-CMA-ES divided by \((1,4^*)\)-CMA-ES versus \(\log_{10}(\Delta f)\) for \(f_{101} \text{–} f_{130}\) in \(2, 3, 5, 10, 20\). Ratios \(<10^0\) indicate an advantage of \((1,4^*)\)-CMA-ES, smaller values are always better. The line gets dashed when for any algorithm the ERT exceeds thrice the median of the trial-wise overall number of \(f\)-evaluations for the same algorithm on this function. Symbols indicate the best achieved \(\Delta f\)-value of one algorithm (ERT gets undefined to the right). The dashed line continues as the fraction of successful trials of the other algorithm, where 0 means 0% and the y-axis limits mean 100%, values below zero for \((1,4^*)\)-CMA-ES. The line ends when no algorithm reaches \(\Delta f\) anymore. The number of successful trials is given, only if it was in \(\{1 \ldots 9\}\) for \((1,4^*)\)-CMA-ES (1st number) and non-zero for \((1,4^*)\)-CMA-ES (2nd number). Results are statistically significant with \(p = 0.05\) for one star and \(p = 10^{-***}\) otherwise, with Bonferroni correction within each figure.
Figure 2: Expected running time (ERT in log10 of number of function evaluations) of $1,4^\ast$-CMA-ES versus (1,4)-CMA-ES for 46 target values $\Delta f \in [10^{-8}, 10]$ in each dimension for functions $f_{101}^\ast-f_{130}^\ast$. Markers on the upper or right edge indicate that the target value was never reached by $(1,4^\ast)$-CMA-ES or (1,4)-CMA-ES respectively. Markers represent dimension: 2:+, 3:+, 5:*+, 10:*+, 20:%.
Figure 3: Empirical cumulative distributions (ECDF) of run lengths and speed-up ratios in 5-D (left) and 20-D (right). Left sub-columns: ECDF of the number of necessary function evaluations divided by dimension $D$ (FEvals/D) to reached a target value $f_{\text{opt}} + \Delta f$ with $\Delta f = 10^k$, where $k \in \{1, -1, -4, -8\}$ is given by the first value in the legend, for $(1,4^*)$-CMA-ES (solid) and $(1,4)$-CMA-ES (dashed). Light beige lines show the ECDF of FEvals for target value $\Delta f = 10^{-5}$ of all algorithms benchmarked during BBOB-2009. Right sub-columns: ECDF of FEval ratios of $(1,4^*)$-CMA-ES divided by $(1,4)$-CMA-ES, all trial pairs for each function. Pairs where both trials failed are disregarded, pairs where one trial failed are visible in the limits being $> 0$ or $< 1$. The legends indicate the number of functions that were solved in at least one trial $(1,4^*)$-CMA-ES first.)
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Table 1: ERT in number of function evaluations divided by the best ERT measured during BBOB-2009 (given in the respective first row) for the algorithms (1,4)-CMA-ES and (1,4s)-CMA-ES for different $d$ values for functions $f_{301}$-$f_{910}$. The median number of conducted function evaluations is additionally given in a symbol, with Bonferroni correction of $60$. Bold entries are statistically significantly better compared to the other algorithm, with $p = 0.05$ or $p = 10^{-k}$ where $k > 1$ is the number following the $\ast$ symbol, with Bonferroni correction of 60.