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string analysis, hold complex states in an object-oriented fashion, and so on). Procedural and object-

oriented constructs conflict with the static declarative structure of context-based dialog formalisms. 

 

3.2 Conforming to industry standards 

 
 
VoiceXML has been a first step towards a combined procedural and declarative approach, because it has 

foreseen both a form-filling mechanism and a procedural interpreter, in the form of the standard 

ECMAScript standard language [29]; context variables and scripts belong to the same namespace. In 

addition, ECMAScript is a powerful general-purpose language, but its usefulness is severely limited by 

being confined on the client-side. Therefore, this interesting approach is limited by the web-based 

paradigm, because the document generation and exchange have to be meta-programmed and executed at 

runtime, and the procedural interpreter is restricted to the browser. Both the high-level dialog 

management and the resources access take place on the web server, where they have to be programmed 

with the less-than-straightforward mechanisms like Java Server Pages. Again, this paradigm may be 

familiar to programmers, but is often outside of the grasp of domain experts for dialog writing or 

maintenance.  For the reasons discussed in the previous section, VoiceXML has a negative impact on the 

ability to produce telemedicine applications efficiently.  

 

As a consequence, a variety of extensions to VoiceXML have been proposed: for instance, DialogXML 

(applied to car telematics) extended the VB in order to support NLP KANTOO generated grammars [30]. 

A prototype of an editor for creating VoiceXML documents is exposed in [31]. Other VoiceXML 

generative approaches are presented in [32], which follows a database-oriented approach, and in [33], 

which is seemingly targeted towards customer care tasks with sophisticated call routing. We believe that a 

big effort should still be done in adapting dialog systems best practices [34], such as confirmation 

strategies, adaptability, mixed initiative into VoiceXML-based frameworks, providing usable speech 

interfaces to users and graphical interfaces to developers. 

 

We devised a dialog representation that overcomes these limits. This work has been motivated by two 

main factors: (1) reduce time required to deploy dialogue applications, and enable subjects who were not 
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When a call is setup, the main subdialogue is retrieved and started; it will, in turn, invoke other 

subdialogues, and so forth.  When the end of each subdialogue is reached, the execution flows returns to 

the caller, and at the end of the main subdialogue, the call is terminated.  Subdialogues flow can be 

altered by throwing dialog-specific exceptions.  

 

 

Figure 1 Block diagram of the AdaRTE architecture. 
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Figure 2 Block-based dialogue description. Subdialogues are defined by the application developer 
(shown here as rounded dotted boxes), and can be invoked with a subdialogue calling block (shown in 
double-border). 

 
 

 

Figure 3 Within-application reuse of blocks. Dialogue sequence is rearranged without duplication 

 

Several blocks are available for building subdialogues, namely: prompt, question, script, decision, 

exception handler, prompt sets, place-holders, containers and subdialogue calling blocks (Table I).  

 

Block Class Description 

Prompt Evaluates its content and realizes the result in speech 

Question Evaluates and plays its content ; activates a grammar, and 

binds the return value to an object 

Script Allows bulk evaluation of arbitrary procedural and object-

oriented code; may be used e.g. for defining functions, 









 14 

validated in the past, and two more test cases for peritoneal dialysis and OAT assistance.  Implementation 

details are also presented in this section.  A number of practical examples are displayed, describing the 

implementation of some of the important features explained in section 4. 

 

5.1 Evaluation 

 

AdaRTE was evaluated by constructing five health-care dialogues, paying special attention to the metrics 

that allow us to measure each dialogue development process. As a consequence, the strength of the 

framework is demonstrated by describing the variety of supported voice applications. At first, we 

consider as metrics the time invested, the expertise of developers and the technology and platform used in 

each developed dialogue, as shown in Table II.  The first dialogue prototype is based on the TLC-COPD 

system previously deployed by the Friedman et al. [3]. For this specific example, we used Tellme Studio 

as VSP. The implementation of this pilot required less than two weeks of man-effort.  The fulfilled 

activities, shown in Figure 5, included database schema definition, data preparation and dialogue 

deployment. This dialogue is in English language and based on phone keypad interaction (also known as 

touch-tones, based on dual-tone multi-frequency or DTMF). 

 

No. Prototype 

Development 

Mode Grammar Platform Lang. Ref. Time 
(wk) 

Prof. 

1 Chronic Obstructive  
Pulmonary Desease 2  Expert DTMF -- Tellme Studio, 

Loquendo English [3] 

2 Hypertensive Patients 
Management 3  Expert Speech GSL , 

SGRS 
Voxpilot, 
Loquendo Italian [4] 

3 Diabetes 4  Non-
Expert Speech SGRS Loquendo Italian [5] 

4 Dialysis 4  Non-
Expert Speech SGRS Loquendo Italian -- 

5 Oral Anticoagulation  
Therapy 4  Non-

Expert Speech SGRS Loquendo Italian -- 

Table II - Five test-case health dialogues implemented in AdaRTE. The first three prototypes were based 
on previous implementations (see reference). GSL is the Nuance Grammar Specification Language; 
SRGS is the Speech Recognition Grammar Specification from the WWW Consortium[37]. 
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Figure 5 Gantt diagram of the COPD dialogue pilot prototype implemented in AdaRTE. 

 
 
The second test case has been the partial re-implementation of the Homey dialogue system for the care of 

hypertension. It included an extensive Electronic Health Records (EHR) system with storage of personal 

data and profiles, in order to support dialogue adaptability. The original system has been used at two 

Italian hospitals for approximately two years [4]. Despite the successful deployment, the time spent in 

developing the original system (Figure 6) has been rather long and the result was reusable only to a 

limited extent. The voice part of the Homey system, for instance, took approximately one man-year for 

design and implementation. Re-engineering the system from the original proprietary dialogue manager to 

the AdaRTE architecture required approximately three weeks (eleven days of man effort).  This valuable 

test case allowed a side-to-side comparison between different dialog development environments. The re-

development of this prototype involved the following activities: VSP evaluation, database definition, and 

grammars and dialogue deployment (Figure 7). Unlike the TLC-COPD pilot, this system makes extensive 

use of grammars for speech input;  grammars were formulated both in the GSL (Nuance 7) and the SRGS 

grammar formats [37], and the dialogue was tested by using the Voxpilot and Loquendo VoxNauta 7.0 

VSP platforms.  
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L 
Internal representation of 
generated speech No No No No Yes 

L Number of custom grammars 0 13 15 18 3 
C Total code lines 1127 781 2088 2415 882 
C Number of subdialogues 15 21 49 35 9 

C 
 
 
 

Number of 
blocks 

 
 
 

Questions 46 33 41 62 8 
Prompts 34 11 76 31 27 
Scripts 17 14 39 58 17 
Exception 
handler 1 8 62 32 5 
Containers 0 1 0 0 0 
No-match/ 
No-Input 0 6 62 30 4 

C Ecmascript code lines 636 396 1225 1526 623 
F Modality (Voice/DTMF) DTMF Voice Voice Both Voice 
F N-best/skip-list adoption No Yes No No No 

Table III  The metrics used to represent the complexity of the developed dialogues were grouped into:  D 
= Database Complexity, L= Language Model Complexity, C= Application complexity and F=Front-end 
complexity. 

 

Type Metrics Homey: 
Custom 

Homey: 
AdaRTE 

D Number of DB access 2 6 
D Number of DB tables 78 78 

L 
Internal representation of 
speech/semantics Yes Yes 

L 
Internal representation of 
generated speech No No 

L Number of custom grammars ~ 100 13 
C Total code lines 10132 781 
C Number of subdialogues 26 21 

C 
 
 
 

Number of 
blocks 

 
 
 

Questions - 33 
Prompts - 11 
Scripts - 14 
Exception 
handler 

- 
8 

Containers - 1 
No-match/ 
No-Input 

- 
6 

C Procedural code lines 8776 396 
F Modality (Voice/DTMF) Voice Voice 
F N-best/skip-list adoption No Yes 

Table IV  A comparison between the custom context-based Homey dialog and the AdaRTE-based 
prototype reimplementation. 

 

The front-end complexity was measured considering the modality and the adoption of the confidence 

thresholds and n-best lists. The HOMEY dialogue, for example, activated the n-best confirmation strategy 

inside question blocks. Thus, in case of ASR misrecognition, the utterance will be added into the skip-list 
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Figure 10 Hierarchical structure of subdialogues in the dialysis vocal application. 

 
Figure 11Procedural code of a script block that access a database through the JDBC API 
(authentication). 
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8 Conclusion 
 
 
We have presented a dialogue-interpretation architecture for rapid dialog prototyping. The corresponding 

engine addresses current barriers to the realization of elaborate telephone-based interactions. AdaRTE 

differs significantly from other frameworks because it is targeted at the requirements of the chronic-care 

domain, which typically requires adaptable dialogs with complex structures and enquiry data collection 

tasks. The new methodology offers developers a high level of flexibility, by allowing dynamically access 

through the procedural execution environment surrounding the interpreter. At the same time, dialogs can 

be coded and inspected by developers which are not specifically trained in web-based technologies.  

 

The expressiveness of the dialogue representation yielded an important reduction of the time invested in 

developing a number of real-world prototypes. We have implemented five health-care dialogue 

prototypes and showed that development times were remarkably optimized with respect to earlier 

development methodologies. Finally, AdaRTE is a standard-compliant architecture for the incremental 

adoption and experimentation with advanced dialog formalisms. 
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