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#### Abstract

This paper deals with the ego-motion estimation (motion of the camera) from two views. When we want to estimate the ego-motion correctly we have to find correspondences and we need a calibrated camera. We solve the problem how we can incorporate such knowledge about camera calibration errors. We present the linear estimate of the uncertainty of the motion parameters based on the uncertainty in the calibration parameters. We did many tests with synthetic data. We find the relations between noise in the camera parameters and the acceptability of the translation vector. We show that the linear estimate of the translation vector uncertainty is very stable and useful even with a rough calibration. The estimate of the noise in the rotation seems to be less stable and the estimation of the rotation is very sensitive to the accuracy in calibration parameters.
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## 1 Introduction

We have two images captured by one camera from two different viewpoints. When we find at least eight corresponding points and when we know the calibration parameters of the camera, the Euclidean camera motion can be estimated up to scale. The Euclidean reconstruction of the scene can be done too. This problem has been solved over years ([11, 17]). When the camera parameters are not known other algorithms have to be used. Since we have only two images we can only establish the epipolar geometry, Luong et al. in [12], and we can do only the projective reconstruction. If we want to calibrate the camera we can use some of the many methods developed for the off-line camera calibration. Tsai did it in [16].

Having more images, at least three, we can employ the algorithms for the camera selfcalibration which theory was presented by Maybank and Faugeras in [13] or, when the camera undergoes planar motion we can use the algorithm developed by Armstrong et al. in [1]. Hartley has presented an iterative algorithm for Euclidean reconstruction from many uncalibrated views in [5].

In this paper we deal with two views and a roughly calibrated camera. We use linear method intended for a calibrated camera to estimate the ego-motion (motion of the camera). Because of noise in the estimation process, an error analysis is needed. There are two sources of noise: (1) noise in correspondences (2) noise in the calibration parameters. Weng [17] studied the influence of the noise on the motion parameters. Florou and Mohr [4] used the statistic approach to study reconstruction errors with the calibration parameters. In this paper we present a linear algorithm for the estimate of the validity of the motion parameters based on the uncertainty in the calibration parameters.

## 2 Fundamentals

### 2.1 Notation

Vectors will be denoted by bold characters. There will be two types of vector: (a) normal, in conventional sense, this type of vectors will be denoted by small bold characters $\mathbf{u}=$ $\left[u_{1}, u_{2}, \ldots, u_{n}\right]^{T}$, (b) column vectors which arise from the elements of the matrices, for instance the $3 \times 3$ matrix $E$, rearranged $9 \times 1$ vector, will be denoted by the capital bold character $\mathbf{E}$. The matrices are indicated by capital italics such as $E$. This notation will stand also in the subscripts. The sign $\xlongequal{\unrhd}$ we use to define new variables when the variable to be defined is obvious.

### 2.2 The camera model and the camera calibration

We use the pinhole camera model. There are three coordinate systems as it is illustrated in Figure 1. The world coordinate system $\left(W, x_{w}, y_{w}, z_{w}\right)$, the camera standard coordinate system ( $C, x, y, z$ ) and the coordinate system for the retinal plane ( $c, u, v$ ). Let us introduce the transformations among them:

$$
\left[\begin{array}{c}
x  \tag{1}\\
y \\
z
\end{array}\right]=[R \mid-R \mathbf{t}]\left[\begin{array}{c}
x_{w} \\
y_{w} \\
z_{w} \\
1
\end{array}\right] \triangleq P M .
$$



Figure 1: The pinhole camera, retinal (R) and focal (F) plane and three coordinate systems
The rotation matrix $R$ and the translation vector $\mathbf{t}$ characterize the orientation and the position of the camera with respect to the world coordinate system. From Figure 1 it is clear that the relationship between image coordinates and 3-D coordinates is

$$
\begin{equation*}
\frac{f}{z}=\frac{u}{x}=\frac{v}{y} . \tag{2}
\end{equation*}
$$

We introduce the normalized image coordinates as

$$
\mathbf{u}=\left[\begin{array}{c}
u  \tag{3}\\
v \\
1
\end{array}\right]=\left[\begin{array}{c}
f \frac{x}{z} \\
f \frac{y}{z} \\
1
\end{array}\right],
$$

where $f$ is the focal length of the camera. However, when we localize points in the image, we get the coordinates in pixels, $\left[q_{u}, q_{v}\right]$. What is the relationship between those pixel coordinates and the normalized coordinates $\mathbf{u}$ ? Introducing the calibration matrix $K$, we can write

$$
\left[\begin{array}{l}
u  \tag{4}\\
v \\
1
\end{array}\right]=\left[\begin{array}{ccc}
f k_{u} & f k_{u} \cos (\theta) & u_{0} \\
0 & \frac{f k_{v}}{\sin (\theta)} & v_{0} \\
0 & 0 & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
q_{u} \\
q_{v} \\
1
\end{array}\right] \triangleq K^{-1} \mathbf{q} .
$$

The meaning of the elements of the calibrating matrix is the following.
$f$ : The focal length of the camera, respectively, the distance between the retinal and the focal plane (see Figure 1).
$k_{u}$ resp. $k_{v}$ : These values characterize the horizontal resp. vertical size of the pixels. More precisely $1 / k_{u}$ resp. $1 / k_{v}$ is the horizontal resp. vertical size of the pixels in millimeters.
$u_{0}$ and $v_{0}$ : Pixel coordinates of the principal point. The principal point is the intersection of the optical axis with the retinal plane, in Figure 1 is denoted by "c".
$\theta:$ Angle in the retinal coordinate system ("skew"). See Figure 1.
The $k_{u}, k_{v}$ parameters have to be considered together with $f$. The skew angle $\theta$ is usually supposed to be very close $\pi / 2$, which is a valid approximation in practise. Thus the matrix $K$ can be rewritten in a simpler form as

$$
K=\left[\begin{array}{ccc}
\alpha_{u} & 0 & u_{0}  \tag{5}\\
0 & \alpha_{v} & v_{0} \\
0 & 0 & 1
\end{array}\right] .
$$

We can describe the introduced calibration parameters $\alpha_{u}$ resp. $\alpha_{v}$ as the focal length expressed in the horizontal resp. vertical pixel size. In this paper we assume that the matrix $K$ is in its simpler form (5). The above parameters are sometimes called intrinsic parameters of the camera, whereas $R$ and $\mathbf{t}$ are often titled extrinsic parameters of the camera. The knowledge of the intrinsic parameters enables the estimation of the Euclidean reconstruction of the scene and the Euclidean motion of the camera from two views. A number of methods for the camera calibration are known, for instance, from earlier off-line method presented by Tsai in [16] over nowadays method for the self-calibration of the camera, which undergoes a planar motion, by Armstrong et al. in [1], till the most general one, the theory of the camera self-calibration, presented by Maybank and Faugeras in [13]. However the approach, how to calibrate the camera, is not the main subject in this paper.

### 2.3 Two views, fundamental and essential matrix

Let us suppose that the camera moves without changing its intrinsic parameters. The geometry of this motion is shown in Figure 2. What can be estimated from two views, depends


Figure 2: Two views, the geometry and the coplanarity constraint.
whether the camera is calibrated or not $([3,5])$. Both situations, with a calibrated and with an uncalibrated camera, were studied over years. Starting with the article by Longuet-Higgins ([11]), over an article by Weng et al. ([17]), for calibrated cameras, till nowadays either [15] or [12] for the uncalibrated camera.

If the motion between two positions of the camera is given by the rotation matrix $R$ and the translation vector $\mathbf{t}$, and if $\mathbf{u}$ and $\mathbf{u}^{\prime}$ are normalized image coordinates (3) of corresponding points, then the coplanarity constraint is written as:

$$
\begin{equation*}
\mathbf{u}^{\prime}(\mathbf{t} \times R \mathbf{u})=0 \tag{6}
\end{equation*}
$$

Introducing the skew-symmetric matrix $S$

$$
S=\left[\begin{array}{ccc}
0 & -t_{z} & t_{y}  \tag{7}\\
t_{z} & 0 & -t_{x} \\
-t_{y} & t_{x} & 0
\end{array}\right],
$$

we can rewrite the above coplanarity constraint as

$$
\begin{equation*}
\mathbf{u}^{T} S R \mathbf{u} \stackrel{\unrhd}{\mathbf{u}^{\prime T}} E \mathbf{u}=0, \tag{8}
\end{equation*}
$$

where $E$ is the essential matrix. Since the $E$ matrix is the product of a skew-symmetric matrix and the orthonormal matrix $R$, it has a number of important properties. Its rank is two. More important is that $E$ can be decomposed into the skew-symmetric matrix $S$ post multiplied by the orthonormal rotation matrix $R$ if and only if one singular value is zero (rank 2 ) and the other two are equal and non zero. The necessity and the sufficiency of this condition is proved by Huang in [8]. The equality of the nonzero singular values is a very strong attribute of the essential matrix. Svoboda and Pajdla presented an efficient algorithm utilizing this equality [14].

What changes when we do not know the calibration parameters? We suppose that the pixel coordinates of corresponding points $\mathbf{q}$ resp. $\mathbf{q}^{\prime}$ are given. Having at least eight correspondences we can estimate the fundamental matrix by solving the set of linear equations

$$
\begin{equation*}
\mathbf{q}_{i}^{\prime T} F \mathbf{q}_{i}=0 . \tag{9}
\end{equation*}
$$

This equations arise from the epipolar geometry, this basic constraint which exists for two viewpoints. An exhaustive study of the epipolar geometry and the estimation of the fundamental matrix can be found in [12]. The uncertainty of the fundamental matrix in the case of noisy data was studied by Csurka et al. in [2]. By replacing $\mathbf{u}$ through the relationship (4) in the equation (8), it can be verified that the relation between the essential and the fundamental matrix is

$$
\begin{equation*}
E=K^{T} F K \tag{10}
\end{equation*}
$$

## 3 The uncertainty in the estimation process

We want to estimate the motion of the camera from two views. We suppose that the camera is calibrated. There are several sources of uncertainty in the estimation process. Firstly, the correspondences can only be located with finite precision and some correspondences can be completely mismatched. Secondly, the camera intrinsic parameters are determined with some uncertainty too. The influence of the errors in the correspondences was studied by Weng et
al. [17], for the calibrated camera and partly by Csurka et al. [2] for the uncalibrated case. Florou and Mohr in [4] did statistical tests for the importance of the camera parameters for the $3-\mathrm{D}$ reconstruction error. In the following sections we present how to estimate the uncertainty of the essential matrix and consequently the motion parameters due to the inaccuracy in the calibration parameters.

### 3.1 Properties of Gaussian random vectors

Firstly, we recall several facts about random variables. The attributes of Gaussian random variables are well known from the probability theory thus we give only several remarks. Let $\mathbf{x}$ be an $n$ dimensional Gaussian random vector and let $C_{\mathbf{x}}$ be its $n \times n$ covariance matrix. The covariance matrix is defined as

$$
\begin{equation*}
C_{\mathbf{x}}=\mathrm{E}\left\{\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)^{T}\right\} \tag{11}
\end{equation*}
$$

where $\overline{\mathbf{x}}$ denotes the mean of the random vector and $\mathrm{E}\{\mathbf{x}\}=\overline{\mathbf{x}}$ denotes the expectation (the mean). We suppose linear character of errors so we define a random vector $\mathbf{y}=A \mathbf{x}+\mathbf{b}$, where $A$ is a constant matrix and $\mathbf{b}$ is a constant vector. Then $\mathbf{y}$ is a Gaussian vector with the mean $\overline{\mathbf{y}}$ and with the covariance $C_{\mathbf{y}}$ given by

$$
\begin{align*}
\overline{\mathbf{y}} & =A \overline{\mathbf{x}}+\mathbf{b}, \\
C_{\mathbf{y}} & =A C_{\mathbf{x}} A^{T} \tag{12}
\end{align*}
$$

To better illustrate what information the covariance matrix can offer, consider two random variables $x, y$. Thus the covariance matrix is:

$$
C_{x y}=\left[\begin{array}{cc}
\operatorname{var}^{2}(\mathrm{x}) & r_{x y} \operatorname{var}(\mathrm{x}) \operatorname{var}(\mathrm{y})  \tag{13}\\
r_{x y} \operatorname{var}(\mathrm{x}) \operatorname{var}(\mathrm{y}) & \operatorname{var}^{2}(\mathrm{y})
\end{array}\right],
$$

where $r_{x y}$ is the so called correlation coefficient. $-1 \leq r_{x y} \leq 1$. What we call the variance, is somewhere else called standard deviation. Actually, in this paper for a simple random variable $\operatorname{var}^{2}(\mathrm{x})=\mathrm{C}_{\mathrm{x}}$ holds. In Figure 3 the situation for correlated variables $\left(r_{x y}=0.95\right.$ and for $\left.r_{x y}=-0.95\right)$ and for uncorrelated variables $\left(r_{x y}=0.00\right)$ is demonstrated.

Now we reformulate the above equations for the general case. Let the transformation be

$$
\begin{equation*}
\mathbf{y}=f_{\mathrm{xy}}(\mathbf{x}) . \tag{14}
\end{equation*}
$$

When the transformation is linear, the equations (12) are directly applicable. When $f_{\mathrm{xy}}$ is non-linear we use the first order linear approximation. The Jacobian matrix is

$$
\begin{equation*}
J_{\mathrm{xy}}=\frac{\partial f_{\mathrm{xy}}}{\partial \mathbf{x}} \text { at } \mathbf{x}=\overline{\mathbf{x}} . \tag{15}
\end{equation*}
$$

Two or more characters as indexes denote the step from one random variable to another. Then we can rewrite (12) as

$$
\begin{align*}
\overline{\mathbf{y}} & =f_{\mathbf{x y}}(\overline{\mathbf{x}}) \\
C_{\mathbf{y}} & =J_{\mathbf{x y}} C_{\mathbf{x}} J_{\mathbf{x y}}^{T} \tag{16}
\end{align*}
$$

The proof of the above equations is easy. Expand $\mathbf{y}$ into Taylor series at $\mathbf{x}=\overline{\mathbf{x}}$ :

$$
\begin{equation*}
\mathbf{y}=f_{\mathbf{x y}}(\overline{\mathbf{x}})+\frac{\partial f_{\mathrm{xy}}}{\partial \mathbf{x}}(\mathbf{x}-\overline{\mathbf{x}})+\mathcal{O}\left((\mathbf{x}-\overline{\mathbf{x}})^{2}\right) \tag{17}
\end{equation*}
$$

Now ignore the second order terms and put the rest of equation (17) into equation (11). The result presented in equations (16) is then obvious.


Figure 3: Correlation between two random variables.

### 3.2 Statistic and analytic approach

We describe two basic ways how to assess the uncertainty. At first, we can do many tests with noisy data and repeat them for many types of motion, for many different scenes, and so forth. Then several statistic methods can be used for the analysis of the statistical data [9]. However, this approach is very time expensive and we can not estimate the uncertainty in the concrete situation in a reasonable time. At second, we would derive the analytic relationship $[E, R, \mathbf{t}]=$ $f(K, F)$ and then compute the Jacobian matrices and finally the covariances employing the procedures described in the previous section. The Maple symbolic computational software was used to derive more complex relationships.

### 3.3 Covariance of the essential matrix

Let us suppose we know the fundamental matrix, which we estimated by the set of equations (9). The essential relationship between the essential and the fundamental matrix is

$$
\begin{equation*}
E=K^{T} F K \tag{18}
\end{equation*}
$$

where $K$ is the calibration matrix. We would like to investigate the influence of the uncertainty of the calibration parameters on the essential matrix. Thus we suppose that $F$ is exact. The $K$ matrix contains four calibration parameters, equation (5). We consider them as Gaussian random variables with mean covered by $K$ and with covariance matrix $C_{K}$. Having in mind the equations (16), the sufficient characteristics of the Gaussian essential matrix, the mean and the covariance matrix, can be estimated as

$$
\begin{align*}
E & =K^{T} F K, \\
C_{E} & =J_{K E} C_{K} J_{K E}^{T}, \tag{19}
\end{align*}
$$

where $J_{K E}$ is the Jacobian matrix computed using equation (15).

### 3.4 Covariance of the motion parameters

The motion parameters are the translation vector $\mathbf{t}$ and the Euler angles $\mathcal{E}=[\varphi, \vartheta, \psi]$. The relationship between $\mathcal{E}$ and the rotation matrix $R$ [10] is

$$
R=\left[\begin{array}{lll}
\cos (\varphi) \cos (\psi) \cos (\vartheta)-\sin (\varphi) \sin (\psi) & -\cos (\psi) \sin (\varphi)-\cos (\varphi) \cos (\vartheta) \sin (\psi) & \cos (\varphi) \sin (\vartheta)  \tag{20}\\
\cos (\psi) \cos (\vartheta) \sin (\varphi)+\cos (\varphi) \sin (\psi) & \cos (\varphi) \cos (\psi)-\cos (\vartheta) \sin (\varphi) \sin (\psi) & \sin (\varphi) \sin (\vartheta) \\
-\cos (\psi) \sin (\vartheta) & \sin (\psi) \sin (\vartheta) & \cos (\vartheta)
\end{array}\right] .
$$

The rotation described by Euler angles is: (i) rotate by $\varphi$ around the z-axis, (ii) rotate by $\vartheta$ around the y -axis, (iii) rotate by $\psi$ around the z -axis again. To obtain $R$ and $\mathbf{t}$ from the essential matrix $E$ we use the method proposed by Hartley in [6]. This method is also used in [14]. Just the essence of it is given here. Using the singular value decomposition we factorize $E$ as

$$
\begin{equation*}
E=U D V^{T} \tag{21}
\end{equation*}
$$

We already know that $E=R S$. Hartley in [6] proposed the following equations:

$$
\begin{align*}
S & =V Z V^{T}  \tag{22}\\
R & =U Y V^{T} \text { or } \mathrm{UY}^{\mathrm{T}} \mathrm{~V}^{\mathrm{T}} \tag{23}
\end{align*}
$$

where

$$
Z=\left[\begin{array}{ccc}
0 & -1 & 0  \tag{24}\\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \text { and } Y=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Recall that $S$ is the skew symmetric matrix containing the translation vector $\mathbf{t}$, equation, (7), we rewrite the equation (22) as

$$
\begin{equation*}
\mathbf{t}=f_{V \mathbf{t}}(V) . \tag{25}
\end{equation*}
$$

We will describe how to estimate the covariance matrices $C_{U}, C_{V}, C_{U V}$ when the matrix $E$ is perturbed in section 3.5. Let suppose $C_{U}, C_{V}, C_{U V}$ be known, for this moment. Then the covariance matrix of the translation vector is

$$
\begin{equation*}
C_{\mathbf{t}}=J_{V \mathbf{t}} C_{V} J_{V \mathbf{t}}^{T}, \tag{26}
\end{equation*}
$$

where the Jacobian matrix $J_{V \mathbf{t}}$ is

$$
\begin{equation*}
J_{V \mathrm{t}}=\frac{\partial f_{V \mathrm{t}}}{\partial V_{i i}} \text { at } \mathrm{V}_{\mathrm{ii}}=\overline{\mathrm{V}_{\mathrm{ii}}} . \tag{27}
\end{equation*}
$$

The computation of the covariance matrix of the Euler angles is somewhat complicated. The rotation matrix $R$ is the product of both $U$ and $V$. This transformation is linear. However we must also find the Jacobian matrix of the inverse relationship of the equation (20). The covariance matrix of $R$ is

$$
\begin{equation*}
C_{R}=J_{U V R} C_{U V} J_{U V R}^{T} \tag{28}
\end{equation*}
$$

where $J_{U V R}$ is a Jacobian matrix computed like $J_{V \mathbf{t}}$. When we find the transformation $\mathcal{E}=$ $f_{R \mathcal{E}}\left(R_{i i}\right)$, we can finally estimate the covariance matrix of Euler angles.

$$
\begin{equation*}
C_{\mathcal{E}}=J_{R \mathcal{E}} C_{R} J_{R \mathcal{E}}^{T} \tag{29}
\end{equation*}
$$

### 3.5 Eigenvalues and eigenvectors of a noisy matrix

Let us suppose we have estimated the rank 2 essential matrix, whose two nonzero singular values would be equal in the ideal case. The $E$ matrix can be decomposed by the singular value decomposition as

$$
\begin{equation*}
E=U D V^{T} \tag{30}
\end{equation*}
$$

Let us also suppose we have estimated the $9 \times 9$ covariance matrix $C_{E}$ using equation (19). The question is, how we can propagate the uncertainty in the essential matrix expressed by the covariance matrix $C_{E}$ into $U$ resp. $V$ matrix. We describe this approach employing the essential matrix, still this approach can be used for any general matrix as Weng showed in [17] using theory by Wilkinson [18].

Let suppose additive noise. We denote the noise corrupted $E$ as $E(\epsilon)$. We have

$$
\begin{equation*}
E(\epsilon)=E+\Delta_{E} . \tag{31}
\end{equation*}
$$

Similarly for vectors:

$$
\begin{equation*}
\mathbf{x}(\epsilon)=\mathbf{x}+\delta_{\mathbf{x}} \tag{32}
\end{equation*}
$$

where $\delta_{\mathbf{x}}$ is the error vector. For the next we suppose a Gaussian error distribution with the zero mean. Thus the covariance matrix of the noise vector is

$$
\begin{equation*}
C_{\mathbf{x}}=\mathrm{E}\left\{\delta_{\mathbf{x}} \delta_{\mathbf{x}}^{T}\right\} \tag{33}
\end{equation*}
$$

where E denotes mathematical expectation. Assuming two variables $x$ and $y$ with small errors, we have

$$
\begin{equation*}
x(\epsilon) y(\epsilon)=x y+\delta_{x} y+x \delta_{y}+\delta_{x} \delta_{y} . \tag{34}
\end{equation*}
$$

As $\delta_{x}, \delta_{y}$ is supposed to be much smaller than other terms in equation (34) we can approximate the the error $\delta_{x y}$ in $x(\epsilon) y(\epsilon)$ as

$$
\begin{equation*}
\delta_{x y}=\delta_{x} y+x \delta_{y}+\delta_{x} \delta_{y} \cong \delta_{x} y+x \delta_{y} . \tag{35}
\end{equation*}
$$

We keep the linear terms of the error and ignore the higher order terms. Later we use the sign $\cong$ for the equations that are equal in the linear terms and $\approx$ for the approximate equality in the usual sense.

Using equation (21) it can be easily verified that

$$
\begin{align*}
E E^{T} & =U D^{2} U^{T}  \tag{36}\\
E^{T} E & =V D^{2} V^{T} \tag{37}
\end{align*}
$$

$U$ and $V$ are orthonormal matrices. Thus the columns of $U$ are eigenvectors of $E E^{T}$ resp. the columns of $V$ are eigenvectors of $E^{T} E([7])$. Both $E E^{T}$ and $E^{T} E$ are $3 \times 3$ symmetric matrices. For the derivation of the error propagation we use the equation (36). Similarly it holds for equation (37).

Equation (36) can be rewritten as

$$
\begin{equation*}
U^{-1} E E^{T} U=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}\right\} \tag{38}
\end{equation*}
$$

The $\lambda_{i}$ are the eigenvalues of the $E E^{T}$ matrix. Recall that $\sqrt{\lambda_{i}}$ are the singular values of $E$. Let them be ordered in non increasing order $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}$. Let express eigenvectors in one matrix

$$
\begin{equation*}
U=\left[\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right], \tag{39}
\end{equation*}
$$

where $\mathbf{u}_{1}$ is an eigenvector associated with $\lambda_{1}$. Invoking equations (34) and (35) we write the perturbed $E E^{T}$ matrix as

$$
\begin{equation*}
E E^{T}(\epsilon)=\left(E+\Delta_{E}\right)\left(E^{T}+\Delta_{E}^{T}\right) \stackrel{\unrhd}{=} E E^{T}+\Delta_{E E^{T}} \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{E E^{T}} \cong \Delta_{E} E^{T}+E \Delta_{E}^{T} . \tag{41}
\end{equation*}
$$

Let $\mathbf{u}_{\mathbf{1}}(\epsilon)$ be the eigenvector of the perturbed matrix $E E^{T}(\epsilon)$ associated with the perturbed eigenvalue $\lambda_{1}(\epsilon)$. The $\mathbf{u}_{\mathbf{1}}(\epsilon)$ can be written as

$$
\begin{equation*}
\mathbf{u}_{\mathbf{1}}(\epsilon)=\mathbf{u}_{\mathbf{1}}+\delta_{\mathbf{u}_{1}} \tag{42}
\end{equation*}
$$

with $\delta_{\mathbf{u}_{1}} \subset$ span of $\left\{\mathbf{u}_{2}, \mathbf{u}_{3}\right\}$. Letting $\epsilon$ be the maximum absolute value of the elements $\Delta_{E E^{T}}$, we have

$$
\begin{equation*}
\Delta_{E E^{T}}=\epsilon B \tag{43}
\end{equation*}
$$

with $b_{i j}=\delta_{E E_{i, j}^{T}} / \epsilon$. For a sufficiently small $\epsilon$ the perturbation of $\lambda_{1}$ can be expressed by a convergent series

$$
\begin{equation*}
\lambda_{1}(\epsilon)-\lambda_{1} \stackrel{\unrhd}{=} \delta_{\lambda_{1}}=p_{1} \epsilon+p_{2} \epsilon^{2}+p_{3} \epsilon^{3}+\cdots \tag{44}
\end{equation*}
$$

and similarly the perturbation vector $\delta_{\mathbf{u}_{1}}$ can be expressed by a convergent vector series in the span of $U_{2}=\left[\mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right]$. For sufficiently small $\epsilon$ there exist 2 -dimensional vectors $\mathbf{g}_{1}, \mathbf{g}_{\mathbf{2}}, \ldots$ such that

$$
\begin{equation*}
\delta_{\mathbf{u}_{1}}=\epsilon U_{2} \mathbf{g}_{\mathbf{1}}+\epsilon^{2} U_{2} \mathbf{g}_{2}+\cdots \tag{45}
\end{equation*}
$$

If we consider just the linear term in equations (44) and (45) we have for the eigenvalue

$$
\begin{equation*}
\delta_{\lambda_{1}} \cong \mathbf{u}_{1}{ }^{T} \Delta_{E E^{T}} \mathbf{u}_{\mathbf{1}} . \tag{46}
\end{equation*}
$$

For the eigenvector holds

$$
\begin{equation*}
\delta_{\mathbf{u}_{1}} \cong U \Delta_{1} U^{T} \Delta_{E E^{T}} \mathbf{u}_{1}, \tag{47}
\end{equation*}
$$

where $\Delta_{1}$ is

$$
\begin{equation*}
\Delta_{1}=\operatorname{diag}\left\{0,\left(\lambda_{1}-\lambda_{2}\right)^{-1},\left(\lambda_{1}-\lambda_{3}\right)^{-1}\right\} . \tag{48}
\end{equation*}
$$

The proof can be found in the appendix of [17] or better with the more theoretical background in [18]. The equation (47) for the assessment of the error in the eigenvector is correct, but remember the properties of the exact essential matrix $E$, especially the equality of the nonzero singular values. Consequently the matrix $E E^{T}$ or $E^{T} E$ has also two equal eigenvalues, $\lambda_{1}-\lambda_{2}=$ 0 , in the ideal, noise free case. This equality produces an extremely high estimation of the error in the first and the second eigenvector. There is no good reason for such an extremely high assessment. The $E E^{T}$ either $E^{T} E$ is a real symmetric matrix if, and only if the equations (36) and (37) hold ([7]). And both matrices are always symmetric. So, we rewrite equation (47) as

$$
\begin{equation*}
\delta_{\mathbf{u}_{1}} \cong U_{2} \Delta_{1}^{\prime} U_{2}^{T} \Delta_{E E^{T}} \mathbf{u}_{\mathbf{1}}, \tag{49}
\end{equation*}
$$

where

$$
\Delta_{1}^{\prime}=\left[\begin{array}{cc}
\xi & 0  \tag{50}\\
0 & \frac{1}{\lambda_{1}-\lambda_{3}}
\end{array}\right]
$$

The variable $\xi$ is defined as

$$
\begin{array}{ll}
\text { if } \left.\left(\frac{\lambda_{1}-\lambda_{2}}{\operatorname{mean}\left[\lambda_{1}, \lambda_{2}\right]}\right)>\mathrm{Tol}\right) & \xi=\frac{1}{\lambda_{1}-\lambda_{2}}  \tag{51}\\
\text { otherwise } & \xi=0,
\end{array}
$$

where $T o l$ is a user defined tolerance. The $\Delta_{2}^{\prime}$ resp. $\Delta_{3}^{\prime}$ are defined alike.
Let us suppose that we know the $C_{E}$, the $9 \times 9$ covariance matrix of the essential matrix. How can we estimate the covariance matrix of the eigenvalues of $E E^{T}, C_{\lambda}$, and the covariance matrix of eigenvectors, $C_{U}$ ? Recall that $\delta_{\mathbf{E E T}}$ is a vector containing the elements of the matrix $\Delta_{E E^{T}}$. We can rewrite equation (46) as

$$
\begin{equation*}
\delta_{\lambda_{1}}=\mathbf{u}_{\mathbf{1}}^{T}\left[u_{11} I_{3}, u_{13} I_{3}, u_{13} I_{3}\right] \delta_{\mathbf{E E T}} \stackrel{\triangleright}{=} G_{\mathbf{u}_{\mathbf{1}}} \delta_{\mathbf{E E T}} \tag{52}
\end{equation*}
$$

Where $I_{3}$ is the $3 \times 3$ identity matrix. Now we need to find the matrix $G_{E E^{T}}$ such that

$$
\begin{equation*}
\delta_{\mathbf{E E T}^{\mathbf{T}}}=G_{E E^{T}} \delta_{\mathbf{E}} \tag{53}
\end{equation*}
$$

Using equation (41) we can deduce that

$$
G_{E E^{T}}=\left[\begin{array}{ccccccccc}
2 E_{11} & 2 E_{12} & 2 E_{13} & 0 & 0 & 0 & 0 & 0 & 0  \tag{54}\\
E_{21} & E_{22} & E_{23} & E_{11} & E_{12} & E_{13} & 0 & 0 & 0 \\
E_{31} & E_{32} & E_{33} & 0 & 0 & 0 & E_{11} & E_{12} & E_{13} \\
E_{21} & E_{22} & E_{23} & E_{11} & E_{12} & E_{13} & 0 & 0 & 0 \\
0 & 0 & 0 & 2 E_{21} & 2 E_{22} & 2 E_{23} & 0 & 0 & 0 \\
0 & 0 & 0 & E_{31} & E_{32} & E_{33} & E_{21} & E_{22} & E_{23} \\
E_{31} & E_{32} & E_{33} & 0 & 0 & 0 & E_{11} & E_{12} & E_{13} \\
0 & 0 & 0 & E_{31} & E_{32} & E_{33} & E_{21} & E_{22} & E_{23} \\
0 & 0 & 0 & 0 & 0 & 0 & 2 E_{31} & 2 E_{32} & 2 E_{33}
\end{array}\right]
$$

Having $G_{E E^{T}}$ we can replace equation (52) by the

$$
\begin{equation*}
\delta_{\lambda_{1}}=G_{\mathbf{u}_{1}} G_{E E^{T}} \delta_{\mathbf{E}} \stackrel{\triangleright}{=} D_{\lambda_{1}} \delta_{\mathbf{E}} \tag{55}
\end{equation*}
$$

Thus the square of the eigenvalue variance is

$$
\begin{equation*}
\operatorname{var}^{2}\left(\lambda_{1}\right)=\mathrm{E}\left\{\delta_{\lambda_{1}}^{\mathrm{T}} \delta_{\lambda_{1}}\right\}=\mathrm{D}_{\lambda_{1}} \mathrm{C}_{\mathrm{E}} \mathrm{D}_{\lambda_{1}}^{\mathrm{T}} \tag{56}
\end{equation*}
$$

In a similar manner we deduce the variances of the other eigenvalues. For the eigenvectors we deduce by the same way

$$
\begin{align*}
\delta_{\mathbf{u}_{1}} & =U_{2} \Delta_{1}^{\prime} U_{2}^{T}\left[u_{11} I_{3}, u_{13} I_{3}, u_{13} I_{3}\right] \delta_{\mathbf{E E T}} \\
& \triangleq G_{U_{1}} \delta_{\mathbf{E E T}} \\
& =G_{U_{1}} G_{E E^{T}} \delta_{\mathbf{E}} \\
& \triangleq D_{\mathbf{u}_{1}} \delta_{\mathbf{E}} \tag{57}
\end{align*}
$$

Therefore the $3 \times 3$ covariance matrix of the first eigenvector is

$$
\begin{equation*}
C_{\mathbf{u}_{1}}=D_{\mathbf{u}_{1}} C_{E} D_{\mathbf{u}_{1}}^{T} \tag{58}
\end{equation*}
$$

We need the following to compute the covariance matrix $C_{V}$ of $V$. The meanings of the symbols with $V$ or $\mathbf{v}$ are the same as with $U$ resp. u.

$$
G_{E^{T} E}=\left[\begin{array}{ccccccccc}
2 E_{11} & 0 & 0 & 2 E_{21} & 0 & 0 & 2 E_{31} & 0 & 0 \\
E_{12} & E_{11} & 0 & E_{22} & E_{21} & 0 & E_{32} & E_{31} & 0  \tag{60}\\
E_{13} & 0 & E_{11} & E_{23} & 0 & E_{21} & E_{33} & 0 & E_{31} \\
E_{12} & E_{11} & 0 & E_{22} & E_{21} & 0 & E_{23} & E_{31} & 0 \\
0 & 2 E_{12} & 0 & 0 & 2 E_{22} & 0 & 0 & 2 E_{23} & 0 \\
0 & E_{13} & E_{12} & 0 & E_{23} & E_{22} & 0 & E_{33} & E_{23} \\
E_{13} & 0 & E_{11} & E_{23} & 0 & E_{21} & E_{33} & 0 & E_{31} \\
0 & E_{13} & E_{12} & 0 & E_{23} & E_{22} & 0 & E_{33} & E_{23} \\
0 & 0 & 2 E_{13} & 0 & 0 & 2 E_{23} & 0 & 0 & 2 E_{33}
\end{array}\right] .
$$

The rest of the equations remains the same.
Now we want to compute the covariance matrices of $U$ resp. $V$ and the covariance matrix of the singular values, $C_{\sigma}$ of $E$ instead of the variances of the eigenvalues of $E E^{T}$. From (36), the equation for singular values follows directly:

$$
\begin{equation*}
\sigma_{E}=\sqrt{\lambda_{E E^{T}}} \tag{61}
\end{equation*}
$$

Generally we can write $\sigma_{E}=f_{\lambda \sigma}\left(\lambda_{E E^{T}}\right)$. The covariance matrix is

$$
\begin{equation*}
C_{\sigma}=J_{\lambda \sigma} \operatorname{diag}\left\{\operatorname{var}^{2}\left(\lambda_{\mathrm{i}}\right)\right\} \mathrm{J}_{\lambda \sigma}^{\mathrm{T}}, \tag{62}
\end{equation*}
$$

where $J_{\lambda \sigma}$ is the Jacobian matrix computed using equation (15). It is known that $J_{\lambda \sigma_{i i}}=$ $\partial \sqrt{\lambda} / \partial \lambda$ is $1 / 2 \sqrt{\lambda}$. A problem occurs when $\lambda_{3}=0$ holds exactly. Recall that the equality $\lambda_{3}=0$ demonstrates a good quality of the essential matrix. Thus there is no good reason to expect the variance estimation $\rightarrow \infty$. We put $J_{\lambda \sigma_{i i}}=0$ instead of $\infty$, in this case. For the variance of the $\left(\sigma_{1}-\sigma_{2}\right)$ the holds:

$$
\begin{equation*}
\operatorname{var}^{2}\left(\sigma_{1}-\sigma_{2}\right)=[1-1] \mathrm{C}_{\sigma}^{[1: 2,1: 2]}[1-1]^{\mathrm{T}} \tag{63}
\end{equation*}
$$

where $C_{\sigma}^{[1: 2,1: 2]}$ is the first $2 \times 2$ submatrix of the $C_{\sigma}$. The $U=\left[\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right]$. The $9 \times 9$ covariance matrix $C_{U}$ is

$$
\begin{equation*}
C_{U}=D_{U} C_{E} D_{U}^{T}, \tag{64}
\end{equation*}
$$

where $D_{U}$ is the $9 \times 9$ matrix composed from the rows of $D_{\mathbf{u}_{\mathbf{i}}}$ matrices.

$$
D_{U}=\left[\begin{array}{l}
\mathbf{D}_{\mathbf{u}_{11}}  \tag{65}\\
\mathbf{D}_{\mathbf{u}_{21}} \\
\mathbf{D}_{\mathbf{u}_{31}} \\
\mathbf{D}_{\mathbf{u}_{12}} \\
\mathbf{D}_{\mathbf{u}_{2}} \\
\mathbf{D}_{\mathbf{u}_{32}} \\
\mathbf{D}_{\mathbf{u}_{13}} \\
\mathbf{D}_{\mathbf{u}_{23}} \\
\mathbf{D}_{\mathbf{u}_{33}}
\end{array}\right] .
$$

The same computation is done for $C_{V}$. Then the joint covariance matrix of $U$ and $V$ is:

$$
C_{U V}=\left[\begin{array}{c}
D_{U}  \tag{66}\\
D_{V}
\end{array}\right] C_{E}\left[\begin{array}{ll}
D_{U}^{T} & D_{V}^{T}
\end{array}\right]
$$

### 3.6 Ego-motion algorithm taking into account uncertainty

We suppose the $4 \times 4$ covariance matrix of the calibration parameters $C_{K}$ to be given. The estimate of the calibration parameters, the $3 \times 3$ calibration matrix $K$, is also supposed to be known. And we also assume we have at least eight correspondences in two images captured by the same camera from the different viewpoints. We want to estimate the variance of the difference between non-zero singular values of the essential matrix, $\operatorname{var}_{\sigma_{1}-\sigma_{2}}$ and the covariances of the motion parameters, the translation vector, $C_{\mathbf{t}}$, and the Euler angles, $C_{\mathcal{E}}$. We use the $\operatorname{sign} \rightarrow$ for the denotation of something like "data flow".

1. Uncalibrated coordinates (in pixels) of at least eight correspondences are in the $N \times 3$ matrices $Q_{1}, Q_{2}$, where $N$ is the number of correspondences.
2. Compute the fundamental matrix: $Q_{1}, Q_{2} \rightarrow F$ using equation (9).
3. Compute the essential matrix: $K, F \rightarrow E$ using equation (10).
4. Estimate the covariance matrix of the essential matrix. $C_{K}, K, F \rightarrow C_{E}$ using equation (19).
5. Decompose the essential matrix using the singular value decomposition: $E \rightarrow U, V, \sigma$, (21).
6. Calculate the covariance of singular values of the essential matrix: $C_{E}, E \rightarrow C_{\sigma}$ using equation (62).
7. Get variance of the difference between the nonzero singular values: $C_{\sigma}, \sigma \rightarrow \operatorname{var}_{\sigma_{1}-\sigma_{2}}$ using equation (63)
8. Compute the auxiliary covariance matrices: $E, C_{E} \rightarrow C_{U}, C_{V}$ using equations (64).
9. Create the covariance matrix of the rotation matrix and the covariance matrix of the translation vector: $U, V, C_{U}, C_{V} \rightarrow C_{R}, C_{\mathbf{t}}$ using equations (28) resp. (26).
10. Calculate the covariance matrix of Euler angles: $C_{R}, R \rightarrow C_{\mathcal{E}}$ using equation (29).

## 4 Experiments

In the previous section we described how to estimate the uncertainty of the essential matrix, and consequently of the motion parameters. Several questions have arisen:

- How accurate is the analytic approach? Remember we use a first order approximation of the error.
- Which calibration parameters are more important in which type of motion or in which type of a scene?
- What happens when the $F$ matrix is not exact, i.e. when there are some errors in the correspondences?


Figure 4: The schematic diagram of the algorithm.

It seems obvious that different types of camera motion altogether with the arrangement of the scene affect the influence of the precision of the calibration parameters on the motion parameters estimation. The magnitude of the motion could also affect that relationship. Actually the influence of the inaccuracy in the calibration parameters depends on the motion of correspondences.

We consider two types of an elementary motion. The lateral motion and the motion toward the scene. We use the synthetic scene "house with a tree", 15 points were selected as points of interest, consequently their correspondences. The scene and two types of a motion are in Figure 5. How the correspondences move (disparity) due to these types of motion is shown in


Figure 5: The house with points of interest (correspondences), the approaching, the lateral motion

Figure 6 resp. 7.


### 4.1 What do we measure?

Remember that the equality of the nonzero singular value is a necessary and the sufficient condition for factorization $E$ into the rotation matrix $R$ and the skew-symmetric matrix $S$. Thus we investigate how the increasing uncertainty in the calibration parameters affects this quality parameter. In the same manner, we search the variances of the translation vector and the Euler angles. By the mathematic expression, we want to find such a quality function $\mathcal{F}$ :

$$
\begin{equation*}
\operatorname{var}\left(\sigma_{1}-\sigma_{2}\right), \operatorname{var}\left(\mathbf{t}_{\mathrm{x}}\right), \operatorname{var}\left(\mathbf{t}_{\mathrm{y}}\right), \operatorname{var}\left(\mathbf{t}_{z}\right), \operatorname{var}(\varphi), \operatorname{var}(\vartheta), \operatorname{var}(\psi)=\mathcal{F}(\mathrm{K}(\epsilon), \mathrm{R}, \mathbf{t}, \mathbf{q}) \tag{67}
\end{equation*}
$$

where $K(\epsilon)$ is the perturbed calibration matrix, $R$ and $\mathbf{t}$ characterize a motion of the camera, and $\mathbf{q}$ indicates the arrangement of the points. We compare the analytic assessment computed by equations described in the previous sections with the statistic approach. We characterize the uncertainty in the calibration parameters by the $\gamma[\%]$. Thus for the analytic approach:

$$
C_{K}=\left[\begin{array}{cccc}
\left(\frac{\gamma}{100} \alpha_{u}\right)^{2} & C_{\alpha_{u}, \alpha_{v}} & C_{\alpha_{u}, u_{0}} & C_{\alpha_{u}, v_{0}}  \tag{68}\\
C_{\alpha_{u}, \alpha_{v}} & \left(\frac{\gamma}{100} \alpha_{v}\right)^{2} & C_{\alpha_{v}, u_{0}} & C_{\alpha_{v}, v_{0}} \\
C_{\alpha_{u}, u_{0}} & C_{\alpha_{v}, u_{0}} & \left(\frac{\gamma}{100} u_{0}\right)^{2} & C_{u_{0}, v_{0}}^{10} \\
C_{\alpha_{u}, v_{0}} & C_{\alpha_{v}, v_{0}} & C_{u_{0}, v_{0}} & \left(\frac{\gamma}{100} v_{0}\right)^{2}
\end{array}\right]
$$

The elements exclusive of the diagonal express the dependency among the calibration parameters, see equation (13). In the statistic procedure we perturbed many times the calibration parameters by a Gaussian noise $N\left(0, \sigma^{2}\right)$, where $\sigma^{2}$ is

$$
\begin{array}{ccc}
\sigma^{2}=\frac{\gamma}{100} \alpha_{u}, & \text { for } \alpha_{u}, \\
\sigma^{2} & =\frac{\gamma}{100} \alpha_{v}, & \text { for } \alpha_{v}, \\
\sigma^{2} & =\frac{\gamma}{100} u_{0}, & \text { for } u_{0}  \tag{69}\\
\sigma^{2} & =\frac{\gamma}{100} v_{0}, & \text { for } v_{0}
\end{array}
$$

Since we want to simulate the situation when the calibration parameters are correlated we need to solve the problem how to generate the correlated random variables. The solution is described in appendix A. The relevant variances were computed using the standard equation (11). For instance for $\mathbf{t}_{x}$ we compute

$$
\begin{equation*}
\operatorname{var}^{2}\left(\mathbf{t}_{\mathrm{x}}\right)=\mathrm{E}\left\{\left(\mathbf{t}_{\mathrm{x}}-\overline{\mathbf{t}_{\mathrm{x}}}\right)\left(\mathbf{t}_{\mathrm{x}}-\overline{\mathbf{t}_{\mathrm{x}}}\right)^{\mathrm{T}}\right\} \tag{70}
\end{equation*}
$$

where $\overline{\mathbf{t}_{x}}$ is not the mean of all statistic data but then the value computed with $\gamma=0$.

We suppose that corresponding points are located with pixel precision in the tests with the exact correspondences. The coordinates of the projected points are rounded to the nearest integer number. No mismatched points are supposed. In the graphs, lines with crosses indicate the statistical data and the pure lines indicate the linear estimation of the variances.

### 4.2 Approaching motion

The approaching or toward motion is very common in mobile robot applications. Thus mainly the estimation of the translation is very important. Firstly we test the effect of each calibration parameter separately. One hundred statistical tests were applied. Variances of the parts of the translation vector are showed in graphs $8,9,10$, and 11. Three values in brackets in the upper left part of each graph are the normalized translation vector resp. Euler angles in the case of the rotation.



Figure 8: Approaching motion, variances in the translation. Noise in $\alpha_{u}$.

Figure 9: Approaching motion, variances in the translation. Noise in $\alpha_{v}$.



Figure 10: Approaching motion, variances in the translation. Noise in $u_{0}$.

Figure 11: Approaching motion, variances in the translation. Noise in $v_{0}$.

We can observe the relation between "horizontal" resp. "vertical" parameters. The hor-
izontal calibration parameters $\alpha_{u}$ and $u_{0}$ mainly affect the horizontal part of the translation vector $\mathbf{t}_{x}$. A similar dependency can be found for $\alpha_{v}$ and $v_{0}$ with $\mathbf{t}_{y}$. We can see the high credibility of the linear estimate.

The results for the Euler angles are in Figures 12, 13, 14, and 15.


Figure 12: Approaching motion, variances in the rotation. Noise in $\alpha_{u}$.


Figure 14: Approaching motion, variances in the rotation. Noise in $u_{0}$.


Figure 13: Approaching motion, variances in the rotation. Noise in $\alpha_{v}$.


Figure 15: Approaching motion, variances in the rotation. Noise in $v_{0}$.

We can see the relatively high variances of the angles $\varphi$ and $\psi$. Hovewer this situation could be expected. When the angle $\vartheta$ is very close to zero, a rotation can be expressed by an arbitrary $\varphi=-\psi$. Problems with the linear estimate can be observed in Figure 14. Problems can be caused by the ambiguity mentioned above. We can not find the unique relation between the calibration parameters and the rotation angles as in the case of the translation vector.

Since we would like to simulate realistically the real camera we also did the tests with the correlated noise in the calibration parameters. Florou and Mohr said in [4] that the most significant correlation is between $\alpha_{u}$ and $\alpha_{v}$ and it is close to -1 . We did tests with $r_{\alpha_{u}, \alpha_{v}}=-0.95$. The motion and the correspondences are the same as in the case of particular tests. The results are in Figures 16 and 17.


Figure 16: Approaching motion, variances in the translation. Noise in $\alpha_{u}$ and in $\alpha_{v}$, correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$.


Figure 18: Approaching motion, variances in the translation. Noise in all calibration parameters, correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$.


Figure 17: Approaching motion, variances in the rotation. Noise in $\alpha_{u}$ and in $\alpha_{v}$, correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$.


Figure 19: Approaching motion, variances in the rotation. Noise in all calibration parameters, correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$.

No essential differences can be observed with the comparison to the tests with the particular effect. The results are very close to the superposition of the graphs relating to $\alpha_{u}$ and $\alpha_{v}$.

Finally, we tested the case when all calibration parameters are noisy with the correlation between $\alpha_{u}$ and $\alpha_{v}$ as in the previous test. This situation corresponds to the observation in [4]. The results are in Figures 18 and 19. We can see similar problems with the linear estimate of variances of the Euler angles as in Figure 14.

Anyway, the problem is the credibility of the linear estimate. We increase the noise magnitude up to $100 \%$ for all noisy calibration parameters. The correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$. Recall to brutal noise. If the noise magnitude is more than $20 \%$ the camera parameters can completely change. One thousand cycles for the statistic approach were used. The results are in Figure 20. The breakdown point can be observed around $20 \%$ noise in the case of the translation vector and the difference of the nonzero singular values and around $10 \%$ in the case of Euler angles. The linear estimate of the variances $\mathbf{t}$ and of the variance ( $\sigma_{1}-\sigma_{2}$ ) (the non zero


Figure 20: The linear estimate versus statistics in the case of a large noise. From left to right: Variances in translation vectors, in Euler angles, and variance of the difference between nonzero singular values of the essential matrix.
singular values of $E$ ) is more stable than the estimation of the uncertainty in the rotation.

### 4.3 Lateral motion

The lateral motion and the rotation around y-axis affects nearly the same motion of correspondences or motion field. Thus it is very difficult to distinguish between these two possibilities. We did the same tests for the lateral motion as for the approaching motion. The results are in Figures 21, 22, 23, 24, 25, 26, 27 and 28.


Figure 21: Lateral motion, variances in the translation. Noise in $\alpha_{u}$.

Figure 22: Lateral motion, variances in the translation. Noise in $\alpha_{v}$.

Observing the graphs with variances in the translation vector, we can find a similar relationship between "horizontal" parameters and between "vertical" parameters as in the approaching motion. Hovewer the linear estimate of the variances in the Euler angles spoils. More in detail, we can observe that noise in $\alpha_{u}$ and $u_{0}$ causes the bad estimate in the angle $\vartheta$ which characterizes the rotation around the y-axis. The "vertical" calibration parameters mostly influence angles which characterize rotation around z-axis. Remember if $\varphi=-\psi$ holds the values can be arbitrary in the case $\vartheta=0$. We say more about this problem in the section 4.4.


Figure 23: Lateral motion, variances in the translation. Noise in $u_{0}$.


Figure 25: Lateral motion, variances in the rotation. Noise in $\alpha_{u}$.


Figure 24: Lateral motion, variances in the translation. Noise in $v_{0}$.


Figure 26: Lateral motion, variances in the rotation. Noise in $\alpha_{v}$.

### 4.4 General motion

We were faced to the problem of the low credibility of the linear estimate in the Euler angles variances In the previous section. The question is, when can we consider this linear estimate as trustworthy? We did many tests and we observed that the problem appears when the motion along the z -axis direction is small. The estimate of the rotation is unstable in the case of the motion which is close to the lateral one. The successful estimate both for translation and for rotation when all calibration parameters are noisy is illustrated in Figure 29 and 30. more than $5 \%$ the variances of the Euler angles are too high. Therefore we can say that parameters of the rotation are much more sensitive to uncertainty in the calibration parameters than the translation vector.

### 4.5 Which estimate for noisy data?

Remember that we assume exact coordinates of correspondences with only pixel accuracy. Now we want to investigate how the reliability of the linear estimate changes with noisy correspon-


Figure 27: Lateral motion, variances in the rotation. Noise in $u_{0}$.


Figure 29: General motion, variances in the translation. Noise in all calibration parameters, correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$.


Figure 28: Lateral motion, variances in the rotation. Noise in $v_{0}$.


Figure 30: General motion, variances in the rotation. Noise in all calibration parameters, correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$.
dences. We have the general motion also with rotation. Since we suppose more problems we test the calibration uncertainty up to $10 \%$. The most general noise in all calibration parameters with correlation $r_{\alpha_{u}, \alpha_{v}}=-0.95$ is applied. We add a Gaussian noise $N\left(0, \sigma^{2}\right)$ to the coordinates of the correspondences then the coordinates are quantized to the nearest pixel. Fifty statistic tests were applied to generate noisy calibration matrix and fifty tests were used to generate noisy correspondences. Results for the data perturbed by quantization noise only is in Figure 31. Figure (32) shows the results for data perturbed by Gaussian noise with $\sigma^{2}=1$ pixel and by a quantization noise. We can observe high credibility of the estimate for the translation and high statistical variance of $\varphi$ angle. Hovewer the high linear estimate for this angle signalizes a low credibility of the estimated rotation.


Figure 31: General motion, noise in all calibration parameters, correspondences perturbed by quantization noise (exact data).


Figure 32: General motion, noise in all calibration parameters, correspondences perturbed by Gaussian noise $N(0,1$ pixel $)$ and by quantization noise.

## 5 Conclusion

We have presented an algorithm for the estimate of the variances of the camera motion parameters of the camera when we can characterize the uncertainty in the calibration parameters by their covariance matrix. We used the first order approximation to linearize the nonlinear relationship between the calibration parameters and the motion parameters. We have done tests with synthetic scenes, correspondences were located with only pixel accuracy, i.e. no subpixel technique for the localization of the correspondences was supposed. We found that the estimate of the translation uncertainty is very stable and useful. We have found that the accuracy in the "horizontal" calibration parameters, $\alpha_{u}$ and $u_{0}$, affects mainly the "horizontal" part of the translation, $\mathbf{t}_{x}$. We have observed the similar relationship for the "vertical" parameters, $\alpha_{v}, v_{0}, \mathbf{t}_{y}$. The estimate of the variance of the non-zero singular values difference was observed as very stable and credible and we hope that it can be used to increase the efficiency of the algorithm [14]. Hovewer, the estimate of the rotation uncertainty fails when the motion is close to the lateral one. To solve this problem it is necessary either to improve the algorithm or to employ an other representation of the rotation. We have not found such a definite relationship
for the rotation parameters as in the translation ones. In addition we have observed that the rotation parameters are more sensitive to the accuracy in the calibration.

Several questions remain for the future work. We need to improve the algorithm for the estimate rotation. We plan to associate the presented algorithm with the algorithm [17] to include the uncertainty in the correspondences. We would like to derive an algorithm for the estimate of the error in the 3-D reconstruction. Is it possible to include the rough information about the camera into the algorithms utilizing more images?
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## A How to create correlated random variables

Imagine that we want to generate $N$ times four random variables $x, y, w, z$ with the mutual covariance matrix $C_{x y w z}$. In a matrix form, we need

$$
N_{x y w z}=\left[\begin{array}{cccc}
x_{1} & y_{1} & w_{1} & z_{1}  \tag{71}\\
x_{2} & y_{2} & w_{2} & z_{2} \\
\vdots & \vdots & \vdots & \vdots \\
x_{N} & y_{N} & w_{N} & z_{N}
\end{array}\right] .
$$

Firstly generate the random matrix $X$ (the same size as $N_{x y w z}$ ) using a standard random generator for Gaussian noise. Compute the covariance matrix $C_{X}$. Thus

$$
\begin{equation*}
N_{x y w z}=X A, \tag{72}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\left(\sqrt{C_{\mathbf{x}}}\right)^{-1} \sqrt{C_{x y w z}} . \tag{73}
\end{equation*}
$$

Proof: Using equation (12), the covariance matrix of the generated random data is

$$
\begin{equation*}
C_{x y w z}=A^{T} C_{X} A \tag{74}
\end{equation*}
$$

The above equation can be rewritten as:

$$
\begin{equation*}
C_{x y w z}=\sqrt{C_{x y w z}} \sqrt{C_{x y w z}}=\left(\sqrt{C_{X}} A\right)^{T}\left(\sqrt{C_{X}} A\right) \tag{75}
\end{equation*}
$$

Now it is easy to derive equation (73).
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