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#### Abstract

We describe an FPGA accelerator for the Kannan-FinckePohst enumeration algorithm (KFP) solving the Shortest Lattice Vector Problem (SVP). This is the first FPGA implementation of KFP specifically targeting cryptographically relevant dimensions. In order to optimize this implementation, we theoretically and experimentally study several facets of KFP, including its efficient parallelization and its underlying arithmetic. Our FPGA accelerator can be used for both solving stand-alone instances of SVP (within a hybrid CPU-FPGA compound) or myriads of smaller dimensional SVP instances arising in a BKZ-type algorithm. For devices of comparable costs, our FPGA implementation is faster than a multi-core CPU implementation by a factor around 2.12.
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## 1 Introduction

Given $\mathbf{b}_{1}, \ldots, \mathbf{b}_{d} \in \mathbb{R}^{n}$ linearly independent, the spanned lattice $L\left[\left(\mathbf{b}_{i}\right)_{i}\right]$ is the set of all integer linear combinations of the $\mathbf{b}_{i}$ 's, i.e., $L=\sum_{i} \mathbb{Z} \mathbf{b}_{i}$. The $\mathbf{b}_{i}$ 's are called a basis of $L$. The lattice $L$ is discrete, and thus contains a vector of minimal non-zero Euclidean norm. This norm, denoted by $\lambda(L)$, is referred to as the lattice minimum. The Shortest Vector Problem (SVP) consists in finding such a vector given a basis. Its decisional variant (given a basis and $r>0$, decide whether $\lambda \leq r$ ) is known to be NP-hard under randomized reductions [2]. When SVP is deemed to be hard to solve, the relaxed problem $\gamma$-SVP may be considered: given a basis of $L$, find $\mathbf{b} \in L \backslash \mathbf{0}$ such that $\|\mathbf{b}\| \leq \gamma \cdot \lambda(L)$.

Lattices have repeatedly occurred in cryptography since the beginning of the 1980s [36,32]. In some cases, such as for most lattice attacks on variants of RSA [9,27], solving $2^{O(d)}$-SVP suffices. This is achieved with the LLL polynomialtime algorithm [24]. Here we are interested in the cases where $\gamma$-SVP needs to be solved for a rather small $\gamma$ (e.g., polynomial in $d$ ). These include the lattice attacks against knapsack-based cryptosystems [38,33], NTRU [21,22], and lattice-based cryptosystems $[16,3,35,43,5,15,28,39,49]$. Lattice-based cryptosystems are becoming increasingly popular, thanks to their promising asymptotic
complexities, their unmatched levels of provable security and their apparent resistance to quantum computers. Another attractive feature is that lattices can be used to build complex cryptographic functions, such as identity-based encryption $[15,7,1]$ and fully homomorphic encryption $[14,48,10]$. A major challenge in lattice-based cryptography consists in assessing its practicality: To provide meaningful security parameters, it is crucial to determine the practical limits of the best known attacks, namely, $\gamma$-SVP solvers. The present article is a step forward in that direction.

The known algorithms (e.g., $[44,12]$ ) for solving $\gamma$-SVP all rely on an SVP solver that is used for smaller-dimensional projected sublattices. Our main contribution is to describe the first FPGA implementation of the Kannan-FinckePohst enumeration algorithm (KFP) for SVP [11,23]. KFP exhaustively looks for all integer points within high-dimensional ellipsoids, by visiting all the nodes of a huge tree. The asymptotically best known KFP-based SVP solver is Kannan's algorithm, which requires a polynomial space and has been shown in [19] to run in time $d^{\frac{d}{2 e}}(1+o(1))$. (For the sake of simplicity, we omit terms polynomial in $n$ and the bit-sizes of the input matrix entries.) In 2001, Ajtai et al. [4] invented a probabilistic Monte Carlo SVP solver with time and space complexities $2^{O(d)}$. This algorithm was progressively improved in $[42,37,30]$ and the currently most efficient variant [41] runs in time and space bounded by $2^{2.47 d}$ and $2^{1.24 d}$, respectively. Finally, Micciancio and Voulgaris [29] recently described yet another SVP solver, which is deterministic and has time and space complexities $2^{O(d)}$. Although asymptotically weaker, KFP remains the currently fastest one in practice for all handleable dimensions, even if heuristic variants are considered [30,13].

FPGAs are a particularly appropriate platform for KFP, as little memory is required, the inputs and outputs are negligible compared to the internal computational effort, KFP is highly parallelizable, and FPGAs can take advantage of the possibility of using low-precision arithmetic. In order to maximize the efficiency of our implementation, we introduce a number of algorithmic improvements which may also prove useful for other architectures. Firstly, we propose a quasi-optimal parallelization technique for KFP; this is a non-trivial task, as the sizes of the subtrees of the KFP tree may be extremely unbalanced. Secondly, we adapt and extend the results of [40] to show that the underlying arithmetic operations can be performed with low-precision fixed-point arithmetic. Thirdly, we do not implement KFP fully on FPGA, but introduce instead a hybrid CPUFPGA algorithm: since the KFP tree typically has an exponentially large middle section, the top and bottom layers of the tree are handled on CPU, which allows us to significantly decrease the memory requirements.

We compared our FPGA implementation to the one from the fplll library [6], which is currently the best available software implementation of KFP. We also took into account the recent algorithmic improvement of [13, App. D]. Our hardware device was a Xilinx Virtex-5 SXT 35 FPGA with a speed grade of -1 , at a unit price of approximately US $\$ 460$. The software benchmarks were run on an Intel Core 2 Quad Q9550 at 2.83 GHz , which costs around US $\$ 275$. Our FPGA implementation achieves a traversal rate of $2.50 \cdot 10^{8}$ tree nodes per second
in dimension 64, whereas our corresponding software traversal rate is $1.76 \cdot 10^{7}$ per CPU core, or equivalently $7.03 \cdot 10^{7}$ when using the four available cores. The cost-normalized speed-up is thus around 2.12. These figures imply that KFP may heuristically solve SVP up to dimension 110 in less than 40 hours, using a single FPGA device (with the extreme pruning strategy from [13]).
Implications for lattice-based cryptography. The dimensions considered in lattice-based cryptosystems are significantly beyond the above figures. However, solving $\gamma$-SVP for a moderate approximation factor $\gamma$ often suffices to break them. As already mentioned, the known algorithms for solving $\gamma$-SVP all rely on an SVP solver, which is by far the main contributor to the cost. In practice, (e.g., in NTL [47]), one uses the heuristic BKZ algorithm [45] and the underlying SVP solver is KFP. To further speed up KFP within BKZ, it is classical to prune the KFP tree [45,46,13]. For instance, pruning is available in NTL [47] and Magma [26]. Our FPGA implementation can be trivially modified to handle pruning. In our experiments, we considered KFP without pruning, to concentrate on the gains solely due to the FPGA implementation. There is no a priori reason why the speed-ups should not add up as well.
Related works. Recently, Hermans et al. [20] described a parallel version of KFP and implemented it on GPUs. According to their benchmarks, an Nvidia GeForce GTX 280 GPU yields a 5-fold acceleration against a single core of an Intel Core 2 Extreme QX9650 at 3 GHz which processes $1.25 \cdot 10^{7}$ nodes per second. ${ }^{4}$ Their full system (one QX9650 CPU and four GTX 280 GPUs) is estimated at US $\$ 2200$ and is said to deliver a speed-up of 24 against a single QX9650 core, thus tallying a traversal rate of $3.00 \cdot 10^{8}$ nodes per second, or equivalently $1.36 \cdot 10^{5}$ nodes per second per dollar after normalizing by the system cost. Besides cryptology, KFP is also common-place in communications theory, in particular for MIMO wireless communications [31,51], in which field it is known as sphere decoding. In this context, KFP has been implemented on ASICs (see, e.g., $[18,50]$ ). However, these implementations do not seem relevant for cryptographic applications, as they are optimized for much smaller dimensions.
Road-map. In Section 2, we give the necessary background on the KFP algorithm. Our parallel variant is described in Section 3, and the use of low-precision fixed-point arithmetic is investigated in Section 4. Finally, we describe our FPGA implementation and provide the reader with implementation results in Section 5. Notations. The canonical inner product of $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ will be denoted by $\langle\mathbf{x}, \mathbf{y}\rangle$. If the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{d} \in \mathbb{R}^{n}$ are linearly independent, we define their GramSchmidt basis by $\mathbf{b}_{i}^{*}=\mathbf{b}_{i}-\sum_{j<i} \mu_{i, j} \mathbf{b}_{j}^{*}$ for $i \leq d$, where $\mu_{i, j}=\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}$. It can be readily checked that this basis is orthogonal, so that $\left\|\sum_{i \leq d} u_{i} \mathbf{b}_{i}^{*}\right\|^{2}=$ $\sum_{i \leq d} u_{i}^{2}\left\|\mathbf{b}_{i}^{*}\right\|^{2}$, for any $u_{1}, \ldots, u_{d} \in \mathbb{R}$. We shall denote by $\gamma_{d}$ Hermite's constant for dimension $d$. The inequality $\gamma_{d} \leq(d+1) / 4$ classically holds for all $d$.

[^0]Experiments. In our experiments, we used the "knapsack" random lattice bases from [17], as described in [34]. The bit-sizes of the non-trivial entries was set to $\approx$ $100 \cdot d$, where $d$ is the dimension. For BKZ-reduction, we used the implementation contained in [47], whereas [6] was used for LLL-reduction and KFP.
Code distribution. We plan to make the codes mentioned in Sections 3, 4, and 5 publicly available.

## 2 The KFP enumeration algorithm

We assume the reader is familiar with the elementary aspects on Euclidean lattices, and refer to [25] for an introduction. In this section, we recall the basic enumeration algorithm for solving SVP.

### 2.1 Reminders on the KFP enumeration algorithm

Consider a $d$-dimensional lattice $L \subseteq \mathbb{R}^{n}$ with basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}\right)$. We want to find a shortest nonzero vector of $L$. In the context of KFP, this is performed by enumerating all points of $L$ within a ball with radius $\sqrt{A}$ centered at $\mathbf{0}$, where $A$ is an estimate for $\lambda(L)^{2}$. For instance, $A$ can be set to Minkowski's bound $\gamma_{d}(\operatorname{det} L)^{2 / d}$ or to $\min \left\|\mathbf{b}_{i}\right\|$; we shall discuss the choice of $A$ in Section 2.3. If a vector of norm $\leq \sqrt{A}$ is found during the enumeration, the bound $A$ is updated accordingly in a dynamic way. Consider a lattice vector $\sum_{i \leq d} x_{i} \mathbf{b}_{i}$. We have

$$
\begin{equation*}
\left\|\sum_{i=1}^{d} x_{i} \mathbf{b}_{i}\right\|^{2}=\left\|\sum_{i=1}^{d} x_{i}\left(\mathbf{b}_{i}^{*}+\sum_{j=1}^{i-1} \mu_{i, j} \mathbf{b}_{j}^{*}\right)\right\|^{2}=\sum_{j=1}^{d}\left(x_{j}+\sum_{i=j+1}^{d} \mu_{i, j} x_{i}\right)^{2}\left\|\mathbf{b}_{j}^{*}\right\|^{2} \tag{1}
\end{equation*}
$$

This equation implies that for any $\left(x_{1}, \ldots, x_{d}\right)$ such that $\sum_{i=1}^{d} x_{i} \mathbf{b}_{i}$ is a solution to the problem, one should have $x_{d}^{2}\left\|\mathbf{b}_{d}^{*}\right\|^{2} \leq A$. As $x_{d}$ is an integer, only a finite number of $x_{d}$ 's satisfy this inequality. Furthermore, for each of those values of $x_{d}$, we must have

$$
\sum_{j=1}^{d-1}\left(x_{j}+\mu_{d, j} x_{d}+\sum_{i=j+1}^{d-1} \mu_{i, j} x_{i}\right)^{2}\left\|\mathbf{b}_{j}^{*}\right\|^{2} \leq A-x_{d}^{2}\left\|\mathbf{b}_{d}^{*}\right\|^{2}
$$

This corresponds to a new enumeration problem, in dimension $d-1$ and centered at $-x_{d} \sum_{j<d} \mu_{d, j} \mathbf{b}_{j}^{*}$ rather than at $\mathbf{0}$, which is solved recursively. This recursive description builds a tree, where the first (or top) level of the tree is labeled by the possible values for $\left(x_{d}\right)$, the second level by the possible values for the pair $\left(x_{d-1}, x_{d}\right)$, etc.

For the sake of further description of optimizations, it is however better to reformulate this algorithm in a sequential form. Also, Schnorr and Euchner [45] suggested an optimization regarding the order in which the nodes are considered.

The key idea is that very short vectors should be sought in an aggressive way, so as to quickly decrease the initial bound $A$. Eq. (1) suggests that the values $x_{i} \approx$ $\left\lfloor-\sum_{j=i+1}^{d} x_{j} \mu_{j, i}\right\rceil$ are most likely to yield a short vector.

Unrolling the depth-first traversal of the tree then yields the algorithm of Figure 1.

```
Inputs: A positive real \(A,\left(\mu_{i, j}\right)_{1 \leq j<i \leq d},\left(\left\|\mathbf{b}_{i}^{*}\right\|^{2}\right)_{1 \leq i \leq d}\).
Output: The coordinates of a nonzero shortest vector of \(L\) with respect to the
basis \(\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}\right)\).
\(\mathbf{x}[1 . . d] \leftarrow(0,0, \ldots, 0), \delta \mathbf{x}[1 . . d] \leftarrow(0,0, \ldots, 0), \delta^{2} \mathbf{x}(1 . . d) \leftarrow(-1,-1, \ldots,-1)\).
\(\mathbf{c}[1 . . d] \leftarrow(0, \ldots, 0), \ell[1 . . d+1] \leftarrow(0, \ldots, 0), \mathbf{y}[1 . . d] \leftarrow(0, \ldots, 0)\).
\(i \leftarrow d, S \leftarrow \emptyset\).
Repeat
    \(y_{i} \leftarrow\left|x_{i}-c_{i}\right| ; \ell_{i} \leftarrow \ell_{i+1}+\left\|\mathbf{b}_{i}^{*}\right\|^{2} y_{i}^{2}\).
    If \(\ell_{i} \leq A\) and \(i=1\) then
        If \(\ell_{1} \neq 0\) then \((S, A) \leftarrow\left(\mathbf{x}, \ell_{1}\right)\).
    If \(\ell_{i} \leq A\) and \(i>1\) then
        \(i \leftarrow i-1, c_{i} \leftarrow-\sum_{j=i+1}^{d} x_{j} \mu_{j, i}, x_{i} \leftarrow\left\lfloor c_{i}\right\rceil, \delta x_{i} \leftarrow 0\).
        If \(c_{i}<x_{i}\) then \(\delta^{2} x_{i} \leftarrow 1\), else \(\delta^{2} x_{i} \leftarrow-1\).
    Else
        \(i \leftarrow i+1\).
        If \(i>d\) then return \(S\).
        \(\delta^{2} x_{i} \leftarrow-\delta^{2} x_{i} ; \delta x_{i} \leftarrow-\delta x_{i}+\delta^{2} x_{i} ; x_{i} \leftarrow x_{i}+\delta x_{i}\).
```

Fig. 1. The KFP enumeration algorithm
During the execution of the algorithm, the depth of the current node in the tree is $d-i+1$, and the value $\ell_{i}$ is equal to the part of the sum of the right hand side of Eq. (1) corresponding to indices $i$ to $d$. Entering Step 9 starts the exploration of a new subtree; then, exiting Step 12 with the same value of $i$ marks the end of the exploration of this subtree.

Recently, Gama et al. [13, App. D] described a variant of the algorithm of Figure 1 that leads to run-times being decreased by up to $40 \%$. The idea consists in storing all partial sums of the $c_{i}$ 's of Step 9 , and maintaining a table of indices which tell which partial sums remain relevant at any given moment. The speedup is greatest if the index $i$ stays long within a small interval, since then most of the sum of Step 9 is already known and does not need being recomputed. A drawback of this improvement, especially for memory-limited hardware devices, is that it requires more memory: $\Theta\left(d^{2}\right)$ partial sums need to be stored.

### 2.2 Heuristic analysis of the enumeration algorithm

We shall now overview some elements of the analysis of the enumeration algorithm. These are important to understand the shape of the enumeration tree, and, among others, to devise a parallelization strategy. Understanding the overall
shape of the enumeration tree also proves useful in finding the right global computational architecture for dealing with enumeration problems. In this analysis, we shall ignore aspects related to the dynamic evolution of the bound $A$.

The following lemma provides a geometric characterization of points encountered in the tree. Here and in the sequel, we denote by $\Pi_{k}$ the projection orthogonally to the span of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{d-k}$. We have $\Pi_{k}\left(\mathbf{b}_{j}\right)=\mathbf{b}_{j}-\sum_{l=1}^{d-k} \mu_{l, j} \mathbf{b}_{l}^{*}$ for any $j>d-k$.

Lemma 1. At depth $k$ in the tree, we consider all points $\sum_{j=d-k+1}^{d} x_{j} \mathbf{b}_{j}$ such that

$$
\left\|\sum_{j=d-k+1}^{d} x_{j} \Pi_{k}\left(\mathbf{b}_{j}\right)\right\|^{2} \leq A .
$$

Stated differently, the points considered are points of the projected lattice $\Pi_{k}(L)$ within the $k$-dimensional closed ball $\mathcal{B}_{k}(\mathbf{0}, \sqrt{A})$ with radius $\sqrt{A}$. A classical principle due to Gauss provides a (usually good) heuristic estimate for the number of these points, namely:

$$
\begin{aligned}
\left|\Pi_{k}(L) \cap \mathcal{B}_{k}(\mathbf{0}, \sqrt{A})\right| & \approx \frac{\operatorname{vol} \mathcal{B}_{k}(\mathbf{0}, \sqrt{A})}{\operatorname{det} \Pi_{k}(L)}=\frac{\pi^{k / 2} A^{k / 2}}{\Gamma(k / 2+1) \prod_{l=d-k+1}^{d}\left\|\mathbf{b}_{l}^{*}\right\|} \\
& \approx \frac{(2 \mathrm{e} \pi A / k)^{k / 2}}{\prod_{l=d-k+1}^{d}\left\|\mathbf{b}_{l}^{*}\right\|} .
\end{aligned}
$$

This suggests the following estimate for the number of nodes of a subtree at depth $k$ :

$$
\mathcal{C}\left(x_{d-k+1}, \ldots, x_{d}\right):=\sum_{j \leq d-k} \frac{\left(2 \mathrm{e} \pi \ell_{k} / j\right)^{j / 2}}{\prod_{l=d-k-j+1}^{d-k}\left\|\mathbf{b}_{l}^{*}\right\|} .
$$

For $k=d$, we obtain an estimate for the full enumeration:

$$
\mathcal{C}:=\sum_{j \leq d} \frac{(2 \mathrm{e} \pi A / j)^{j / 2}}{\prod_{l=d-j+1}^{d}\left\|\mathbf{b}_{l}^{*}\right\|} .
$$

These estimates strongly depend on the $\left\|\mathbf{b}_{i}^{*}\right\|$ 's: they have a major influence on the shape and size of the enumeration tree. For extremely reduced bases, for example HKZ-reduced, these estimates predict that the width of the tree at depth $k$ is roughly $2^{O(d)} d^{\frac{k}{2} \log \frac{d}{k}}$ (see [19]): the top and bottom of the tree are small, whereas the width is reached by the middle layers (it is obtained for $k \approx d / \mathrm{e}$ ). If the reduction is weaker, e.g., with BKZ-reduction, then the tree is even more unbalanced, with a very wide middle section, and tiny top and bottom. This is a general fact: most of the points encountered are "dead-ends" of the enumeration tree (i.e., most of the paths followed from the root end before reaching level $d$ of the tree). We refer to Appendix A for a figure showing the number of nodes per level on typical examples.

### 2.3 Choosing the initial parameter $A$

The cost of KFP greatly depends on the initial choice for $A$. If the minimum $\lambda(L)$ is already known, the optimal choice is $A=\lambda(L)^{2}$. If unknown, two main approaches can be considered: use an upper bound, or start from a lower bound and increase it until a solution is found.

In the first case, an option is to set $A=\min _{i}\left\|\boldsymbol{b}_{i}\right\|^{2}$. If the basis is nearly HKZ-reduced, this might be the most efficient choice as it will be very close to $\lambda(L)^{2}$. However, in the worst-case, the gap between $\min _{i}\left\|\boldsymbol{b}_{i}\right\|^{2}$ and $\lambda(L)$ grows with the dimension. A second option consists in using the inequality $\lambda(L) \leq$ $\sqrt{\gamma_{d}}(\operatorname{det} L)^{1 / d}$. When the dimension is not too small, this gives a more accurate estimate for $\lambda(L)$. However, the exact values of $\gamma_{d}$ are unknown in general, and using known upper bounds on $\gamma_{d}$ is likely to provide a value for $A$ that is a constant factor too large. If so, the cost of the enumeration will be exponentially larger than the optimal.

Another possibility consists in starting with $A=\min _{i}\left\|\boldsymbol{b}_{i}^{*}\right\|^{2}$, which is a lower bound for $\lambda(L)^{2}$. If the algorithm fails because $A$ is too small, we try again with a larger value of $A$ such that the heuristic cost is multiplied by 2 . As we have seen, the cost can be estimated efficiently with the Gaussian heuristic. This strategy ensures that the overall cost is no more than four times the optimal cost. Since we are mostly interested in the case where $d$ is rather large, we may use the asymptotic lower bound $\gamma_{d} \gtrsim \frac{d}{2 \pi e}$ (see [8, Ch. 1, Eq. (48)]), and set $A=\frac{d}{2 \pi e}(\operatorname{det} L)^{2 / d}$. The latter should be a rather tight estimate for $\lambda(L)^{2}$, for somewhat random lattices. If no solution is found for this value of $A$, we increase $A$ as explained above.

## 3 Parallel implementation

The enumeration algorithm is typical example where the main problem can be decomposed in lots of small, independent subproblems, which pleads for a study of their parallelization. One might naively fix a level $i$ of the tree and dispatch all subtrees with root at level $i$. However, the shape of the tree is not adapted to this approach: such subtasks are of too uneven a size. For instance, if the level is close to the root of the tree, the size of the largest task is of the order of magnitude of the whole computation. Furthermore, if the level $i$ is lower, the number of tasks increases exponentially, which leads to a large number of threads, and to a quick growth of the communication cost. A better strategy is obtained by dispatching the subtasks in a dynamic way:

- Fix a computational granularity level (e.g., around 1 second);
- Start the enumeration on a master machine;
- Whenever entering Step 9, estimate the cost of the corresponding subtree using the heuristic described in Section 2.2:
- if it is below the granularity level, affect this task to an available slave machine and jump to Step 13,
- otherwise continue handling the tree on the master machine.

Note that with this strategy, there is no lower bound on the size of a task. However, each node has a small number of children (typically less than 10), which implies that a non-negligible fraction of the tasks will have a non-negligible cost. This ensures that the overall communication cost is low. If the granularity level is high, further care should be taken so that each subprocess can receive a signal whenever the value of $A$ is updated (Step 7). Conversely, if the granularity level is sufficiently low (i.e., the communication cost is higher), it suffices to provide the new $A$ only to the new threads.

We performed experiments to assess the accuracy of the gaussian heuristic, and refer to Appendix B for a detailed account. Typically, for $d=64$, we observe that the relative error of the gaussian heuristic for any subtree whose number of nodes is more than $10^{6}$ is less than $0.1 \%$. We coded the above parallelization technique in MPI/C++. The code achieves quasi-optimal parallelization. With a single CPU core (Intel Core 2 Quad Q9550 at 2.83 GHz ), the average traversal rate is $1.27 \cdot 10^{7}$ KFP nodes per second without the recent optimisation of [13, App. D], and $1.76 \cdot 10^{7}$ with it (in dimension 64 ). With 10 CPU cores (plus a master which only commands the slaves), these traversal rates are multiplied by approximately 9.7.

## 4 Arithmetic aspects of KFP

In KFP, the quantities $\left(\mu_{i, j},\left\|\boldsymbol{b}_{i}^{*}\right\|^{2}, \ell_{i}, A\right)$ are all rational, so, in theory, all computations could be performed exactly. However, the bit-sizes of these numbers can be as large as $\Theta\left(d \log \left(\max _{i}\left\|\boldsymbol{b}_{i}\right\|\right)\right)$, which implies a large arithmetic overhead. In practice, approximate arithmetic such as fixed-point or floating-point is used instead.

### 4.1 Fixed-point arithmetic

A fixed-point number of precision $p$ is a real number that can be written as $m \cdot 2^{-p}$ with $m \in \mathbb{Z}$. Any real number can be rounded to the nearest fixed-point number with an absolute error $\leq 2^{-p-1}$. Additions and subtractions of fixedpoint numbers can be performed exactly, but the result of multiplications and divisions must be rounded. From an implementation point of view, fixed-point arithmetic is equivalent to integer arithmetic.

In software, floating-point arithmetic is more common than fixed-point arithmetic: it is standardized and available in hardware on most general-purpose CPUs, enabling reliable and efficient implementations. However, since there are no embedded floating-point operators on FPGA, and as we also want to keep the circuit as small as possible, fixed-point arithmetic is the natural choice. Additionally, the resource usage of the implementation of KFP on the FPGA directly depends on the precision of the fixed-point arithmetic: The size of the data grows linearly with the precision, and the size of multipliers grows quadratically (although the granularity for multipliers is larger). Therefore we want to determine the smallest precision for which the result is still meaningful.

In fixed-point arithmetic, the bit-size comes from two components: the (logarithm of the) magnitude of the numbers we want to represent, and the precision. Here, most of the variables $\left(x_{i}, \delta x_{i}, \delta^{2} x_{i}, \mu_{i j}\right.$, and $\left.c_{i}\right)$ have rather small magnitudes. The norm $\left\|\boldsymbol{b}_{i}^{*}\right\|$ is not bounded, but the ratio between $\max _{i}\left\|\boldsymbol{b}_{i}^{*}\right\|$ and $\min _{i}\left\|\boldsymbol{b}_{i}^{*}\right\|$ is $2^{O(d)}$ provided that the input is (at least) LLL-reduced and $\left\|\boldsymbol{b}_{d}^{*}\right\| \leq$ $\left\|\boldsymbol{b}_{1}^{*}\right\|$. The LLL-reduction of the input basis can be done efficiently and we can remove the last vector of the basis until the second condition is fulfilled (it cannot be used in an integer linear combination that leads to a shortest non-zero lattice vector). If the input basis is scaled so that $1 / 2 \leq \max _{i}\left\|\boldsymbol{b}_{i}^{*}\right\|<1$, then all variables can be represented in fixed-point arithmetic.

### 4.2 Numerical accuracy

The numerical behaviour of a floating-point version KFP has been studied in [40]. The main result of this article is that a precision of roughly $0.8 d$ bits suffices to ensure the correctness when the input is LLL-reduced with quasi-optimal factors. The proof consists in bounding the magnitudes of all $x_{i}$ 's, $y_{i}$ 's and $c_{i}$ 's and then analyzing the accuracy of all computations. It can readily be adapted to fixed-point arithmetic. However, for several reasons, this worst-case analysis is far from being tight for the considered lattices and bases.

A possible way to decrease the required precision, already mentioned in [40], consists in replacing the static error analysis by a dynamic algorithm which uses the exact $\left\|\boldsymbol{b}_{i}^{*}\right\|$ 's of the input to compute an a priori error bound for this input. Also, as the $\mu_{i, j}$ 's and $\left\|\boldsymbol{b}_{i}^{*}\right\|^{2}$ 's are used many times but computed only once, we assume that they are computed exactly and then rounded. We call this the $a$ priori adaptive precision strategy.

Over-estimating the $\left|x_{i}\right|$ 's significantly contributes to the computed sufficient precision being large. The bound for the $\left|x_{i}\right|$ 's derives from the triangular inequality $\left|\sum \mu_{i, j} x_{j}\right| \leq \sum\left|\mu_{i, j} x_{j}\right|$, which is very loose in practice. For instance, on BKZ-40-reduced random knapsack lattices of dimension 64, we typically obtain $\left|x_{i}\right| \leq 2^{26}$. However, the worst-case for 20 lattices of the same form is $\left|x_{i}\right|=54 \leq 2^{6}$. We develop the following strategy to exploit the latter observation: Let $X$ be fixed (e.g., $X=2^{7}$ ); We assume that $\left|x_{i}\right| \leq X$ and then bound the accuracy of $\ell_{i}$; During the execution of KFP, we compare all $\left|x_{i}\right|$ 's to $X$ and check that it is valid. This strategy allows us to guarantee the validity of the computation a posteriori. In practice, this means that we have to detect overflows in the computation of $\left|x_{i}\right|$ 's (provided that $X$ is set to a power of 2 ).

It remains to explain how to estimate the error on the $\ell_{i}$ 's. It can be done via a uniform estimate (a bound of $(d+1-i)\left(2 Y X d+Y^{2}+Y+1\right) 2^{-p-1}$, where $Y:=\left(\min _{i}\left\|\boldsymbol{b}_{i}^{*}\right\|\right)^{-1}+X d \cdot 2^{-p-1}$, can be achieved), but this leads to a significant increase of $A$ and/or the precision, hence of the computing time. Instead, we use the algorithm of Figure 2, which takes the above improvements into account. This gives what we call the a posteriori adaptive precision strategy.

Lemma 2. The algorithm of Figure 2 (executed with rounding mode set to "towards $+\infty$ ") returns a valid bound for the error on all the $\ell_{i}$ 's.

```
Inputs: The Gram-Schmidt vectors \(\boldsymbol{b}_{i}^{*}\), an upper bound \(X\) on the \(\left|x_{i}\right|\) 's.
Output: An error bound on all \(\ell_{i}\).
    \(\delta_{l} \leftarrow 0, \varepsilon \leftarrow 2^{-p-1}\).
    For \(i=d\) downto 1
    \(Y \leftarrow\left\|\boldsymbol{b}_{i}^{*}\right\|^{-1}\),
    \(\delta_{y} \leftarrow X(d-i) \varepsilon\),
    \(\delta_{r y} \leftarrow\left(Y+\delta_{y}+1\right) \varepsilon+\left\|\boldsymbol{b}_{i}^{*}\right\|^{2} \delta_{y}\),
    \(\delta_{r y y} \leftarrow\left(Y+\delta_{y}\right) \delta_{r y}+\left\|\boldsymbol{b}_{i}^{*}\right\| \delta_{y}+\varepsilon\),
    \(\delta_{\ell} \leftarrow \delta_{\ell}+\delta_{r y y}\).
8. Return \(\delta_{\ell}\).
```

Fig. 2. Bounding the numerical error on the computed $\ell_{i}$ 's
The proof is given in Appendix C. In the examples we studied, this gave an upper bound of the order of $10^{-2}$. Once we have bounded the error on $\ell_{i}$ by $\Delta_{\max }$, we follow the same strategy as in [40] to compute a guaranteed solution: add $\Delta_{\max }$ to the chosen bound $A$, and round it to fixed-point with rounding towards $+\infty$. This should be done every time $A$ is updated.

Under the above conditions, one can prove that the shortest vector will be considered by the algorithm. However, one more modification is required if one really wants a shortest non-zero vector as an output of the algorithm: because of the errors on the $\ell_{i}$ 's, one might incorrectly believe that a vector $\boldsymbol{b}$ is shorter than the current optimum $\boldsymbol{b}^{\prime}$. Hence, when Step 7 of the algorithm is entered, the norm of $\boldsymbol{b}$ should be recomputed exactly and compared to $A$. Since our FPGA implementation is targeted at dealing with the intermediate levels of the enumeration tree, this computation will in practice be done in software. Note that in the context of KFP being used within BKZ, finding a vector whose norm deviates from the optimal value only because of numerical inaccuracies is deemed sufficient (see, e.g., NTL's BKZ [47]).

In the table below, we compare the sufficient precisions we obtain with the three analyses, for several dimensions of interest. The first row gives a bound valid for any LLL-reduced basis (with the same parameters as in [40]). To compute the first two rows, the bound $X$ in the algorithm is replaced by a bound which depends on $i$, and which is computed by using the triangular inequality and the upper bound $Y$. For the last row, we took $X=2^{7}$, which was checked valid in dimensions 40 and 64, and conjectured to hold for dimension 80. Each given a priori and a posteriori bound is the maximum that we obtained for 10 independent samples.

| Dimension | 40 | 64 | 80 |
| :---: | :--- | :--- | :--- |
| Sufficient precision in the worst case | 36 | 52 | 63 |
| A priori adaptive precision | 27 | 36 | 42 |
| A posteriori adaptive precision | 21 | 23 | 24 |

## 5 An FPGA-based accelerator for KFP

From the intrinsic parallelism of KFP along with its fairly limited accuracy requirements, as per Sections 3 and 4, respectively, FPGAs look like a perfectly
suitable target architecture for implementing fast and cost-efficient accelerators for short-vector enumeration in lattices. In the following, in order to assess the validity of this observation, we present the design of such an accelerator and provide the reader with performance estimations.

### 5.1 Choice of the target FPGA

Since we are aiming at a high-performing implementation in order to demonstrate the relevance of FPGAs as enumeration accelerators, we choose to target our implementation at a particular FPGA family. Despite losing in portability and a slightly higher design effort, this enables us to fully exploit and benefit from all the available FPGA resources.

Considering the KFP algorithm given in Figure 1, two main bottlenecks can be identified:

- first, its relatively high memory requirements: the storage necessary for the Gram-Schmidt matrix and for the local variables quickly becomes critical when considering a circuit with several KFP instances running in parallel; and
- second, the fixed-point multiplications, which are the main source of computations in KFP: two products need be performed at Step 5 , and $d-i$ are required to compute $c_{i}$ in Step 9.

Furthermore, other criteria have to be taken into account when choosing the suitable FPGA, such as the overall logic density (i.e., the number of available logic and routing elements), the achievable performance (i.e., the maximum clock frequency), and, last but not least, the actual cost of the device. Indeed, if we are to draw a fair comparison between FPGAs and CPUs when it comes to running KFP, we have to benchmark equally priced systems.

For all of the aforementioned reasons, we opted for the Xilinx Virtex-5 SXT family of FPGAs [52], and more specifically for the smallest one of the range, namely the XC5VSX35T, at the slowest speed grade ( -1 ). For a unit price of US $\$ 460,{ }^{5}$ this FPGA combines 168 18-kbit RAM blocks, 192 DSP blocks (each comprising a 25 -by- 18 -bit signed multiplier and a 48 -bit adder/accumulator) and 5440 logic slices (each comprising four 6 -to-1-bit look-up tables, or LUTs, and four 1-bit flip-flops), which suits reasonably well our requirements.

### 5.2 Main architecture of the accelerator

As the KFP enumeration algorithm lends itself quite well to parallelization, as discussed in Section 3, a natural idea to implement it in hardware is to have several small "cores" running in parallel, each one traversing a distinct subtree of the whole enumeration tree. Those subtrees are dispatched to the cores through a shared bus, and the found short vectors are collected and sent back to the host by a dedicated I/O controller.

[^1]By enumerating vectors in the corresponding subtree, each KFP core handles subproblems of fixed dimension $d$. We set the bound $d \leq 64$, as this seems sufficient to accelerate the fat section of the enumeration tree in dimensions up to $100-120$ (which is achievable with [13]). This means that the bottom layer considered in the KFP core is higher than the bottom layer of the overall tree: the subtrees possibly found below the subtree handled by the KFP core are sent back to the host and processed in software. Due to the extreme unbalanced-ness of the KFP tree, if the interval of dimensions handled by the KFP core is chosen carefully, then very few such subtrees will be found.

In the context of BKZ-type algorithms, the accelerator can be used to handle many different blocks in parallel. The BKZ blocks need not be of dimension 64: smaller dimensions can be handled on 64 -dimensional KFP cores by simply setting the superfluous Gram-Schmidt coefficients to 0 .

Finally, in order to maximize to computational power of the accelerator (which is directly proportional to the number of KFP cores that can fit on the FPGA), the resource usage of the bus and of the I/O controller should be kept as low as possible. However, since this part of the circuit is also highly dependent on the type of connectivity between the FPGA and the host, we have not implemented it yet, focusing primarily our efforts on designing efficient KFP cores.

### 5.3 Storing the Gram-Schmidt matrix

As previously mentioned, a critical issue of KFP lies in its memory requirements, and more especially in the quadratic storage space required for the GramSchmidt matrix. Indeed, when enumerating vectors in dimension $d$, one needs to store all the $\mu_{j, i}$ coefficients for $1 \leq i<j \leq d$, as all of them will take part in the computation of the $c_{i}$ 's at Step 9 of the algorithm in Figure 1. This represents $d(d-1) / 2$ coefficients that have to be stored on the circuit and can be accessed independently by each KFP core.

The adopted solution is also the simplest one, and is perfectly suited to low-dimensional lattices $(d \leq 64)$ and to memory-rich FPGAs. The idea here is to make use of the available dual-port RAM blocks on the FPGA to build a ROM for the Gram-Schmidt matrix coefficients. On the Virtex-5 FPGA we considered, those RAM blocks are 18 kbits large and can be configured as $16 \mathrm{k} \times 1$ , $8 \mathrm{k} \times 2$ -, $4 \mathrm{k} \times 4$-, $2 \mathrm{k} \times 9$ - or $1 \mathrm{k} \times 18$-bit true dual-port memories. Additionally, two adjacent 18 -kbit blocks can be combined to form a 36 -kbit RAM block, supporting from $32 \mathrm{k} \times 1$ - to $1 \mathrm{k} \times 36$-bit dual-port memories. The coefficients of the Gram-Schmidt matrix can then be stored on several of such RAM blocks, their actual number depending on the required dimension $d$ and precision $p$. In some case, a small amount of extra logic might also be necessary to multiplex several memories. Moreover, since the RAM blocks are dual-ported, they allow such a Gram-Schmidt matrix ROM to be shared between two KFP cores.

For instance, for a lattice of dimension $d=64$ and taking $p=24$ bits of precision for the $\mu_{i, j}$ 's, the ROM would require a storage capacity of $d(d-1) / 2=$ 2016 words of 24 bits each. This can be achieved by means of one $36-\mathrm{kbit}$ RAM
block (i.e., two 18 -kbit blocks) configured as a $2 \mathrm{k} \times 18$-bit memory and one 18 -kbit RAM block configured as a $2 \mathrm{k} \times 9$-bit memory.

### 5.4 Architecture of a KFP core

The basic processing unit of our accelerator is the KFP core, which runs the enumeration algorithm depicted in Figure 1 on a subtree of the whole enumeration tree. Each such core is based on a fixed-point multiplier-accumulator, which is in charge of computing the $\ell_{i}$ 's (Step 5) and the $c_{i}$ 's (Step 9). This multiplier is coupled with a register-file responsible for storing all the local variables. Finally, a small control automaton ensures the correct execution of the algorithm, keeping track of the current level $i$ and coordinates $x_{i}, \delta x_{i}$, and $\delta^{2} x_{i}$, computing the corresponding addresses for accessing the registered data, and multiplexing the inputs to be fed to the multiplier.

Since the overall performance of the accelerator is directly proportional to the number of KFP cores that can fit on the FPGA, it is crucial to streamline their architecture as much as possible without impacting too much on their standalone performance. To that intent, we make extensive use of the available FPGAspecific embedded features, such as DSP blocks for the fixed-point multiplieraccumulator and RAM blocks for the register file. Not only does this allow us to fully exploit most of the available resources on the FPGA, but, since these embedded blocks can usually be clocked at much higher frequencies than the logic cells, keeping the logic usage to its bare minimum is also key to designing a high-performing accelerator.

Following this rationale, the fixed-point multiplier is implemented by means of two adjacent DSP48E blocks. Thanks to their versatility, these blocks support the two modes of operation required by the KFP algorithm:

- Cascading the two DSP blocks yields a $34 \times 24$-bit unsigned multiplier, which can be used to compute successively the two products $y_{i} \times\left\|\mathbf{b}_{i}^{*}\right\|^{2}$ and $y_{i} \times$ $\left\|\mathbf{b}_{i}^{*}\right\|^{2} y_{i}$, for precisions $p$ up to 24 bits. Indeed, since the $\mathbf{b}_{i}$ 's are scaled (as per Section 4.1), the squared norm $\left\|\mathbf{b}_{i}^{*}\right\|^{2}$ is lower than 1 and therefore fits in $p$ bits. Furthermore, concerning $y_{i}, 34$ bits are more than enough since its integer part, bounded by $\left|\delta x_{i}\right| / 2$, will never exceed a few bits in practice.
Finally, one can see that if $\left\|\mathbf{b}_{i}^{*}\right\|^{2} y_{i} \geq 1$ then $\left\|\mathbf{b}_{i}^{*}\right\|^{2} y_{i}^{2} \geq 1>A$. Thus, if the first product is greater than 1 , we need not compute the second one, as $\ell_{i}$ will exceed the bound $A$ and the enumeration will go up one level in the tree. Conversely, if this product is lower than 1 , then it fits on $p$ bits and can be fed back to the multiplier in order to compute the second product. Additionally, rounding the two products to $p$ fractional bits, along with adding $\ell_{i+1}$, is achieved using the cascaded 48-bit adders available in the DSP blocks. The comparison against the bound $A$ is also carried out by these adders.
So as to ensure a high operating frequency, the two DSP blocks are pipelined with a latency of 3 clock cycles. Taking the cascading latency of 1 extra cycle into account, each $34 \times 24$-bit product is performed in 4 cycles. The
squared norm $\ell_{i}$ is then computed in 9 clock cycles, plus 1 additional cycle for obtaining the difference $\ell_{i}-A$.
- The computation of $c_{i}$ at Step 9 only requires one DSP block, configured as a $25 \times 18$-bit signed multiplier-accumulator. For each product of the sum, the first operand is the $p$-bit Gram-Schmidt coefficient $\mu_{j, i}$, sign-extended to 25 bits, and the second operand is the corresponding $x_{j}$, which fits in the available 18 bits, as discussed in Section 4.2. The 48-bit accumulator embedded in the DSP block is wide enough to accommodate $c_{i}$ and can also be initialized to a particular value $c_{i}^{(0)}$ in order to avoid having to explicitly compute the last terms of the sum, when dealing with subtrees for which the last coordinates are fixed.
A 3-cycle-deep pipelining is also used in this mode of operation. Furthermore, the products being all independent, it is possible to schedule one such product per clock cycle. The computation of $c_{i}$ (i.e., accumulating $d-i$ products) thus requires $2+d-i$ clock cycles.
As far as the KFP core register file is concerned, the most suitable solution is to use an embedded 18 -kbit RAM block configured as a $512 \times 36$-bit simple dual-port memory with independent read and write ports. The widest data to be stored in these registers are the $c_{i}$ 's, which have a $p$-bit fractional part and an integer part the size of the $x_{i}$ 's. The precision $p=24$ bits therefore leaves up to 12 bits for the $x_{i}$ 's, which is enough in practice, as per Section 4.2.

The variables to be stored in this register file are the $\ell_{i}$ 's, the $c_{i}$ 's, the $c_{i}^{(0)}$ 's, the triples $\left(x_{i}, \delta x_{i}, \delta^{2} x_{i}\right)$, the bound $A$, along with the constants $\left\|\mathbf{b}_{i}^{*}\right\|^{2}$. Each cluster of $d$ variables is aligned on 64 -word boundaries, for simpler register address computation.

Finally, as most computations and storage tasks are handled by the DSP and RAM blocks, respectively, the purpose of the control unit is mostly to feed the proper control signals to those embedded blocks. However, some computations are still directly carried out by the control unit:

- The computation of $y_{i}=\left|x_{i}-c_{i}\right|$ at Step 5 is performed by a carry-propagate subtracter. Indeed, noticing that the sign of $x_{i}-c_{i}$ is given by $\delta^{2} x_{i}$, it is possible to control the subtracter to compute either $x_{i}-c_{i}$ or $c_{i}-x_{i}$ according to the sign of $\delta^{2} x_{i}$ at no additional cost.
- Updating the coordinates at Step 14 is also very efficient, provided that we use a slightly different update algorithm. Defining the variables $\tilde{\delta} x_{i}$ and $\tilde{\delta}^{2} x_{i}$ such that $\tilde{\delta} x_{i}=\left|\delta x_{i}\right|$ and $\delta^{2} x_{i}=(-1)^{\tilde{\delta}^{2}} x_{i}$, we have the following equivalent coordinate update method:

$$
x_{i} \leftarrow x_{i}+(-1)^{\tilde{\delta}^{2} x_{i}} \tilde{\delta} x_{i} \quad ; \quad \tilde{\delta} x_{i} \leftarrow \tilde{\delta} x_{i}+1 \quad ; \quad \tilde{\delta}^{2} x_{i} \leftarrow \operatorname{NOT} \tilde{\delta}^{2} x_{i}
$$

This solution is much better suited to hardware implementation, as computing $x_{i} \pm \tilde{\delta} x_{i}$ only requires a single adder/subtracter controlled by $\tilde{\delta}^{2} x_{i}$, whereas computing $-\delta x_{i}+\delta^{2} x_{i}$ as in the original KFP algorithm involves an extra carry propagation. Additionally, the proposed method lends itself more naturally to a parallel implementation of the three affectations.

### 5.5 Performance estimations

As mentioned previously, we implemented a VHDL description of our KFP accelerator on a Xilinx Virtex-5 SXT 35 FPGA with a speed grade of -1 . We present here results from the post-place-and-route area and timing estimations given by the Xilinx ISE 10.1 toolchain.

On the considered FPGA, a single KFP core designed for dimension $d=64$ and precision $p=24$ bits then requires 1 18-kbit RAM block, 2 DSP blocks, 274 LUTs, and 101 flip-flops (not counting the extra memory and logic used to store the Gram-Schmidt coefficients). Such a core can be clocked at an operating frequency of 250 MHz and processes a valid level- $i$ node of the enumeration tree in $34+d-i$ cycles: $20+d-i$ cycles when going down to its first child and 14 cycles when coming back up from its last child. For a 64 -dimensional lattice and assuming that the average node depth is 32 , this yields a processing time of 264 ns per node or, equivalently, a traversal rate of 3.79 million visited nodes per second per KFP core.

It turns out that exactly 66 such cores can fit on the XC5VSX35T FPGA without lowering the clock frequency. The total resource usage is then 165 out of the 168 available 18-kbit RAM blocks ( $98 \%$ ), 132 out of 192 DSP blocks ( $68 \%$ ), 19217 out of 21760 LUTs ( $88 \%$ ), and 6733 out of 21760 flip-flops ( $30 \%$ ). ${ }^{6}$ These figures are satisfactory, as we observe a well-balanced usage of the FPGA resources: our careful design strategy, matching closely the architecture of the FPGA, really pays off at this point.

Finally, those 66 KFP cores deliver a total traversal rate of $2.50 \cdot 10^{8}$ nodes per second. This result has however to be taken with some caution, as our implementation does not take the I/O controller overhead into account. Nevertheless, we are quite confident that a carefully designed and lightweight I/O controller would not have too adverse an impact on the accelerator performance.

Of course, this rate of $2.50 \cdot 10^{8}$ traversed nodes per second is only achieved when all of the 66 KFP cores are busy. If the main KFP problem is not properly splitted into large enough sub-instances, the cores would spend too much time performing I/Os and would therefore be completely underexploited, rendering the whole approach pointless. However, since typical dimension-64 KFP trees have several billion nodes, this should ensure keeping the communication costs negligible, even when restricted to using high-latency I/Os such as USB.

## 6 Conclusion

We have presented a first attempt at speeding up vector enumeration in Euclidean lattices by means of a dedicated FPGA accelerator. Even though the KFP algorithm lends itself particularly well to parallelization, adapting it to fully take advantage of the FPGA's specificities requires particular care in ensuring the validity of the drastic arithmetic choices (limited precision and fixed-point

[^2]instead of floating-point) and in designing the actual circuit with efficiency in mind.

The proposed accelerator achieves a cost-normalized traversal rate of $5.43 \cdot 10^{5}$ visited nodes per second per dollar in dimension 64, against a rate of $2.55 \cdot 10^{5}$ for a multi-core software implementation on an Intel Core 2 Quad Q9550 processor, thus yielding a speed-up of 2.12 . The performance of our FPGA accelerator is even better compared to that of the GPU implementation proposed in [20] which delivers a total traversal rate of $1.36 \cdot 10^{5}$ nodes per second per dollar.

All in all, it appears that, thanks to our implementation, FPGAs qualify as a perfectly relevant architecture for accelerating lattice reduction, thus calling for further investigations in that direction.
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## A Shape of the KFP tree

In Figures 3, 4, we compare the Gaussian approximation and the actual number of KFP-nodes per level on the same type of bases, using similar reductions. Note that for dimension 64 , only the BKZ-40 preprocessing allows for enumeration in a reasonable amount of time, explaining the fact that the left graphics only has one curve.


Fig. 3. Number of nodes per level in KFP, dimension 40: experimental (left), Gaussian estimate (right)


Fig. 4. Number of nodes per level in KFP, dimension 64: experimental (left), Gaussian estimate (right)

## B Performance of the software implementation of KFP

The tables below give the number of nodes treated per second of our software implementations of the KFP algorithm on an Intel Core 2 Quad Q9550 at 2.83 GHz , with or without the optimization described in [13, App. D]. These data have been obtained via the enumeration of 32 different lattices; we provide the average number of nodes per second and the standard deviation.

We also provide data regarding parallelization. The granularity level has been set to $2 \cdot 10^{7}$ nodes. The left diagram shows the number of subtrees of the enumeration that have (estimated via the Gaussian heuristic) size $\leq 2 \cdot 10^{7}$ and whose father has (estimated) size $>2 \cdot 10^{7}$; we call these subtrees slave subtrees. The right diagram shows that the Gaussian heuristic remains extremely reliable in this context: for $95 \%$ of trees of size $2^{15}$, it estimates the correct size within a factor $<1.01$.

The latter shows that the size of tasks is rather well estimated (mainly, no "large" subtree is mistakenly handled as a small one), whereas the former shows

| dim. | avg. \# nodes | std. dev. |
| :---: | :---: | :---: |
| 40 | $1.48238 \mathrm{e}+07$ | 273330 |
| 48 | $1.40783 \mathrm{e}+07$ | 176269 |
| 56 | $1.3272 \mathrm{e}+07$ | 134886 |
| 64 | $1.26201 \mathrm{e}+07$ | 128941 |


| dim. | avg. \# nodes | std. dev. |
| :---: | :---: | :---: |
| 40 | $1.72778 \mathrm{e}+07$ | 281925 |
| 48 | $1.73586 \mathrm{e}+07$ | 96808.5 |
| 56 | $1.74355 \mathrm{e}+07$ | 127681 |
| 64 | $1.75637 \mathrm{e}+07$ | 179223 |

Fig. 5. Number of nodes per second in software, unoptimized version (left) versus optimized (right)


Fig. 6. Left: number of unique subtrees of a given size; right: validity of the Gaussian approximation as a function of tree size
that most of the tasks below a given granularity level are in fact of size close to that granularity level: the parallelization proposed is extremely close to splitting the tree into pieces of equal sizes.

## C Proof of Lemma 2

For any quantity $\alpha$, we denote its fixed-point evaluation by $\bar{\alpha}$. We also define $\Delta \alpha=|\alpha-\bar{\alpha}|$. Let $\varepsilon=2^{-p-1}$, where $p$ is the precision of the fixed-point arithmetic. The Gram-Schmidt coefficients can be computed exactly in software and then rounded, which ensures that $\Delta \mu_{i, j} \leq \varepsilon$ and $\Delta\left(\left\|\boldsymbol{b}_{i}^{*}\right\|^{2}\right) \leq \varepsilon$.

This implies that $\Delta y_{i} \leq(d-i-1) X \varepsilon$. We now consider an iteration of KFP where $\ell_{i} \leq A(\leq 1)$. This implies that $y_{i} \leq\left\|\boldsymbol{b}_{i}^{*}\right\|^{-1}$, which gives $\left\|\boldsymbol{b}_{i}^{*}\right\|^{2} y_{i} \leq\left\|\boldsymbol{b}_{i}^{*}\right\|$ and $\bar{y}_{i} \leq\left\|\boldsymbol{b}_{i}^{*}\right\|^{-1}+\Delta y_{i}$. The product $\left\|\boldsymbol{b}_{i}^{*}\right\|^{2} y_{i}^{2}$ is computed as $\left(\left\|\boldsymbol{b}_{i}^{*}\right\|^{2} \times y_{i}\right) \times y_{i}$, and we thus bound the error on this product in two steps:

$$
\begin{aligned}
\Delta\left(r_{i} y_{i}\right) & \leq \varepsilon+\bar{y}_{i} \varepsilon+r_{i} \Delta y_{i} \\
\Delta\left(r_{i} y_{i}^{2}\right) & \leq \varepsilon+\bar{y}_{i} \Delta\left(y_{i} r_{i}\right)+r_{i} y_{i} \Delta y_{i}
\end{aligned}
$$

Finally, for all $i$ we have $\Delta \ell_{i} \leq \sum_{j=i}^{d} \Delta\left(r_{j} y_{j}^{2}\right)$. The correctness of the algorithm of Figure 2 derives from those inequalities.


[^0]:    ${ }^{4}$ Note that what is defined as a node in this paper differs by a factor 2 from the "enumeration step" metric in [20]; the latter (see [20, Sec. 3.1, second paragraph]) indeed counts each node twice, once when traversed downwards, once when traversed upwards during the enumeration.

[^1]:    ${ }^{5}$ As per http://www.nuhorizons.com/

[^2]:    ${ }^{6}$ Actually, the FPGA is even more congested, as 5303 out of the 5440 available logic slices ( $97 \%$ ) are occupied, due to some LUT/flip-flop packing issues.

