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ABSTRACT

Diagnosability is the property of a partially ob-
servable system with a given set of possible
faults, that these faults can be detected with cer-
tainty with a finite observation. Usually, the def-
inition and the verification methods of diagnos-
ability ignore the nature of the system events,
controllable (by the system) or uncontrollable. In
this paper we show the influence of controllability
of events on the diagnosability definition and ver-
ification. We show that the classical diagnosabil-
ity is a special case where we consider the whole
system as controllable. Using Game Structure we
generalize the definition of diagnosability by the
mean of strategies. Then, Alternating-time Tem-
poral Logic is used in order to model check di-
agnosability in the case of uncontrollable events.
We show how the framework is suitable for one
system and also for a set of interacting systems.

faults. The notion of "diagnosability” captures that re-
qguirement. The system is diagnosable if we can estab-
lish a precise diagnosis for every given possible fault
from finite observation.

Model-based diagnosis aims at automating the pro-
cess of diagnosis and diagnosability checking by ana-
lyzing an abstract representation of the system called
the model.

In 1995, (Sampathet al, 1999 proposed a formal
definition of diagnosability for discrete event systems
modeled using automata. The automata used have two
types of events: observable and unobservable (contain-
ing fault events). This definition considers a system as
nondiagnosable if its model contains two infinite exe-
cutions producing the same observable trace and only
one of them contains the fault. This implicitly sup-
poses that the system has the total control on its exe-
cution making it possible to keep the ambiguity indef-
initely. So, the diagnosability is defined by supposing
that the diagnoser will only observe what happens in
the system with no control in order to try to resolve the

1 INTRODUCTION ambiguity (scenario 1). o

Diagnosis of systems is concerned by two activities: But actually more and more gpé)llc_atlon_s aré open
(i) fault detection, i.e. "did a fault happen?” and (i) Srocrns HiHET® COMPONERts and Cevices Tteract Di-
fault identification i.e. "which kind of fault did hap- 29N0Sabity ; 1d Of Systems.
pen?”. In real life the operator in charge of diagnosmgabliﬂt;hflgrV;?]I;(t\;/VSeggfng;gtllezrﬁ Egggﬁg?lglggggi)dl\&}\?engg[l
a failed system, can do mainly two activities in order ;- ; > > :

to figure gut what is wrong wit%in a systensognario this active diagnosability We also propose a method

1) she can try to make the diagnosis by only observingto verify active diagnosability using a model checking
the current state of the system (measuring) and/or it&PProach. .
history (passive diagnosisjsdenario 3 for some kind . !N the sequel of the paper, after some preliminar-
of systems, she may try some commands on the syd€S, We recall the classical definition of diagnosability
tem and then she observes its reactions in order to end we present the twin plant approach as a method
tablish her diagnosis (active diagnosis). According tot@ check diagnosability. In section 3 we introduce the
these two scenarios, we can classify the systems to bgot!on of open and well-controllable systems, we also
diagnosed in mainly two categories: closed systemsdefine a suitable game structure for diagnosis and we
that allow only observation and open systems that al8ive the definition of active diagnosability. In section 4
low some interaction with the system. we propose the use of alternating-time temporal logic

An important requirement, when designing a sys-to model check active diagnosability and we give the
tem, is how accurate will be the diagnosis of somecorrespondent formula. We show also how we can ex-

tend active diagnosability to a set of interacting sys-
This work is supported by the project PERvasive Servicetems. Sections 5 and 6 compare our work to the liter-
cOmposition (PERSO) of the French National Agency for ature and conclude by some future work. To illustrate
Research. our work a toy example is used.



2 BACKGROUND ON CLASSICAL e Given a fault evenf and a natural numbek €
DIAGNOSABILITY N we denote byraces’*(A), the set of traces

2.1 Preliminaries and notation o’ such that it exists another trace that ends

in f and ¢’ is an extension ob with length

When dealing with discrete event systems diagnosis, longer or equal to the length of plus k. i.e.

systems are most often modeled by the way of Labeled
T¥ansition Systems (LTS). d g traces"*(A) = {0’ € traces(A) | J o €

f e sk
Definition 1 (LTS) A labeled transition systerd = traces’(A) Ao’ € 57}
(@, qo, L, T) is a tuple where We say that a system is alive if for any state there
e ( represents a set of states exists a transition initiated in that state, and convergent
] o if it does not have infinite traces made up of unobserv-
® gy € () a state considered as initial able actions. In the remaining of the paper we consider
L a set of events only systems which are alive and convergent.

T C Q x L x Q is the finite branching transition Example 1 figurel represents a system wherg =
relation which represents a discrete dynamics of{a b, ¢, d}, Lu, = {u1,uz, f}, Ly = {f}

a system. We note ky% ¢’ for (¢,a,¢') € T.

The set of eventd. is partitioned into two disjoint
setsL, and L,,,, which state for the set of observable
events and the set of non observable events. Moreover
among the sek,,, we distinguish a non empty subset,
L, which represents the set of failure events.

Definition 2 Let A be a LTS, then

e A path in A is a sequencer = ¢oaoqi - - - Gn,
wheren can be infinite, such that for all < i < Figure 1: A system containing one fauflt

n—1we havey; % ¢;, 1. We denote byaths(q)
the set of all paths that start from the state @
and bypaths(A) the set of all paths i, i.e. 2.2 Diagnosability definition and verification

gatehsgl)for: d%arfgt?r(l(g))tha\{v ?h\évrgg%qe(rgsg?% The classical diagnosability is a property defined on
action a) belongs to the sequengga the paths of the system. It states that each time a fault
0d1---4n- may happen, it exists a finite window of observations

195 7 TS S8 ;
Moreover, we identify the" state in the pathr ¢ Jj1ows us to decide wether this fault did happen or
asr|i] and by|r| = n+ 1 the amount of states in (Sampattet al, 1995.

7. We user|0...7] to denote the sub-path ofthat
ends with the state;. Definition 3 (Diagnosability) Let A be a system and

e Thetrace o of a pathr, denotedrace(r), is the écl < Lf’blthe.?ffi is diagnosable inA (or A'is f;-
sequence — aga ... a, ; of eventsin, occur-  diagnosable) | i .
ring in 7. We writetraces(A) = {trace(r) [re 3 mi € N 'V o € traces (A) : Vp € o
paths(A)} for the setof all traces ind. In caser Y@ € traces(A): p[L, = oL, implies f; € a

is finite, with|o| we denote the number of events Otherwise f; is said nondiagnosable inl (or A fi-
occurring in the tracer, i.e. |o| = n. We use nondiagnosable). A system is said to be diagnosable if

o[ L', for someL’ C L, to represent the restric- all its faults are so and nondiagnosable otherwise.

tion of the tracer to the set of actions ih’. If a fault is diagnosable then a diagnostic algorithm
. . o can decide of its occurrence or not with certainty based
* We extend the transition relation to trac@s,~  on a finite sequence of observations. Diagnosability
¢ if the stateq’ can be reached from statevia  checking methods consist in proving that the system is
the traceo, i.e. if there is a pathr € paths(¢)  not nondiagnosable. This requires the search for infi-
ending atg’ such thattrace(r) = o. We write  nite tracesp andp/, with p[L, = p'[L, such thatf
q — ¢, if there exists a trace such thaty % ¢/ appears only in one of them. The two trageand p’
andq —, if there exists a stat¢’ such that; — are called a critical paifCimatti et al, 2003. Many
q. algorithms and technics are proposed to check diag-
; N nosability, we consider here the twin plant approach
* ﬁ;;vergf?xrpélgsagg gﬁgag?sig;‘l),ngﬁa?]el’llgeebkre (Cimattiet al,, 2003 because it is the most appropriate
N P ’ yisp guage, 1.e. 4, present our work. The twin plan approach consists
o = {p € traces(A) | o € p}. Moreover, fora ip yyo steps: (i) building a diagnoser of the system;
given natural numbek € N we denote by* its (i) then comparing two copies of the diagnoser by a
postlanguage with only words with length longer synchronous product. The diagnoser construction is
thank,ie.cbF ={peca|p+ k < |4}. inspired by the observer of a systd®ampattet al.,
i 1995, by keeping only the states of the system which
e Given a fault evenf, we denote byraces’(A)  are reachable by at least one observable event. These
the set of traces inl that end with af event, i.e.  states are enriched by the set of fault events encoun-
traces? (A) = {o € traces(A)|o € L*.f} tered during the reaching process.




Definition 4 Let A be a system to be diagnosediits di- [(I : g5,0), (r : g3, {f})]... of f-nondiagnosable states.
agnoser is also a LTS noteli= (Q, L, 7g, T) with: This proves the existence of two infinite paths that have
_ B ) the same observable trac@;b)>°, where only one of
e C Qo x2%, with@, = {q} U {g/Fa €  them contains the faul.

Lo,q' €@st.(q a,q) €T}

e L=1,
1 %: (quQ)
e T C Q x L x Q is the transition setq, F) =

¢, F)st. g 2% ¢ witho € L¥, ,
F'=FU{filfiea}

Example 2 Figure 2 represents the diagnoser of the

system presented in figure 1.

—~

a € L,

Figure 3: The twin plant of the diagnoser of figure 2

. . Lo Note that in the example 3 the synchronous product
Figure 2: The diagnoser of the system in figure 1 s finite while the systems are alive. This, as proved in
(Cimattiet al,, 2003, does not influence the decision.

In the same paper the authors propose an idea to deal

a machine that compares every pair of pathsy) with these blocking states. We show in this paper that

i th tem that h th b bla behawe can handle this problem in a simple and elegant
In the system that have theé same observable benayga, 5nq also by benefiting from the blocking states.
ior. Such comparison is done by computing the syn-

chronous product of two instances of the diagnoser,
A. As in (Schumann and Penél2007 we denote 3 DIAGNOSABILITY OF OPEN SYSTEMS

these two instances of respectively byleft (1: A) Let A be a system to be diagnosed. We split its actions

and right (7 : A) and we distinguish between their L into two disjoint subsets: the controllable actions
states by using respectively the prefidesandr :. L and the uncontrollable actioris'® where L, C
The synchronous composition used for the twin plantL®- The notion of controllable here is viewed from
is the classical synchronous productof > 1 au-  the point of view of the system. A system controls an
tomata, noted 4;...||...4,)\S. The states of the re- action if it decides of its occurrences; at the opposite
sulted automaton form a subset of the cartesian prodan action is uncontroliable if the system undergoes its
uct x @;. The transitions of the product are con- occurrences. A system with"c = {) is called closed
1::1.d.nb lowi v simul - ; and open otherwise. We extend the controllability to
structed by allowing only simultaneous transitions for c_ c a
events inx and individual evolutions otherwise. the states as follow@® = {q € Q'%a €Lfstq—}
andQ*c = {q¢ € Q|3a € L*¢,q —}. Note that the

The second step of the twin plant method is to build

Let A be a system and: A, r: A two copies of its o
diagnoser. Definition 5 (Open and well-controllable Systems)

: . . Let A be a system and“c, L¢ be respectively the set
f—non(d@g_p‘c));sablﬁstatt?é St?stenghrdn()(gg ]:Z)’rroduct of uncontrollable and controllable actions. We say
(;JJ ’Aﬁ INL, | "yd ¢ di P bl that the s()b/stem is open, respgctively well-controllable,
c Al o is called f-nondiagnosable iff uc -£ (), resp.Q° N Q¥ =
iff f e (F UF;)\ (FinF;). Otherwise the # PQTNEQ _ _ )
state isf-diagnosable Eé(lang)ple 4 Thtehsyste_m of thetfégure 1 |ts no?dllagnos-
: : able because the environment does not control any ac-
f—nondlag_nosable syst_emThe . system A _is f- o This allows the system to stay in the)* trace
nondiagnosabléf it exists in(l : Allr : A)\L, @  wjth uncertainty about the faulf. By considering
Coytﬂe cqm[)tﬁsed Otnly ﬁtfgrjjondlagnbcl)sabletates. L = {b,c}, we can see that the system becomes di-
erwise the systemigiiagnosable agnosable. This is because at each time we can take

. - the system out from itab)* trace by enforcing it to ex-
Example 3 Figure 3 represents the twin plant product : ;
of the two instances of the diagnoser of the figure o geute the actior. One can note that after actianthe

According to the proposition 1 we can see that the faylSystem will converge, within a finite set of actions, in a

: 4 situation where the fault or the non fayftis certain.
f is nondiagnosable because we observe a cif¢le This demonstrates that diagnosability as proposed in

6. 0), (r = g3, {f})] LA (1 :gs5,0),(r: qo,{f})] %  definition 3 does not stand for open systems.




To cover open systems as well as closed system®&uit(q;,a;) the restriction ofOut(q;) to transitions
(which can be considered as a degenerated case &dbeled witha;. We have a transition from a source
open ones) we propose a generalization of the diagnossonfigurationc, to a target configuratiorr; by a
ability definition. For this purpose we use game struc-labeled moven; i.e.
ture to formalize that generalization and an adapted . my=(aii,...,ant) o
temporal logic, Alternating-Time Temporal Logic, in ¢, ~ <,q“’ o ?”S> ¢ =
order to check it. (16 -+ Q) € G 1ff:

3.1 Game structure for active diagnosability

- o Vi=1...n,s.1 ¢ € Qf we have:
Let P be a set of propositions. Conceptually, we are

dealing with a se® of n players, where each player = Gis = Qi /i =€ if Baji, s.t.gjs € QU A
is represented by an alive and well-controllable LTS (gjs,aji, qj) € Tj N ay = aji
0; = (Qi, qio, L, Ti, pi - Qi — 27). We suppose that - (au, q,) € Out(g;s) otherwise
for any player,, all its uncontrolled (thus observable) bv/s th f acti h by th
actions are controlled by at least another plaj&f, C We note by/; the set of actions chosen by the
U LS players in a controllable state to move from a
i Jt source configuration, to a target;.
Definition 6 (Round-based game structure)A o Vi=1...n,s.lg;s € Q we have:
game structure between a set of playérss a tuple — is = ¢y Nay = €if Va € 05, Out(g;s,a) =
G® = (C,co, P, M, 0, 1) where:
e C is a non empty set of configurations withcC — (a1, q};) € Out(q;) for somea;; € ¢3
7:i<nQ” We range over it using, Definition 7 (Player strategy) Let 6; be one of the
e ¢y € C is the initial configuration,c, = players in a game structur&®. _A strategy of the
(q10, s Gno) player is composed by two functions:
e Pis anon empty set of propositions o 5 paths(G®) — L; x Q; st
e M C x (L;U{e}) wheree stands for the [6.(como ... mi_1ck) = (aik,qik+1) wWhere
ey e (air, qik+1) € Out(qi) if gix € QF and
non-event. We range over it using (for moves) undefined otherwise.
6CCxMxC
° _C oP ° é’;c : paths(G@) — L; x Qz S.t.
shem g (como...mp_1ck) = (@ir,qirr1) Where

d encodes the rules of the game. There are many . k @ik G ut(q;x) and(e, g;
dynamics for game structures which differ by the otﬁcaervilic;(alAif(-Lke’qécﬁ)uidOefin(gdki)fq- G(égm)
definition of & (Alur et al, 1997. We define here a » Wik & &0 k= i
game structure suitable for open and well-controllablewe denote by, the function defined opaths(G®)
systems. In the initial configuration all players are in resylting from these two functions.
their initial state. The game consists in a sequence ) )
of rounds where each round is played in three steps. A strategy [y, of a playerd; is a function that,

In [Step 1] all the players that are in a controlled given an execution of the game, decides about the next
state (active ones) can choose one among all theimove of the player (either freely chosen when con-
possible transitions from their current states. In [Steptrollable or constrained as reaction when uncontrol-
2] all the players which are in an uncontrollable statelable). A computation of a game structut&’ from
(passive ones) determine their reactions by choosing configurationc € C under the strategyp, is a set
one of their uncontrolled actions which have beenof valid paths according to the strategy function, i.e.
chosen by at least one of the active players in theComp(c, [o,) = {7 € paths(c)|Vk,0 < k < |7| -1
[Step 1}. [Step 3] consists in computing the next We havefy, TFP--W]) = (aik, qik+1)}. GivenC' C ©
configuration according to the following rules: (i) an @nd a set of strategied, one for eachy < C,
active player, which action was chosen by at least oné’omp(c, [c) = [ Comp(c, [p). Itis easy to see
passive player, moves to one of the possible states Jo€le o

reachable by that action, otherwise it remains in thethatComp(c, o) is a unique path .

same state by executing (ii) if none of the possible . ) - o

actions of a passive player was chosen in [Step 1] thes-2 Active diagnosability definition

it remains in the same state by executind.etcbea | et A be an open and well-controllable system to
configuration, the game can move in each round to onge diagnosed and let us consider a systdm =

of the possible next configurations allowed by local ()., L, goe, Tr) such that :

choices of each player. For some plagemwe note e .

by Out(q;) = {(as,¢!) € Li % Qi : q; _aiy ¢ €T} e ()¢ is a set of states.

the set of the successor states;pf We note also by o Lg=L,with L = L"* andL¥® = L° N L.

qoe is the initial state.

!Note here that the passive players can also have more ) N )
than one choice (in some way they are thus active too) o Te C Qs x Lg x Q¢ is atransition relation.



The transition relatior¥z: must be defined in such a will show, this problem is very close to the problem
way that the resulted game structure from the two sysof checking active diagnosability. ATL can be seen as
tems A¢ and A, G4¢4, must respect the following an extension of the Computational Tree Logic (CTL)
conditions: where the universalq) and existential{) path quan-
tifiers are parameterized by cooperation modalities be-
tween a set of agents in the system. The syntax of
m=(a1e,a1) an ATL formula is defined recursively over a getof

* Vo = (qie, 1) 2 = (qhe: 1) €6 propositions and a sé of players as follows:
we havea; # ¢

e Ve, ¢ 5 with m # (e, €)

B Y=
o oo = (qesar) “2E o) — (gle,qp) €5 TIPI(W AD)E((O) XY ((C) GYI((C) (B UY)
a1 € Ly, whereC C ©

The systemA¢ represents a perfect environment of T stands for True while neXt, Globally, Until are the
the systemA: (i) the game is never blocked (ii) the path temporal operators of CTL. Unlike CTL, these
environment is always able to observe the observabl@perators are parameterized by agét)) of players,
reactions of the system and always produces at leastalled a coalition, which means that the player<’in
one of the commands waited by the system (iii) thecan cooperate in such a way that the resulted computa-

environment never reacts when an unobservable evetiion verifies the property considered. The semantic of
is executed by the system. an ATL formula is provided based on a game structure,

For a game structuréi4s-4 we naturally ex- and the truth of a formul@ in a configuration: of a
tend, for some faultf, the definitions of traces: game structur&® is defined via the standard clauses

traces’ (GAeA) = {o € traces(co)lo ends of the Boolean connectors and the following clauses
with (e, /)} and traces!(GAsA) — (o € for the strategized temporal operators:
traces(GA=4) | 3o € traces! (GA=4) Ao’ € 67}, ° (G° )k T
We can now give the generalization of diagnosability e
definition for open and well-controllable systems. ° (G@,c) Frepe “@(C) forp e P
Definition 8 (Active Diagnosability) Let A be a sys- * (GTF W& (GRoFy
tem to be diagnosedi; its environment and;4<:4 o (GO c)F (Y1AYa) & (G®,c) F 1 A(G®,c) F
the game structure involving both of them. The fault o
fi € Ly is actively diagnosable id iff o (GOc) E ((CWXy & 3Ffe st Vr e
In; € N:Vo € tracest (GAe4) s.t. ¢ 2 cy Comp(c, [c) we have(G®, 7[1]) E ¢
Ifae : Vp € Comp(cf,fAj) i.t.ap Soaa e (GO ¢) F ((C)GY & Ifo st Vr €
Vo € traces(G7F7) Comp(c, [¢') we havevi, (GO, 7[i]) E

O'p’—(Lg X Lo) = O(’V(Lg X LO) implies(e, f1> c

e

The definition states the following: for each trace ° (G®,c) F ((C)(¥1 U thg) & Ffc st Vr €
. ' Comp(e, [¢), i > 0 st Vj < i we have
in the game that ends with a fault event, as a move e . e _i:
of the system, then the environment has a strategy in (GZ, i) B A (GE,mli]) b
such a way that, for any infinite continuation accord- The CTL duality of temporal operators is still valid
ing to that strategy, if there is another execution of thein ATL; ((C))Fi stands for(C)) T U 1; we can also
game that produces the same observable moves, thexpress the classical CTL path quantifiers Always and
execution should contain the fault. It is easy to verify Eventually as follows: AX), AGvy, A(¢y U 1) re-
that if L“¢ = () thenComp(cys, [a.) = traces(cy).  spectively by((0)) X1, ((0))Ge, (D)) (1 U1be), and
U v5) respectively by((0))X1),

By renaming each movéz, b) by b we fit exactly the  EXw, EGy, E(y _
definition 3. ((©))Gy, ((©))(¥1 U 13). We can also introduce
The next section presents a method and a tool in orthe parameterized universal path quantifier, by writing
der to model check active diagnosability. [[C]] X4 and [[C]]Gy respectively for—{((C))X-1)
and—{(C))F—. ||C]] expresses the fact that the agent
4 ACTIVE DIAGNOSABILITY in C' cannot avoid paths that verify a given path for-
VERIFICATION USING ATL mula. This implies that the agent@\ C' has a strat-

In this section we use the Alternating-time Temporal (egé_tﬁcgﬁ(g; S:e) (irzlg/cg?lt:t:slp\géhdatmg the path formula

Logic (ATL) in order to check diagnosability of an
open and well-wontrollable system. First we recallthe4 2  Diagnosability checking for one system
Alternating-time Temporal Logic and then we give a

logic formula for checking active diagnosability. Let A be a system to be diagnosed and Jebe its
diagnoser according to definition 4. When interacting
4.1 ATL with the system, the environment cannot estimate ex-

Alternating-time Temporal Logicd7'L was designed actly its real state due to the nondeterminismAoflt

to formulate correctness properties for open systemsgan only have an idea about the minimal set of its ac-
which have to be proved correct with respect to an ariual possible states. Let us consider an environment
bitrary environment. The environment can be eitherof A, notedA¢, as exactly the mirror of the diagnoser
one or more interacting discrete event systems. As wexcept thatLg = L3¢ andLE® = L¢. As pointed in



(Cimatti et al, 2003, the game structure; <-4, re- |
sulting from definition 6, may have finite moves. So i
a perfect environment of the system is a system tha 1

can avoid such cases and that can also benefit from tt ST
information of the dead configurations to have an idez 4
about the real state of the system. We propose here, ¢ 0.0 o (b.0)

we made in(Melliti et al, 2008, to synthesize a per- [* 7 H e o ja.af ok ... o
fect environment by extending the transition relation [ \ }
Te of Ag as follows:

Te= Te U {(qie, a, gjg)lgie - Nw € L, qze €
Qe St i # jAqe — qie N qos — e A
(g5, a,q¢) € T} ) )

The perfect environment enriches its states by tran
sitions of all the states that are reachable from the ini-

tial states by the same trace. The meaning of this exFigure 5: The game structurg?s A petween4 and
tension can be interpreted as follows: AT

£
e In the case where the system is in a controllable

state, the environment will observe its reaction by determining the state of the system within a finite

among all possible reactions. This reaction of the . X . >
system may help the environment to better preciséa of moves. This means that active diagnosability

the estimation about the real state of the system analysis can be reduced to the existence for the envi-
‘ronment of a universal strategy to determine, within a

e Inthe case where the system is in an uncontrolledinijte set of moves, the real state of the system.
state (waiting for a command) the environment \We annotate the sétof configurations of the game

will send a command. If the command is not ex- 4+ 7, _: A )
pected by the system, then the environment re " © '~ Using the set of propositions” with 4.: € —

A .
mains in the same state and tries another com2®™ s.t. u({(qie, F), (@7, F'))) = A1UAUA; with:
mand until it works. Note that according to our

extension the environment has the minimum set o A, = |J {p/}
of commands expected by the system. fe(FNF")
We denote byd the extension ofi¢. o Ay = U {op/}
Example 5 Figure 4 represents the perfect environ- FEUFUFONFNF)]
ment of A. The extensions are represented using e Az = U {-pf}
dashed arcs. JELN(FUF)]

Example 6 Figure 5 representsGA?’Z annotated
with p function.

Based on the definition of the environmefif and the
game structure dynamics we can state the following
propositions.

Proposition 2 Let GAS A resulting from A and its
perfect envionment.  The binary relatioR =
Figure 4: The extended perfect environmeljt {((gie, @) , T7)} is a bisimulation{Milner, 1989 mod-
ulo renaming functioo\V" : A — L with A'({a, b)) =

To each faultf; € L; we associate the propositions b, i.e. GA;’Z[/\/'] ~ A.
pfi, —pfi andOp’i. They respectively mean a faylt ~ Proof 1 Letc = (g;,q;) be a configuration ang; €
did happen, did not happen and did possibly happeng),

The set of fault propositions of a LTS is notéd®. 1 According to the definition ofAzf we have

Consider the game structu's 4. We recall here _ . = _ a_.
that the states off, respectively ofA}, are of the O_Ut(q’) S O%f(glg) |.e.. VO'L €L —; m_]
form (¢;, F;) (to differentiate them we note them by plies (—,q;) —, so implies(—,7;) — in
(@, F;), resp.(qie, F;), alsog;, resp.q;e, whenF; is GAEAN.
not relevant). 2 A movem, s.t. N(m) # e, is possible from a con-

G“<+4 can be interpreted as a game where in each  figurationc = (g;¢, ;) iff it is possible from the
fhe Siates of the systam, 6. e Gontguraion . Wo states that compose it Lele, N'({a, 1)) =

, 1.e. ) _ .
((qig, F), (@, F')) rr)1/eans that the environgment thinks b,c’) € 4 then3(qj,b,qj) € T. In add|/t|on
that the system is in the statg, F) while the system the reached configuratiorf is of the form¢’ —
is in the statgq;, '). The diagnosis problem can be (—.q;) and as we hav&(—, ¢}), ¢;) € R we con-
then reduced to the game where the environment wins  clude their bisimulation.



Proposition 3 Let 64, 65, 03 be three players where
6, ~ 65, then we have&?-%: ~ G99 i.e. the bisim-

ulation is a congruence for the game structure rules

operator.

Proof 2 The proof is obvious from the definition of the
game rules.

Each configuratiort such that0f € p(c) means

that there is an uncertainty about the fault occurrencgs not jssued from a same state

(same a$-nondiagnosablstate in the twin plant). The

system is diagnosable in that configuration iff the en-

e. (G454, ¢) £ ~((Af, A))F(p/ v —p/). This
implies—((A))F(p/ v —p/) which isa contra-
diction.

(only if) This direction of the proof becomes an obvi-
ous opposite running of (if).

Example 7 In the example of the figure 5 we
can see that for each configuratiofy:,g) that
€ Q,

((a,a) ((b,b)(a;a))") ¢%,7) we have

S.t.

(

<QO5, %>

vironment can enforce the system to reveal its truthu((q.,g)) = Op’. We can also read that for any post-
about the occurrence of the fault by leading the g9aM8anguager € 5" with p = ((a, a)((b,b)(a, a))*(c, c))

to a configuration’ with p/ € u(c’) or —=p/ € u(c).
This can be expressed for a given fafilusing ATL
formulaDiag’ as follows:

Diag! Z AG[Op! = (AL)F(! v —pT)]

andn > 1 st (qe,q) — (g9 we have
1({gg,0)) = {p'} or u({ge, @) = {-»'}.

4.3 Active Diagnosability of a set of distributed
systems

The formula says that each time we reach a configuraln the previous section we considered active diagnos-
tion where we have a doubt about the occurrence of th@bility of a system within its environment. The envi-
fault f, then from that configuration the environment fonment as defined represents a maximal use of the
can establish a strategy of commands on the system t@ystem. Implicitly we supposed that, each time the
enforce it to reveal the truth about the occurrencg.of System can accept a command, the environment can
We can express the same requirement without the ned@fOV|de it. Itis |nterest|ng to extend the notion of ac-

of the environment as follows:

Diag’ € AG[OpF = [[ATF(! v —p')]

The system is diagnosable for a fayiliff each time a

tive diagnosability to any environment composed by

a set of interacting systems. In this context, when a
system fails, the diagnosis is performed by its envi-

ronment composed by the other partners. Let us con-
sider a set of interacting systems = {A;}i—1 . n-

doubt aboutf appears, then the system does not havene suppose that the!” system holds a faulf and

any strategy to keep that doubt infinitely.

Theorem 1 An open and well-controllable system
is actively diagnosable according to definition 8 iff

Vfi € Ly, G'A;fr’Z |: Diagff.

the others do not. We call context dff, the set of

the other systemgont;, = A\ {A;}. The interac-

tion of the systemd, with the other subsystems can
be seen as a game between the system and a coalition

composed by its context. Let us natg =

This means that a system is actively diagnosable iff its, o game between the systep and its perfect en-

perfect environment has a strategy to prove it.

Proof 3 Let A be a system and l&t4¢ 4 be the game
structure of the system and its perfect environment.

(ify Let us suppose that4:4 = Diag? for some
fault f and the system is f-nondiagnosable ac-
cording to definition 8. This means that:

(1) El(@, .7:1), (@, .7:]) S @, do € L: with
@7 @) L> (@a ‘Fl) and (%7 @) é
qj7]:j) S.t. f € (]:zU]:j)\( iﬁ]:j)-
Letus sayf € F; and f & F;.

(2) traces((gi, Fi)) = traces((g;,F;)) and
Vi € paths((q;, F;)), B(@, F) € © with
feF.

Following the game structure @44 it exists

a configurationc = {(ge,q;) s.t. Opf € p(c).

Asc is bisimilar tog;, according to the proposi-

tion 2, then all reachable configurations$ from

¢, ¢ — ¢, will be of the form’ = (gj¢, ¢}) with
gie — djg in AL andg; — ¢} in A, which means,
according to (1) and (2), thatyp’ € pu(c).

We can conclude that(GAE’A,c) = AGOp/.

Equivalently we havéG4¢ 4 ¢) = ((0))GOp/,

vironment. According to propositions 2 and 3 we
have GiAiti=1 .n ~ @GContxU{GINI} - et G =
GContxU{Gk N1} \we annotate its configurations by the

functiony : C — 22 with w{qis - Clye o qn))
uk(cr) with ¢, € C.. The environment resulting from
Cont;, will at the best behave as the perfect environ-
ment. This makes interesting the question of diagnos-
ability in a given context, i.e. "can the context of a
faulty system actively diagnose it?".

Definition 9 Let A = {A;};—1 .., be a set of in-
teracting systems. The systety is diagnosable in
the context ofd iff Vf € L;.,G | AG[Opf =
{CYYF(p! v =p/)] with C C Conty,.

This means that a system is diagnosable in a context
if there is a subset of systems, in its context, that can
form a coalition in order to diagnose any of its faults.

Example 8 Let A = {A, A1, A2} with A the system

of figure 1 withL" = {b, ¢} and A1, A2 the two sys-
tems represented in figure 6. In this context the sys-
tem A2 decides about the diagnosability dfby acti-
vating the command that produces the command

We have herg{(A1,A2}U{G*E 5 [} = AG[Op! =
((A2))F(p! v —p’)], i.e. the systeml2 has a strategy
to actively diagnose the syste#n After receiving the



checking of active diagnosability. Unfortunately, the
MOCHA tool does not compute strategies neither as
counter example nor as illustration: we used it only
for diagnosis purpose.
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