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Abstract

A new finite atlas of overlapping balanced canonical forms for multivariate discrete-time loss-
less systems is presented. The canonical forms have the property that the controllability matrix is
positive upper triangular up to a suitable permutation of its columns. This is a generalization of a
similar balanced canonical form for continuous-time lossless systems. It is shown that this atlas is
in fact a finite sub-atlas of the infinite atlas of overlappingbalanced canonical forms for lossless
systems that is associated with the tangential Schur algorithm; such canonical forms satisfy certain
interpolation conditions on a corresponding sequence of lossless transfer matrices. The connection
between these balanced canonical forms for lossless systems and the tangential Schur algorithm
for lossless systems is a generalization of the same connection in the SISO case that was noted
before. The results are directly applicable to obtain a finite sub-atlas of multivariate input-normal
canonical forms for stable linear systems of given fixed order, which is minimal in the sense that
no chart can be left out of the atlas without losing the property that the atlas covers the manifold.

Keywords: Lossless systems, input normal forms, output normal forms,balanced canonical forms,
model reduction, MIMO systems, tangential Schur algorithm.

1 Introduction

In linear systems theory there has been a longstanding program in developing balanced realizations,
balanced canonical forms and associated parameterizations for stable linear systems and for various
other classes of linear systems. The classical Gramian based concept of balancing as introduced by
Moore, see [10], applies tostablesystems and allows one to develop parameterizations in which system
stability is a built-in property. One of the motivations forthe interest in balancing is that it leads to a
simple method for model order reduction, namely by truncation of (the last entries of) the state vector.

However truncation does not always lead to a minimal system.Therefore there has been research
into balanced canonical forms which do have the property that truncation of the last entries in the state
vector leads to a minimal system. Forcontinuous-timesystems this has led to the original balanced
canonical form of Ober (see [11]) and to the new balanced canonical form of Hanzon (see [5]; see
also [12]). This last balanced canonical form is based on theidea that if the controllability matrix is
positive upper triangular (i.e., the controllability matrix forms an upper triangular matrix with positive
entries on the pivot positions), then truncation of the lastentries of the state vector leads again to a



system with a positive upper triangular controllability matrix, hence is controllable. Because this is in
the balanced continuous-time case, the controllability property here implies that the resulting system
is again minimal and balanced.

To use similar ideas to build overlapping balanced canonical forms is more involved. For continuous-
time losslesssystems, which form the key to these problems, a generalization of positive upper trian-
gular matrices is used in [6]. The idea used there is that it suffices if a column permutation of the
controllability matrix is positive upper triangular. Under certain circumstances there will exist an as-
sociated column permutation (we also speak of ashuffleof columns in this context) of the so-called
realization matrix, which allows one to proceed with the construction.

In the case ofdiscrete-timesystems the situation is somewhat more complicated becauseit is
known that starting from a balanced realization, truncation of the state vector will normally not lead to
a balanced state-space system. In the case of SISO lossless discrete-time systems a balanced canonical
form with a simple positive upper triangular controllability matrix was presented in [8]. Also the
possibilities for model reduction by truncation, combinedwith a correction of some sort to arrive at a
balanced realization of a lossless system, are discussed there.

In the current paper we treat the case of MIMO lossless discrete-time systems. We present overlap-
ping balanced canonical forms which have the property that the corresponding controllability matrix
is positive upper triangular, up to a column permutation. Inthis sense it is close to the corresponding
results in [6]; however, here a generalization is presentedwhich simplifies the presentation and which
can, as a spin-off, also be used in the continuous-time case.The precise relation with the approach
taken in [6] will be made clear. The results on the relation between a specific triangular pivot structure
in controllable pairs, which we call “staircase forms”, andan associated triangular pivot structure in
the controllability matrices are also of interest outside the context of lossless systems.

In [8] a connection was shown between the balanced canonicalforms there presented and the Schur
algorithm for scalar lossless discrete-time transfer functions. In [7] it is shown how the parameteriza-
tions for multivariable rational lossless transfer matrices by Schur parameters, based on the so-called
tangential Schur algorithm, can likewise be lifted into parameterizations by Schur parameters of bal-
anced state-space canonical forms of lossless systems. Oneof the main results of the current paper is
to show how the atlas of overlapping balanced canonical forms presented in this paper can be obtained
as a finite sub-atlas of the infinite atlas of overlapping balanced canonical forms corresponding to the
tangential Schur algorithm. In fact, a certain well-specified choice of so-called direction vectors in the
tangential Schur algorithm leads to the balanced canonicalforms presented here.

Although a generalization of the results of this paper to thecase of complex-valued systems is
straightforward, we shall restrict the discussion to the case of real-valued systems only for ease of
presentation.

2 Preliminaries

2.1 State space systems and realization theory

Consider a linear time-invariant state-space system in discrete time withm inputs andm outputs:

xt+1 = Axt +But, (1)

yt = Cxt +Dut, (2)

with t ∈ Z, xt ∈ R
n for some nonnegative integern (the state space dimension),ut ∈ R

m and
yt ∈ R

m. The matricesA, B, C andD with real-valued entries are of compatible sizes:n × n,
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n×m, m× n andm×m, respectively. The corresponding transfer matrix of this system is given by
G(z) = D + C(zIn − A)−1B, which is anm ×m matrix with rational functions as its entries. The
controllability matrixK and the observability matrixO associated with this system are defined as the
block-partitioned matrices

K = [B,AB, . . . , An−1B], O =




C
CA

...
CAn−1


 . (3)

The system (or its input pair(A,B)) is called controllable ifK has full row rankn and the system
(or its output pair(C,A)) is called observable ifO has full column rankn. Minimality holds iff both
controllability and observability hold, which holds iff the McMillan degree ofG(z) is equal ton.

To any such state-space system we associate the following (square) block-partitioned matrixR,
which we call therealization matrix:

R =

[
D C
B A

]
. (4)

The matrixR, itsn× (m+ n) sub-matrix[B,A], and the associatedn× nm controllability matrixK
will all play an important role in the sequel.

2.2 Stability and balancing

Let (A,B,C,D) be some state space realization of a transfer matrixG(z). If the eigenvalues of
A all belong to the open unit disk in the complex plane, then thematrix A is called (discrete-time)
asymptotically stable, and (A,B,C,D) is an asymptotically stable realization ofG(z). (For more
details on state-space realization theory, see e.g. [9].)

If (A,B,C,D) is an asymptotically stable realization, then the controllability GramianWc and the
observability GramianWo are well defined as the exponentially convergent series

Wc =
∞∑

k=0

AkBBT (AT )k, (5)

Wo =
∞∑

k=0

(AT )kCTCAk. (6)

These Gramians are characterized as the unique (and positive semi-definite) solutions of the respective
Lyapunov-Stein equations

Wc −AWcA
T = BBT , (7)

Wo −ATWoA = CTC. (8)

A minimal and asymptotically stable state-space realization (A,B,C,D) of a transfer matrix is called
balancedif its controllability and observability GramiansWc andWo are both diagonal and equal.
Minimality implies thatWc andWo are non-singular, hence positive definite. Any minimal and asymp-
totically stable realization(A,B,C,D) is similar to a balanced realization, meaning that there exists a
nonsingular state space transformation matrixT which makes the realization(TAT−1, TB,CT−1,D)
into a balanced realization.
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A system is calledinput-normalif Wc = In and it is calledoutput-normalif Wo = In. Balanced
realizations are directly related to input-normal and output-normal realizations, respectively, by diago-
nal state space transformations. The property of input-normality (resp. output-normality) is preserved
under orthogonal state space transformations.

2.3 Lossless systems, balanced realizations and the tangential Schur algorithm

A discrete-time system is calledlosslessif it is stable and itsm×m transfer matrixG(z) is unitary for
all complexz with |z| = 1. It is well-known (cf., e.g., Proposition 3.2 in [7] and the references given

there) thatR =

[
D C
B A

]
is a balanced realization matrix of a lossless system if and only if R is an

orthogonal matrix andA is asymptotically stable. It then holds thatWc = Wo = In. For a further
background on lossless systems, see e.g. [3].

In [7] an atlas of overlapping balanced canonical forms for lossless discrete-time systems of order
n is presented. Also, a closely related atlas is given for (controllable) input-normal pairs(A,B) by
considering the quotient space with respect to the orthogonal group. Each of these balanced canonical
forms is then characterized (in thereal case) by a fixed sequence ofn interpolation pointswk ∈ R,
|wk| < 1, k = 1, . . . , n, and a fixed sequence ofn normalizeddirection vectorsuk ∈ R

m, ‖uk‖ = 1,
k = 1, . . . , n (which are not to be confused with the input signal applied toa system). Here we shall
consider the casewk = 0, k = 1, . . . , n, hence each balanced canonical form that we consider is
determined entirely by the choice of direction vectors. Each such balanced canonical form for input-
normal pairs(A,B) is then parameterized by a sequence ofn Schur vectorsvk ∈ R

m, with ‖vk‖ < 1
for all k = 1, . . . , n. For lossless systems the parameterization also involves an additionalm × m
orthogonal matrixD0.

In fact, the realization matrixR in this set-up can be written as anorthogonal matrix product:

R = ΓnΓn−1 · · ·Γ1R0∆
T
1 ∆

T
2 · · ·∆T

n , (9)

where fork = 1, . . . , n:

Γk =




In−k 0 0
0 Vk 0
0 0 Ik−1


 ,

∆k =




In−k 0 0
0 Uk 0
0 0 Ik−1




with an(m+ 1)× (m+ 1) orthogonal matrix blockVk given by

Vk =

[
vk Im − (1 −

√
1− ‖vk‖2)

vkv
T
k

‖vk‖2√
1− ‖vk‖2 −vTk

]
,

(for vk = 0 it holds thatVk =

[
0 Im
1 0

]
which makes thatVk depends smoothly on the entries ofvk)

and an(m+ 1)× (m+ 1) orthogonal matrix blockUk given by

Uk =

[
uk Im − uku

T
k

0 uTk

]
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and furthermore an(n +m)× (n+m) orthogonal matrixR0 given by

R0 =

[
In 0
0 D0

]

in whichD0 ism×m orthogonal.
The interpolation conditions attain the formGk(w

−1
k )uk = vk, whereGk(z) denotes the transfer

function associated with thek-th order lossless system for which the right lower(m + k) × (m + k)
sub-matrix ofRk = ΓkΓk−1 · · ·Γ1R0∆

T
1 · · ·∆T

k−1∆
T
k is a realization matrix. In the present situation

with wk = 0 it follows thatGk(w
−1
k ) = Gk(∞) = Dk, so that the interpolation conditions can be

written as
Dkuk = vk

where(Ak, Bk, Ck,Dk) denotes the corresponding state-space realization of thek-th order lossless
functionGk(z).

Note that here we considerthe real casewith real direction vectors and real Schur parameter
vectors. Note further thatR0,Γ1, . . . ,Γn and∆1, . . . ,∆n are all orthogonal matrices. It is important to
note that the orthogonal matrix productΓnΓn−1 · · ·Γ1R0 in fact forms apositivem-upper Hessenberg
matrix, i.e. an(m+n)×(m+n)matrix of which them-th sub-diagonal has positive entries only and of
which the lastn − 1 sub-diagonals are all zero. It also follows that if the direction vectorsu1, . . . , un
are taken to be standard basis vectors, then the matrix product ∆T

1 ∆
T
2 · · ·∆T

n yields a permutation
matrix. Hence in that case the balanced realization matrixR is obtained as a column permutation of an
orthogonal positivem-upper Hessenberg matrix.

3 Triangular structures in controllable pairs and their controllability
matrices

It is not difficult to see that if the realization matrixR is positivem-upper Hessenberg, then (i) the first
n columns of the partitionedn× (m+n) matrix [B,A] form a positive upper triangular matrix, i.e. an
upper triangular matrix with only positive entries on the main diagonal, and (ii) the firstn columns of
the corresponding controllability matrixK = [B,AB, . . . , An−1B] also form a positive upper triangu-
lar matrix. (A matrix with this property is called asimplepositive upper triangular matrix.) Therefore
the realization is controllable. In the discrete-time lossless case, ifR is orthogonal, controllability
implies thatA is asymptotically stable which in turn implies that the realization is minimal.

A balanced realization of a lossless system is determined upto an arbitrary orthogonal change of
basis of the state space. The effect of such a change of basis on the controllability matrix is that it is
pre-multiplied with an orthogonal matrix. Now it is well-known that any nonsingular square matrix
can be written as the product of an orthogonal matrix and a positive upper triangular matrix in a unique
way (in numerical linear algebra this is known as the QR-decomposition). If the firstn columns of
the controllability matrix are linearly independent then aunique orthogonal state-space isomorphism
exists which transforms the firstn columns of the controllability matrix into a positive uppertriangular
matrix. This determines a unique local balanced canonical form for lossless systems. In the SISO case
it is in fact a global balanced canonical form and it is presented and investigated in [8].

In the MIMO case, the canonical form does not apply to systemswhich have a non-generic Kro-
necker structure. This is why this is alocal canonical form. In order to see how the concept of requiring
the firstn columns of the controllability matrixK to be positive upper triangular can be generalized
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to obtain an atlas of local canonical forms in the MIMO case, we will consider the relation between
triangular structures in the partitioned matrix[B,A] and triangular structures in the corresponding
controllability matrixK = [B,AB, . . . , An−1B]. The following definitions will turn out to be useful.

Definition 3.1 Letn be a fixed positive integer. Consider a vectorv ∈ R
n.

(a) The vectorv is called apivot vectorwith a pivot at positionk, or a pivot-k vector for short, if
∈ {1, . . . , n} is an integer for which the entryv(k) is strictly positive and the entriesv(j) with j > k
are all zero.
(b) The vectorv is called apositive pivot-k vector if it is a pivot-k vector for which in addition the
entriesv(j) with j < k are all strictly positive too.

Definition 3.2 For given positive integersn andr, consider a mappingJ : {1, . . . , n} → {0, 1, . . . , r}
which is written in short-hand notation asJ = {j1, j2, . . . , jn}.
(a) Associated withJ , the mappingJ+ : D+

J → R+
J is defined as the restriction ofJ to D+

J which is
the largest subset of{1, . . . , n} on whichJ is nonzero; the co-domainR+

J is the corresponding range
of positive values occurring as images underJ .
(b) The mappingJ is called apivot structureif J+ is a bijection. Then the inverse ofJ+ is denoted
byQ+ and the extended mappingQ : {1, . . . , r} → {0, 1, . . . , n} is written in short-hand notation as
Q = {q1, q2, . . . , qr} and defined by:qk = Q+(k) for k ∈ R+

J , andqk = 0 otherwise.
(c) Ann× r matrixM is said to have a pivot structureJ if for eachk ∈ D+

J it holds that columnjk of
M is a pivot-k vector. (Equivalently, each columnℓ ofM is a pivot-qℓ vector, where ‘a pivot-0 vector’
is synonymous to ‘not a pivot vector’.)
(d) A pivot structureJ is called afull pivot structureif D+

J = {1, . . . , n}.

Example. Let n = 5 andr = 8. Consider the mappingJ : {1, . . . , 5} → {0, 1, . . . , 8} given by
J = {j1, j2, j3, j4, j5} = {7, 1, 5, 3, 6}. It follows that the domain and co-domain ofJ+ are given by
D+

J = {1, 2, 3, 4, 5} andR+
J = {1, 3, 5, 6, 7}, respectively. Note thatJ+ is a bijection, so thatJ is

a pivot structure. SinceD+
J = {1, . . . , n} it holds thatJ defines afull pivot structure. The mapping

Q, which extends the inverse mappingQ+ of J+, is given by:Q = {q1, q2, q3, q4, q5, q6, q7, q8} =
{2, 0, 4, 0, 3, 5, 1, 0}. Any 5×8 matrixM which has the full pivot structureJ is of the following form:

M =




∗ ∗ ∗ ∗ ∗ ∗ + ∗
+ ∗ ∗ ∗ ∗ ∗ 0 ∗
0 ∗ ∗ ∗ + ∗ 0 ∗
0 ∗ + ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 + 0 ∗




where the entries denoted by∗ are allowed to have an arbitrary value and the entries denoted by+ are
required to be (strictly) positive. Note thatJ addresses the entries denoted by+ for each row andQ
specifies the same entries for each column.

The construction ofQ from a given pivot structureJ induces a mappingTn,r : J 7→ Q. From the fact
thatJ+ andQ+ are each others inverse, is not difficult to see thatTr,n provides the inverse ofTn,r.
The sets{(k, jk) | k ∈ D+

J } and{(qℓ, ℓ) | ℓ ∈ R+
J } obviously coincide: the mappingsJ andQ both

serve to specify thesameset of pivot locations for ann× r matrix, satisfying the rule that in each row
and in each column of that matrix at most one pivot location isselected. The mappingJ specifies these
pivot locations in a row-oriented fashion, the mappingQ in a column-oriented fashion.

6



For a full pivot structure it holds thatn ≤ r. If J = {j1, j2, . . . , jn} is a full pivot structure for
ann× r matrixM , then the ordered selection of columnsj1, j2, . . . , jn from M constitutes a positive
upper triangularn×n sub-matrix. In this way, positive upper triangularity is generalized by the concept
of a full pivot structure.

As explained before, if a block-partitionedn × (m + n) matrix [B,A] is simple positive upper
triangular (i.e., it has the full pivot structureJ with jk = k for k = 1, . . . , n) then the associated (finite
or infinite) controllability matrixK = [B,AB,A2B, . . .] also is simple positive upper triangular.
We now proceed to investigate the question which full pivot structures for[B,A] induce full pivot
structures forK. Conversely, it is of interest to determine which full pivotstructures forK are induced
by full pivot structures for[B,A]. The latter question is more involved and it is studied in detail in the
following section. Here we address the former question for which the following definition is useful.

Definition 3.3 Letm andn be given positive integers.
(a) A pivot structureF for ann × n matrixA is called astaircase formfor A if F+ is monotonically
increasing having the rangeR+

F = {1, 2, . . . , pA}. HerepA denotes the number of pivots, i.e. the
number of elements inD+

F .
(b) A pivot structureJ = {j1, . . . , jn} for ann × (m + n) block-partitioned matrix[B,A] induces a
pivot structureP = {p1, . . . , pn} for the matrixA as given bypk = max{jk−m, 0} for k = 1, . . . , n.
(c) A full pivot structureJ = {j1, j2, . . . , jn} for ann × (m + n) block-partitioned matrix[B,A] is
called anadmissible pivot structurefor [B,A] if it holds that: (i)B has a pivot-1 vector, i.e.1 ≤ j1 ≤
m, and (ii) the pivot structureP induced byJ constitutes a staircase form forA.

Of course, a pivot structureJ = {j1, . . . , jn} for ann × (m + n) block-partitioned matrix[B,A]
also induces a pivot structure for the matrixB. For several purposes, the induced pivot structures
for A andB are more conveniently described in terms of the associated column-oriented description
Q = {q1, . . . , qm+n} for [B,A]. For the matrixA it holds that the associated column-oriented pivot
structureS = {s1, . . . , sn} satisfiessk = qm+k for all k = 1, . . . , n. For the matrixB the associated
column-oriented pivot structure is the restriction ofQ to the domain{1, . . . ,m}, simply described by
the sequence{q1, . . . , qm}.

Example. Let m = 4, n = 6 and consider the full pivot structureJ = {3, 1, 5, 6, 4, 7} for the
n × (m + n) partitioned matrix[B,A]. The corresponding column-oriented description is given by
Q = {2, 0, 1, 5, 3, 4, 6, 0, 0, 0}. The matrix[B,A] therefore has the form:

[B,A] =




∗ ∗ + ∗ ∗ ∗ ∗ ∗ ∗ ∗
+ ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ 0 ∗ + ∗ ∗ ∗ ∗ ∗
0 ∗ 0 ∗ 0 + ∗ ∗ ∗ ∗
0 ∗ 0 + 0 0 ∗ ∗ ∗ ∗
0 ∗ 0 0 0 0 + ∗ ∗ ∗




The induced pivot structure for the matrixA is given byP = {p1, p2, p3, p4, p5, p6} = {0, 0, 1, 2, 0, 3},
which follows frompk = max{jk − 4, 0} for k = 1, 2, . . . , 6. The associated column-oriented de-
scription is then given byS = {s1, s2, s3, s4, s5, s6} = {3, 4, 6, 0, 0, 0} = {q5, q6, q7, q8, q9, q10}. The
function P+ is given by the pairs(3, 1), (4, 2) and (6, 3); the inverseS+ is given by(1, 3), (2, 4)
and (3, 6). Clearly,P+ is monotonically strictly increasing (and equivalentlyS+ is monotonically
strictly increasing) so thatP is a staircase form forA. This is clearly illustrated by the pattern con-
stituted by the entries denoted by+ in the matrixA above. Also, the matrixB has a pivot-1 column
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as its third column. Therefore,J constitutes an admissible pivot structure for[B,A]. Note that the
column-oriented description of the pivot structure for thematrix B follows from the restriction ofQ
as:{q1, q2, q3, q4} = {2, 0, 1, 5}.

Note that anadmissiblepivot structureJ for [B,A] is totally determined by the induced pivot struc-
ture forB. In that case, the pivot structureS for the matrixA having a staircase form is given by
{s1, . . . , sn} = {qm+1, . . . , qm+pA , 0, . . . , 0} where the subsequence{qm+1, . . . , qm+pA} is positive
and monotonically increasing, consisting of the elements of {1, 2, . . . , n} not occurring in{q1, . . . , qm}.
For admissibility, the only condition on the column-oriented pivot structure{q1, . . . , qm} for B is that
1 occurs in this sequence.

If v is a pivot-k vector andJ is admissible, then the staircase structure ofA implies thatw = Av is a
pivot-sk vector. For this reason, the functionS will be called thesuccessorfunction. (For convenience
we also defineS(0) = 0 and we recall that the terminology ‘a pivot-0 vector’ is synonymous to ‘not
a pivot vector’.) The sequence of pivot positions for the vectorsv,Av,A2v,A3v, . . . is then given by
k, S(k), S2(k), S3(k), . . .. Conversely, the induced pivot structureP for A is called thepredecessor
function (here we also introduceP (0) = 0). Recall thatS+ andP+ are each others inverse.

We have the following result.

Theorem 3.4 Letm andn be given positive integers.
(a) If J is an admissible pivot structure for ann × (m + n) block-partitioned matrix[B,A], then
K = [B,AB,A2B, . . .] has a full pivot structurẽJ .
(b) For every non-admissible full pivot structureJ there exists ann × (m + n) matrix [B,A] having
the full pivot structureJ , for whichK = [B,AB,A2B, . . .] does not have a full pivot structure.

Proof. (a) Admissibility ofJ implies thatB has a pivot-1 column. Thus, the (infinite) controllability
matrix K also has a pivot-1 column, becauseB is a sub-matrix ofK. Now consider the induction
hypothesis that the controllability matrix is known to havepivots at positions1, 2, . . . , k, with 1 ≤ k <
n. From the admissible pivot structure of[B,A], eitherB orA has a pivot-(k +1) column, depending
on the value ofjk+1. If jk+1 ≤ m, then this column is inB hence it also appears inK. Otherwise,
columnjk+1 of [B,A] is in fact columnpk+1 = jk+1 − m of A. Equivalently,sℓ = qm+ℓ = k + 1
for ℓ = pk+1. Because of the staircase structure ofA (and because the prescribed pivot-1 column is
in B) it holds thatℓ ≤ k. SinceK has a pivot-ℓ column according to the induction hypothesis, the
matrix productAK now has a pivot-(k + 1) column because of the staircase structure ofA. ButAK
is a sub-matrix ofK, whence it follows thatK has a pivot-(k + 1) column. This shows the induction
step. Hence the controllability matrix has a full pivot structure.
(b) See Appendix A. �

Remarks.
(i) For an admissible pivot structureJ for [B,A] there is a uniquely determined full pivot structurẽJ
which applies to every controllability matrixK that may occur for each arbitrary matrix[B,A] having
the structureJ . One can easily calculatẽJ using the numbered Young diagram technique described in
the following section. It is most clearly displayed inK for the example where each pivot-k column in
[B,A] is set equal toek and each non-pivot column is set to zero.
(ii) For givenm andn, the total number of different admissible full pivot structures can be computed
from the fact that an admissible pivot structure is completely determined by the pivot structure forB.

It is given by:
∑min{m,n}

ℓ=1 ℓ!

(
m
ℓ

)(
n− 1
ℓ− 1

)
.
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4 The Young diagram associated with an admissible pivot structure

Starting from an admissible pivot structureJ for [B,A] we now want to analyze the full pivot structure
J̃ for the (finite) controllability matrixK = [B,AB, . . . , An−1B] induced byJ and describe their
relation.

Admissibility of J implies that1 ≤ j1 ≤ m, so thats1 is either zero (in which caseA has no
pivots) ors1 > 1. Together with the staircase form ofA this means that for allk = 1, . . . , n either
sk > k or sk = 0. The sequence{k, S(k), S2(k), S3(k), . . .} therefore is strictly monotonically
increasing until at some point the value0 occurs after which the sequence remains zero. This happens
whenSt(k) attains a value in{pA + 1, . . . , n}. Conversely, starting from a valueℓ > 0 the sequence
{ℓ, P (ℓ), P 2(ℓ), P 3(ℓ), . . .} is strictly monotonically decreasing until at some point the value0 occurs
after which the sequence remains zero. This happens whenP t(ℓ) attains a value in{q1, . . . , qm}.

In this way, an admissible pivot structureJ for [B,A] generates a uniquely specified full pivot
structureJ̃ for the controllability matrixK. To visualize this, it is helpful to introduce anm × n
arrayY = (yi,j), defined as follows: entryyi,j denotes the pivot position of vectori in thej-th block
Aj−1B of K (so thatJ̃(k) = (j − 1)m + i wherei andj are such thatyi,j = k). In terms of the
column-oriented descriptioñQ = {q̃1, q̃2, . . . , q̃nm} of the pivot structure ofK associated with the
row-oriented full pivot structurẽJ , it simply holds thatyi,j = q̃(j−1)m+i for all i = 1, . . . ,m and

j = 1, . . . , n. The arrayY can therefore be regarded as anm × n matrix representation of̃Q which
allows a clearer expression of the role played by the block-partitioning ofK. Obviously, there is a
one-to-one correspondence between such an arrayY (with entries in{0, 1, . . . , n}) and the functioñQ
(from {1, . . . , nm} to {0, 1, . . . , n}).

Example. Let m = 4, n = 6 and consider the admissible full pivot structureJ = {3, 1, 5, 6, 4, 7}
and its associated column-oriented descriptionQ = {2, 0, 1, 5, 3, 4, 6, 0, 0, 0} for the6×10 partitioned
matrix [B,A] given by:

[B,A] =




∗ ∗ + ∗ ∗ ∗ ∗ ∗ ∗ ∗
+ ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ 0 ∗ + ∗ ∗ ∗ ∗ ∗
0 ∗ 0 ∗ 0 + ∗ ∗ ∗ ∗
0 ∗ 0 + 0 0 ∗ ∗ ∗ ∗
0 ∗ 0 0 0 0 + ∗ ∗ ∗




Then the successor functionS is given byS(0) = 0 and{s1, s2, s3, s4, s5, s6} = {3, 4, 6, 0, 0, 0} and
the predecessor functionP is given byP (0) = 0 and{p1, p2, p3, p4, p5, p6} = {0, 0, 1, 2, 0, 3}. Note
that the matrixK = [B,AB,A2B, . . .] is of the form:

K =




∗ ∗ + ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . . . . .
+ ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . . . . . .
0 ∗ 0 ∗ ∗ ∗ + ∗ ∗ ∗ ∗ ∗ . . . . . .
0 ∗ 0 ∗ + ∗ 0 ∗ ∗ ∗ ∗ ∗ . . . . . .
0 ∗ 0 + 0 ∗ 0 ∗ ∗ ∗ ∗ ∗ . . . . . .
0 ∗ 0 0 0 ∗ 0 ∗ ∗ ∗ + ∗ . . . . . .




This shows that the induced full pivot structurẽJ for K is given byJ̃ = {3, 1, 7, 5, 4, 11} and it has
an associated column-oriented descriptionQ̃ = {2, 0, 1, 5, 4, 0, 3, 0, 0, 0, 6, 0, . . .}. The corresponding
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4× 6 arrayY is filled with the values iñQ column after column, yielding the diagram:

Y =

2 4 0 0 0 0

0 0 0 0 0 0

1 3 6 0 0 0

5 0 0 0 0 0

Note that the first column ofY specifies the pivot structure ofB, i.e.: {q1, q2, q3, q4} = {2, 0, 1, 5}.
The other entries ofY satisfy the ruleyi,j+1 = S(yi,j).

Theorem 4.1 LetJ be an admissible full pivot structure for the block-partitioned matrix[B,A], with
an associated column-oriented descriptionQ = {q1, . . . , qm+n} and the successor functionS given
byS = {s1, . . . , sn} = {qm+1, . . . , qm+n} andS(0) = 0. ThenJ induces a full pivot structurẽJ for
the (finite) controllability matrixK = [B,AB, . . . , An−1B] which is specified in terms of them× n
array Y associated with̃Q as follows:
(i) yi,1 = qi for i = 1, . . . ,m;
(ii) yi,j+1 = S(yi,j) for i = 1, . . . ,m andj = 1, . . . , n − 1.

Proof. As argued in the previous section, the admissible pivot structureJ for [B,A] is entirely de-
termined by the induced column-oriented pivot structure{q1, . . . , qm} for B. Given these (prescribed)
pivot positions for the columns ofB, the resulting pivot positions for the columns of the blockAB
are given by{S(q1), . . . , S(qm)}. Likewise, the pivot positions for the columns of the blockA2B are
given by{S2(q1), . . . , S

2(qm)}. Proceeding in this fashion, it follows that the pivot structure J̃ for
K induced byJ corresponds to an arrayY which is described by: (i) the first column ofY , which
corresponds toB and satisfiesyi,1 = qi for i = 1, . . . ,m; (ii) the other columns ofY , which are given
by the recursionyi,j+1 = S(yi,j) for i = 1, . . . ,m andj = 1, . . . , n − 1. In part (a) of the proof of
Theorem 3.4 it has already been argued thatJ̃ obtained in this way describes a full pivot structure for
K. �

The arrayY in the theorem above has the property that the values1, 2, . . . , n all occur precisely once
while the other(m − 1)n entries are all zero. The set of arraysY with this property is denoted by
Y(m,n). Clearly, there is a one-to-one correspondence between this set of arrays and the set of full
pivot structures for finite controllability matricesK of sizen × nm. However, not all the arraysY in
the setY(m,n) are induced by someadmissiblepivot structureJ for [B,A]. The following definition
serves the goal of characterizing the subset ofY(m,n) of arraysY that are induced by admissible pivot
structures.

Definition 4.2 An arrayY ∈ Y(m,n) is called anadmissible numbered Young diagramif it has the
following three properties:
(i) for all i = 1, . . . ,m andj = 1, . . . , n− 1 it holds thatyi,j+1 > 0 impliesyi,j > 0 ;
(ii) the valuesn − pB + 1, . . . , n all occur in different rows ofY as their last nonzero entries, where
pB is the number of nonzero rows ofY ;
(iii) for all i, i′ = 1, . . . ,m and j, j′ = 1, . . . , n − 1 it holds thatyi,j+1 > yi′,j′+1 > 0 implies
yi,j > yi′,j′ > 0.

Note that the number of nonzero rows of the arrayY corresponding to the induced full pivot structure
J̃ in Theorem 4.1 is equal to the number of nonzero entries in thefirst column ofY , which is equal
to the number of pivots in the matrixB. This explains the notationpB in the definition above. The
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terminology ‘numbered Young diagram’ will become more clear below, when the relationship with
nice selections and Young diagrams is explained.

Theorem 4.3 (a) LetJ be an admissible full pivot structure for the block-partitioned matrix[B,A],
then the induced full pivot structurẽJ for the controllability matrixK = [B,AB, . . . , An−1B] corre-
sponds to an admissible numbered Young diagramY .
(b) LetY be an admissible numbered Young diagram. Then there exists an admissible full pivot struc-
tureJ for [B,A] which induces the full pivot structurẽJ for K = [B,AB, . . . , An−1B] which corre-
sponds toY .

Proof. (a) From Theorem 4.1 we have thatJ induces the full pivot structurẽJ for K which corre-
sponds to an arrayY ∈ Y(m,n) given by: (i) yi,1 = qi for i = 1, . . . ,m; (ii) yi,j+1 = S(yi,j) for
i = 1, . . . ,m andj = 1, . . . , n − 1. Clearly, thei-th row of Y is entirely zero if and only ifqi = 0.
Hence the number of nonzero rows ofY is equal to the numberpB of (prescribed) pivots inB. As we
have seen, admissibility ofJ implies thatsk = 0 if and only if k ∈ {pA + 1, . . . , pA + pB = n}. This
shows that the last nonzero entries in thepB nonzero rows ofY have the valuesn − pB + 1, . . . , n
and they necessarily all occur in different rows. Next, ifyi,j+1 > 0, then yi,j+1 = S(yi,j) with
yi,j > 0 becauseS(0) = 0. This relationship is also described by the predecessor function P as
yi,j = P (yi,j+1) > 0. Note that in fact the restricted positive functionsS+ andP+ describe this
relationship and they are both strictly monotonically increasing because of the staircase property ofA.
Therefore, by application ofP+, the relationshipyi,j+1 > yi′,j′+1 > 0 implies thatyi,j > yi′,j′ > 0.
This shows thatY is an admissible numbered Young diagram.
(b) Suppose thatY ∈ Y(m,n) is an admissible numbered Young diagram. Consider thepB nonzero
rows ofY . According to property (ii), the last nonzero entries of these rows precisely cover the range
{n−pB+1, . . . , n}. It follows that all the other entries ofY are≤ n−pB because every positive value
from {1, . . . , n} occurs exactly once. Now consider the functionS : {0, 1, . . . , n} → {0, 1, . . . , n}
defined from the values inY as follows: S(0) = 0, S(yi,j) = yi,j+1 for all i = 1, . . . ,m and
j = 1, . . . , n − 1, andS(yi,n) = 0 for all i = 1, . . . ,m. Note that the pattern of positive values in the
arrayY is left-aligned according to property (i). This makes that the definitionS(0) = 0 is consistent
with the prescriptionS(yi,j) = yi,j+1 in situations whereyi,j = 0, and also with the prescription
S(yi,n) = 0 in situations whereyi,n = 0. Note also thatS(k) > 0 for all k = 1, . . . , n − pB and
S(k) = 0 for k = n− pB + 1, . . . , n (as well as fork = 0). The associated functionS+ is a bijection
with domain{1, . . . , n − pB}.

Property (iii) ofY now implies thatS+ is monotonically increasing. To see this, choose positive
integersk and ℓ with S(k) > S(ℓ) > 0. Then choose the unique integersi, i′, j andj′ such that
yi,j+1 = S(k) andyi′,j′+1 = S(ℓ) and invoke property (iii) to obtain thatk > ℓ > 0. Consequently,
S+ can be used to prescribe a staircase form for the matrixA. ThepB positive values in{1, . . . , n} not
occurring in the range ofS+ are precisely those occurring in the first column ofY . This first column
of Y serves to describe a pivot structure forB. Together withS+ this determines a full pivot structure
J for [B,A] in whichA has a staircase form. ForJ to be admissible, it remains to be shown thatB has
a prescribed pivot-1 column, or equivalently that one of the entries in the first column ofY is equal to
1. To see this, suppose that for someyi,j > 0 it holds thatS(yi,j) = yi,j+1 = 1. Then the bijection
S+ can only be monotonically increasing ifS(1) = 0 so that1 does not belong to the domain ofS+,
which requires1 to belong to the set ofpB largest values{n − pB + 1, . . . , n}. But thenyi,j > 1 also
belongs to this set and occurs in a different row ofY , producing a contradiction. �

We thus have established a bijection between admissible pivot structuresJ for [B,A] and admissible
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numbered Young diagramsY associated withK. To relate these results to the well-known theory of
nice selections and dynamical indices, the following definition is useful.

Definition 4.4 Letm andn be given positive integers.
(a) The setD(m,n) is defined as the set of all multi-indicesd = (d1, d2, . . . , dm) ∈ N

m
0 for which

d1 + d2 + . . .+ dm = n.
(b) A selection ofn columns from ann × nm controllability matrixK = [B,AB, . . . , An−1B] is
called anice selectionif there exists a multi-indexd ∈ D(m,n) for which the selected set of columns
is given by{Aj−1Bei | j ∈ {1, 2, . . . , di} for i = 1, 2, . . . ,m}.
(c) A nice pivot structureJ̃ for K is a full pivot structure forK which constitutes a nice selection of
columns fromK.
(d) If J̃ is a nice pivot structure forK, then the associated multi-indexd ∈ D(m,n) is called the vector
of dynamical indices and each numberdi is called thei-th dynamical index (i = 1, 2, . . . ,m) of the
nice pivot structure, or of the input pair(A,B).

Nice selections and vectors of dynamical indicesd are useful and well-known concepts for studying
the rank structures that can be exhibited by a controllability matrix K. The most well-known nice
selection is the Kronecker nice selection, which consists of the firstn linearly independent columns of
K. Every nice selection may occur as the Kronecker nice selection for some controllability matrixK.
(Cf., e.g., [4] and the references given there.) In the concept of nice selections though, there are no a
priori rank or linear independence requirements and no triangularity conditions. Conversely, for a nice
pivot structure it is not required that the column selectionis a Kronecker nice selection. Note also that
there aren! different nice pivot structures all corresponding to the same nice selection.

Above it has been shown that an admissible pivot structure for [B,A] induces a corresponding
full pivot structure forK for which the associated arrayY ∈ Y(m,n) is an admissible numbered
Young diagram. Conversely, all admissible numbered Young diagrams are induced in this way. An
admissible numbered Young diagram specifies a selection ofn columns ofK, which constitutes an
upper triangular sub-matrix; therefore thesen columns are linearly independent. From the definition
of a nice selection it should be clear that any nice selectioncan be represented by anm×n binary array
Z = (zi,j) in the following way:zi,j = 1 if column i of thej-th blockAj−1B of K is included in the
nice selection, andzi,j = 0 otherwise. The nonzero entries in such an arrayZ exhibit a left-aligned
pattern and the dynamical indexdi denotes the number of nonzero entries in thei-th row ofZ, while
d1 + . . . + dm = n. Such an arrayZ is closely related to the concept of a Young diagram, see [2].As
we have seen, any admissible numbered Young diagramY is left-aligned and it therefore gives rise to
an associated nice selection; the induced full pivot structure J̃ is a nice pivot structure forK. This also
explains our terminology. For the purpose of the design of local canonical forms for various classes of
linear multivariable systems, it is important that there exists an admissible numbered Young diagram
for everynice selection. We therefore continue to study the relationship between nice selections and
admissible numbered Young diagrams.

Let Z be aYoung diagram, i.e., a left-alignedm × n binary array corresponding to a nice selec-
tion with an associated vector of dynamical indicesd = (d1, . . . , dm). A numbered Young diagram
is obtained fromZ by replacing the unit entries inZ by the numbers1, 2, . . . , n in some arbitrary
order, so that they all occur exactly once. The set ofm× n numbered Young diagrams is the subset of
Y(m,n) of left-aligned arrays. We will now show that for every YoungdiagramZ there exists an asso-
ciatedadmissiblenumbered Young diagramY . More precisely, we will characterizeall the admissible
numbered Young diagramsY that correspond toZ.
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To do this, it is convenient to associate with everyleft-alignedarrayY ∈ Y(m,n) a corresponding
right-alignedarrayYr as follows. IfY is left-aligned then this means that there is an associated vector
of dynamical indicesd = (d1, . . . , dm) such thatyij > 0 iff j ≤ di. Thus, thei-th row of Y has
positive entries at its firstdi positions and zero entries at the remainingn − di positions. ThenYr is
defined by:(Yr)ij = 0 for 1 ≤ j ≤ n − di and(Yr)ij = yi,j−n+di for n − di + 1 ≤ j ≤ n. In other
words: thedi positive entries in thei-th row are all shiftedn− di positions to the right.

Proposition 4.5 LetZ be anm × n Young diagram corresponding to a nice selection with an asso-
ciated vector of dynamical indicesd = (d1, . . . , dm). Anm × n left-aligned arrayY corresponding
to the same vector of dynamical indicesd, is an admissible numbered Young diagram if and only if
there exists anm × m permutation matrixΠ for the associated right-aligned arrayYr such that the
nm-vector vec(ΠYr) =

(
(ΠYre1)

T , (ΠYre2)
T , . . . , (ΠYren)

T
)T

∈ R
nm obtained by stacking the

n columns of the arrayΠYr, has the property that if the zero entries are deleted then the n-vector
(1, 2, 3, . . . , n)T is obtained.

Proof. SupposeY is an admissible numbered Young diagram corresponding to the vector of dynam-
ical indicesd. Consider thepB = n − pA nonzero values in the last column ofYr (wherepB denotes
the number of pivots inB, i.e. the number of nonzero entries in{q1, . . . , qm} which also is the number
of nonzero rows inY as well as inYr). These values constitute a permutation of the set of values
{pA + 1, . . . , pA + pB = n}. Now consider the predecessors{P (pA + 1), . . . , P (n)}. Note that the
nonzero values among these predecessors show up in an increasing order, becauseP+ is monotoni-
cally increasing. Repeating the argument, it follows that the samepermutation of the nonzero rows
of Yr which makes that the nonzero entries in its last column appear in an increasing order, achieves
that such a property holds foreachof the columns ofYr. Consequently, when all the columns of the
row-permuted arrayYr are stacked into a vector withnm entries using the well-known vec(·) operator,
a column vector remains which is equal to(1, 2, . . . , n)T when all the zeros entries are deleted.

Conversely, starting from the given vector of dynamical indices d and an arbitrary choice ofΠ
permuting the nonzero rows ofZ, thenm-vector with the given property and the right-aligned arrays
ΠYr andYr and the left-aligned arrayY are completely determined. The left-alignment property (i) of
an admissible numbered Young diagramY is built-in. Properties (ii) and (iii) ofY are not difficult to
verify either, because they are easy forΠYr andYr and shifting the rows to move betweenYr andY
does not basically change the requirements (one only needs to take into account that zeros may occur
to the left of a string of nonzero entries inYr, but the dynamical indices now specify the length of such
a string in advance). �

Note that the technique used in the proof of this propositionis constructive and can be used to generate
all the admissible numbered Young diagrams corresponding to a given nice selection. There arepB!
different possibilities, wherepB can be read off fromd as the number of dynamical indicesdi > 0.

For givenm andn and for each nice selection with a vector of dynamical indices d, one can consider
the familyF(d) of controllable pairs which have the additional property that the selected columns from
the controllability matrix are linearly independent. Thenwe know that each controllable pair(A,B)
lies in at least one of the familiesF(d), d ∈ D(m,n).

Now consider thefamily of all controllable pairs(A,B) withA discrete-time asymptotically stable,
and the question of how to parameterize this family up to state isomorphism. (I.e., up to multiplication
of the controllability matrixK by a nonsingularn × n matrix on the left.) Every such pair(A,B)
corresponds to a positive definite controllability GramianWc, which can be factored intoWc = MTM
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by making a well-defined choice forM , e.g. by prescribing it to be a positive upper triangular Cholesky
factor. Such a choice can be parameterized to involve preciselyn(n+1)/2 independent real parameters.
UsingM to act as a state isomorphism transforms(A,B) into an input-normal controllable pair, but it
does not affect any linear dependence relations between thecolumns of the controllability matrixK.
Hence it allows one to restrict attention to the question of parameterizing the family ofinput-normal
controllable pairs(A,B) up toorthogonalstate isomorphism.

Note that an input-normal controllable pair(A,B) corresponds to a row-orthonormal partitioned
matrix [B,A] for which A is asymptotically stable, and vice versa (see e.g. [7], [8]). Then for each
admissible numbered Young diagramY the family of row-orthonormal[B,A] with A asymptotically
stable and with an admissible pivot structure corresponding to Y , forms a local canonical form for
this family. This set of local canonical forms is covering this family in the sense that for each row-
orthonormal[B,A] with A asymptotically stable there exists an admissible numberedYoung diagram
Y and an orthogonal matrixQ such that[QB,QAQT ] has the admissible pivot structure associated
with Y . Furthermore, because of uniqueness of the associated QR-decomposition due to positive upper
triangularity, for such a combination of[B,A] andY the matrixQ and hence[QB,QAQT ] is unique.

An interesting question is how to obtain a minimal sub-atlasof this atlas of local canonical forms,
minimal in the sense that no further local canonical forms can be left out without losing the property
of covering the family. To obtain a minimal sub-atlas we haveto choose one of the local canonical
forms for eachd ∈ D(m,n). This implies that for eachd ∈ D(m,n) we have to choose one of the
pB! possible numberings of the associated Young diagram. As each such numbering is associated with
a permutation of the nonzero rows of the Young diagram this choice can be fixed by specifying that
permutation. One possible choice is the unique permutationfor which the permuted dynamical indices
form a non-increasing sequence, while the order of the rows which have the same dynamical index
is kept the same. Note that this permutation is used only to determine thenumberingin the Young
diagram, the ordering of the dynamical indices is left unchanged. With hindsight one can say that this
particular choice to obtain a minimal atlas was used in [6] ina similar approach for continuous-time
input-normal pairs and lossless systems. Just as in that paper for the continuous-time case, here each
local canonical form on discrete-time asymptotically stable input normal systems defines a balanced
local canonical form on minimal discrete-time lossless systems of ordern. How these balanced local
canonical forms for minimal discrete-time lossless systems of ordern are related to those constructed
in [7] by means of the tangential Schur algorithm is the topicof the next section.

5 Atlases of balanced canonical forms for lossless systems

We now have two approaches to arrive at an atlas of overlapping balanced canonical forms for discrete-
time lossless systems: one using the balanced realizationsassociated with the tangential Schur algo-
rithm and one based on balanced realizations with an imposedpivot structure on the row-orthonormal
matrix [B,A], hence on the orthogonal realization matrixR. However, one of our main results is that
the second approach corresponds to making special choices for the direction vectors in the first ap-
proach. Hence the atlas of overlapping balanced canonical forms resulting from the second approach
is a sub-atlas of the atlas of overlapping balanced canonical forms in the first approach. The precise
formulation is as follows.

Theorem 5.1 LetY be an admissible numbered Young diagram, corresponding to an associated nice
pivot structureJ̃ (for controllability matrices) and an admissible pivot structureJ (for n × (m + n)
matrices). For eachk = 1, 2, . . . , n, choose the direction vectorun+1−k equal toei(k), the i(k)-th
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standard basis vector inRm, where(i(k), j(k)) denotes the unique pair of indices such thatyi(k),j(k) =
k. Then for any choice of the Schur parameter vectorsv1, v2, . . . , vn (all of length< 1) and for any
choice of the orthogonal matrixD0, consider the(m+ n)× (m+ n) orthogonal realization matrixR
given by (9). It follows thatJ is an admissible pivot structure for the sub-matrix[B,A] andJ̃ is a nice
pivot structure for the controllability matrixK.

A detailed technical proof of this theorem is given in Appendix B.

From the point of view of the tangential Schur algorithm, it is of interest also to directly characterize
all the sequences of direction vectorsu1, u2, . . . , un that give rise to an admissible pivot structure for
the matrix[B,A] (and an accompanying nice pivot structure for the controllability matrix K).

Theorem 5.2 Consider a chart associated with the tangential Schur algorithm (with all the interpola-
tion pointswk located at the origin), specified by a sequence of direction vectors{u1, . . . , un}. Then
each[B,A] resulting from this chart exhibits an admissible pivot structure, irrespective of the choice
of Schur vectorsv1, . . . , vn, if the sequence of direction vectors consists of standard basis vectors, say
uk = eµ(k) for some indicesµ(1), . . . , µ(n) chosen from{1, 2, . . . ,m}, satisfying the following con-
dition:
for eachk = 1, 2, . . . , n − 1, if there exists a largest indexℓ strictly less thank such thatuℓ = eµ(k),
thenµ(k + 1) is from the set{µ(ℓ+ 1), . . . , µ(k)}.

Proof. This follows directly from the properties of the three procedures introduced in Appendix B to
generate an admissible numbered Young diagram. Details areleft to the reader. �

Example. Consider the same situation as for the example in Appendix B,wherem = 5, n = 12 and
(q1, q2, q3, q4, q5) = (4, 1, 9, 0, 7). There it is remarked that the choice of direction vectorsun+1−k =
ei(k) can be rewritten asuk = eµ(k) whereµ(k) denotes the index of the value1 in the vectorηk,
generated by the ‘third procedure’. In this example it follows that the sequence{u1, u2, . . . , u12} is
given by{e2, e5, e1, e3, e2, e5, e1, e2, e1, e2, e2, e2}. Note that this sequence satisfies the condition of
Theorem 5.2 for allk = 1, 2, . . . , 11. E.g., fork = 6 the previous occurrence of the vectoru6 = e5
happened forℓ = 2. The condition of the theorem requiresu7 to occur in the set{u3, u4, u5, u6} =
{e1, e3, e2, e5}, which indeed is the case.

6 Conclusions and discussion

In this paper we have developed a detailed procedure to construct an atlas of overlapping (local) bal-
anced canonical forms for MIMO discrete-time lossless systems(A,B,C,D) of a given ordern. To
achieve this, the concept of an admissible pivot structure for [B,A] has been introduced, which induces
a full (nice) pivot structure for the associated controllability matrix K. The approach taken in Sections
3 and 4 has a wider range of applicability though: it builds onthe algebraic relationship between[B,A]
andK, and it neither relies on input-normality of(A,B) nor on the discrete-time setting for the loss-
less systems. When one is dealing with a system having a special (non-generic) Kronecker structure,
this can be recognized in these local canonical forms by certain entries becoming zero. To demonstrate
the structure of the charts that constitute the atlases discussed in this paper, a detailed worked example
is included in Appendix C.

One of the main practical reasons for studying overlapping canonical forms is that (iterative) iden-
tification and optimization algorithms in the MIMO case may suffer from numerical ill-conditioning
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and slow convergence when they pass by systems that not too far from systems with a non-generic
structure. Switching charts may then help to improve the algorithmic performance. The connection
in Section 5 with the atlas of charts developed for discrete-time input-normal pairs involving the tan-
gential Schur algorithm is useful, because that set-up involves (well conditioned!) orthogonal matrix
computations while it is tailored to deal with the importantclass of stable systems. The tangential
Schur algorithm provides one with a lot of flexibility to design local canonical forms. Since it is com-
putationally expensive to switch charts at each and every iteration, a suitably chosen finite sub-atlas
is welcome. In the present paper we have indicated the restrictions that should be taken into account
when choosing direction vectorsuk from the set of standard basis vectors, if a pivot structure is to show
up not only in[B,A] but also in the controllability matrixK. When a nice pivot structure is present in
K, this has the advantage that the impact of state vector truncation is easier to analyze; controllability
is then preserved. This is of importance in the context of model order reduction applications.

Future research addresses the issue of monitoring the conditioning of a chart (i.e., a local canonical
form) at a given system, and the issue of selecting a better chart when switching becomes necessary.
Since the total number of charts in an atlas quickly grows large with the dimensionsm andn (even for
the case of admissible pivot structures) it may not be attractive to carry out a full search for a better
chart over the entire atlas. The rank structure inK can then be instrumental in designing a quick on-
line algorithm which guarantees a certain degree of conditioning improvement. This is currently under
investigation.
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A Proof of part (b) of Theorem 3.4

Consider a non-admissible full pivot structureJ = {j1, j2, . . . , jn} for [B,A]. Then it either holds
that: (1)J does not prescribeB to have have a pivot-1 column, or (2)J does prescribeB to have a
pivot-1 column, butJ does not impose a staircase structure onA.
In case (1) it holds thatj1 > m. We distinguish between two situations. (i) Ifj1 = m + 1, then the
first column ofA is a pivot-1 column. Then consider the following example: for eachk = 1, . . . , n
let columnjk of [B,A] be equal to thek-th standard basis vectorek ∈ R

n and let the remainingm
columns of[B,A] all be zero. Clearly,[B,A] exhibits the given full pivot structureJ , but eT1 B = 0
andeT1 A = eT1 so thateT1 K = 0. HenceK does not have a pivot-1 column, so it does not have a full
pivot structure.
(ii) If insteadj1 > m+ 1, then consider the following example: for eachk = 1, . . . , n choose column
jk of [B,A] to be a positive pivot-k vector and let the remainingm columns of[B,A] all be chosen
to be strictly positive (so that effectively they are all positive pivot-n vectors). Clearly,[B,A] exhibits
the given full pivot structureJ . Note that each column inB is (effectively) a positive pivot-k vector
with k ≥ 2. Now, if v is a positive pivot-k vector, thenAv is a positively weighted linear combination
of the firstk columns ofA. Since all columns ofA are (effectively) positive pivot-ℓ vectors for certain
values ofℓ, the vectorAv is a positive pivot-p vector wherep is the maximal (effective) pivot position
among the firstk columns ofA. Now, the first column ofA has at least two nonzero entries, because
j1 > m + 1. Therefore, each column ofAB is (effectively) a positive pivot-p vector withp ≥ 2.
By induction it follows that all columns ofK are (effectively) positive pivot-p vectors withp ≥ 2.
Consequently,K does not have a pivot-1 column, so it does not have a full pivot structure.
In case (2) it holds thatj1 ≤ m, but the staircase structure does not necessarily hold forA. We again
distinguish between two situations. (i) Suppose that for somek < n there is a pivot-k vector inA for
which there is either a non-pivot column inA preceding it, or a pivot-ℓ vector preceding it withℓ > k.
Then consider basically the same example as used in case (1) part (ii): for eachk = 1, . . . , n choose
columnjk of [B,A] to be a positive pivot-k vector and let the remainingm columns of[B,A] all be
chosen to be strictly positive (so that effectively they areall positive pivot-n vectors). For this example
it now follows thatK does not have a pivot-k vector, becauseB does not have one and because for
all p = 1, . . . , n the maximum (effective) pivot position among the firstp columns ofA can never be
equal tok.
(ii) For all k < n the pivot-k vectors inA respect the staircase structure, but there is a prescribed
pivot-n vector inA which is directly preceded by a non-pivot column. If this pivot-n vector occurs in
the last column ofA, then one may consider the same kind of example as used in case(1) part (i): for
eachk = 1, . . . , n let columnjk of [B,A] be equal toek and let the remainingm columns of[B,A]
all be zero. NoweTnB = 0 andeTnA = eTn so thateTnK = 0. HenceK does not have a pivot-n column,
so it does not have a full pivot structure. If the pivot-n vector does not occur in the last column ofA,
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then the last column ofA is a non-pivot column. Summarizing, we then are in a situation where the
first pA − 1 columns ofA exhibit a staircase structure, columnp := jn −m > pA of A is a pivot-n
column and the two columnsp−1 andn of A are both non-pivot columns. Then consider the following
example. Columnjp−1 of [B,A] is defined as the pivot-(p − 1) vector 35ep−1. Columnjp of [B,A] is
defined as the pivot-p vector35ep+

16
25ep−1. The3×3 sub-matrixS of A constituted by the intersection

of its rows and columns with indicesp − 1, p andn is defined asS =




0 36
125 − 48

125
0 −12

25
16
25

−3
5

16
25

12
25


. All

remaining entries at pivot positions in[B,A] are defined to be1 and all other entries are set to zero.
For this example it will be shown that the entries in the last row of K are never positive, so thatK
does not have a full pivot structure. Note that all columns inB have a last entry that is equal to zero.
All other columns inK are of the formAv for some vectorv ∈ R

n. ForAv to have a nonzero last
entry, at least one of the entries in positionsp− 1, p andn of v must be nonzero. Such vectorsv must
come from repeated pre-multiplication of the columns ofB by the matrixA. The first vectors to have
such a structure are the pivot-(p − 1) vector and the pivot-p vector that both occur among the columns
of B and the firstpA − 1 columns ofA. Once such vectorsv are multiplied byA, only the entries in
positionsp− 1, p andn can become nonzero: the subspace spanned byep−1, ep anden is an invariant
subspace ofA. Restricting to this subspace, the matrixA is represented by the sub-matrixS given
above. Consequently, the entries in the last row ofK are either zero or obtained as the entries in the

last row of the controllability matrix of the pair(T, S) with T =




3
5

16
25

0 3
5

0 0


 which represents the

pivot-(p − 1) and the pivot-p vector in this new notation. For the matrixS it is easily established that
S3 = 544

625S. It therefore suffices to compute the last row of the matrix[T, ST, S2T ], which is equal to
(0, 0,− 9

25 , 0,−
108
625 ,−

36
125 ). This proves that all these entries are indeed non-positive. �

Remark.
In the case of balanced realizations of lossless systems we will in addition require[B,A] to have
orthonormal rows. The proof above does not entirely apply tothis restricted situation. For example if
[B,A] only has non-negative entries then orthogonality of the rows requires that in each column there
is at most one nonzero entry. This requirement is violated bythe counterexamples presented in case
(1) part (ii) and in case (2) part (i) of the proof, because non-pivot columns are chosen to be positive
pivot-n vectors. How to obtain a proof for this more restricted orthonormal case is an open problem at
this point. Note however that the counterexamples presented in case (1) part (i) and in case (2) part (ii)
of the proof have in fact already been designed to involve[B,A] with orthonormal rows.

B Proof of Theorem 5.1

To prove this theorem it is helpful first to reconsider the precise relationship betweenY , J̃ , J and the
pivot structure{q1, . . . , qm} of the matrixB. Recall that the number1 appears in the pivot structure
{q1, . . . , qm} for B because of admissibility and this sequence completely characterizes the successor
functionS, the column-oriented descriptionQ, the admissible pivot structureJ , the nice pivot structure
J̃ and the admissible numbered Young diagramY in the way explained before.

We have previously introduced the following construction procedure forY from {q1, . . . , qm}:
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Procedure 1
(a) Construction: the successor functionS is defined as the increasing sequence of all positive num-
bers in{1, 2, . . . , n} not occurring in{q1, . . . , qm} completed by a sequence ofpB zeros; in addition
S(0) = 0.
(b) Initialization: setyi,1 := qi for i = 1, . . . ,m.
(c) Recursion: setyi,j+1 := S(yi,j) for i = 1, . . . ,m andj = 1, . . . , n− 1.

A second way to generateY in a dynamical fashion which avoids the explicit construction ofS, is by
means of the following procedure:
Procedure 2
(a) Initialization: setyi,1 = qi for i = 1, . . . ,m.
(b) Recursion: for k = 1, 2, . . . , n, if the valuek has not yet been assigned to an entry ofY then select
the smallest nonzero numberyi,j in Y for which the entryyi,j+1 immediately to its right has still not
been assigned some value and setyi,j+1 = k.
(c) Termination: set all the remaining entries ofY equal to zero.
It is not very hard to establish that the arrayY constructed in this fashion is indeed admissible and
identical to the arrayY constructed previously with the help ofS.

A third way to generateY from {q1, . . . , qm} employs a sequence of vectorsηk (k = 0, 1, 2, . . . , n)
and proceeds as follows in a backward fashion:
Procedure 3
(a) Initialization: setηn = (q1, . . . , qm)T .
(b) Backward recursion: for k = n − 1, . . . , 1, 0 constructηk from ηk+1 by executing the following
three rules in the given order:
(1) if (ηk+1)i = 0 then set(ηk)i := 0;
(2) if (ηk+1)i > 1 then set(ηk)i := (ηk+1)i − 1;
(3) if (ηk+1)i = 1 then defineξk as the smallest positive number different from all the entries ofηk
already assigned by rules (1) and (2); ifξk ≤ k then set(ηk)i := ξk else set(ηk)i := 0.
(c) Construction: for eachi = 1, . . . ,m consider thedi values ofk for which (ηn+1−k)i = 1 and
assign these values (in increasing order) to the firstdi entries of rowi of Y ; set all other entries to0.

The validity of this third procedure for generatingY can be seen as follows. First, note that because of
rule (2) in each recursion step (b), the first column ofY attains the required form containingq1, . . . , qm,
since the number1 first occurs in positioni of ηn+1−k for k = qi. Also note that the positive integers
in ηn are all different (since this holds forq1, . . . , qm) and that the rules in each recursion step (b) are
such that this property is preserved for all vectorsηk. Next, these rules are such that each vectorηk
has precisely one entry equal to1, for all k = 1, . . . , n. The construction in step (c) is such that all the
numbers from{1, . . . , n} show up precisely once in a corresponding left-aligned numbered Young dia-
gramY . Finally, rule (3) in each recursion step (b) guarantees that yi,j is followed byyi,j+1 = S(yi,j):
note thatyi,j = k is equivalent to(ηn+1−k)i = 1 and(ηn−k)i = ξk implies thatyi,j+1 = k + ξk; here
ξk > 0 is chosen as small as possible, precisely in line with the second procedure for generatingY .

Example. Consider the situation withm = 5, n = 12 and(q1, q2, q3, q4, q5) = (4, 1, 9, 0, 7). Then
the successor functionS is described by{s1, s2, . . . , s10} = {2, 3, 5, 6, 8, 10, 11, 12, 0, 0, 0, 0}. It
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follows thatpB = 4 and the corresponding admissible numbered Young diagramY is given by:

Y =

4 6 10

1 2 3 5 8 12

9

7 11

where all the zeros are omitted for clarity. The second procedure for generatingY without the explicit
construction of the successor functionS yields the same result. It proceeds from the given first column
of Y by putting the value2 after the value1, then the value3 after the value2, then the value5 after
the value3, then the value6 after the value4, and so on. The values1, 4, 7 and9 are skipped, because
they have already been assigned to the first column ofY .

The third procedure for generatingY involves the backward recursion for the construction of the
vectorsηk, for k = n, n− 1, . . . , 1, 0. This produces the following sequence:

η12 η11 η10 η9 η8 η7 η6 η5 η4 η3 η2 η1 η0
4 3 2 1 2 1 4 3 2 1 0 0 0
1 1 1 2 1 3 2 1 4 3 2 1 0
9 8 7 6 5 4 3 2 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
7 6 5 4 3 2 1 4 3 2 1 0 0

For instance, the vectorη7 is obtained from the vectorη8 as follows. First all the entries equal to zero
are copied and all the values(η8)i ≥ 2 are decreased by1 to produce the corresponding values of(η7)i.
The value of(η7)2 is addressed last, because(η8)2 = 1. At that stage the values1 and2 have already
been assigned to some entries ofη7 and it holds thatξ7 = 3. Becauseξ7 = 3 is not larger than the
indexk = 7, this value is assigned to(η7)2.

Once the vectorsη12, η11, . . . , η1 have been constructed, the arrayY is constructed by considering
the positions of the entries1. For the first row, these positions are subsequently4, 6 and10 (proceeding
in the given order fromη12 to η1 corresponding to the indexn+ 1− k). For the second row we have:
1, 2, 3, 5, 8 and12, and so on.

The third way of characterizingY in terms of the pivot structure{q1, . . . , qm} has a number of prop-
erties that are worth noting in view of the proof of Theorem 5.1 below. First, note that rule (3) in step
(b) implies that the maximum value among the entries ofηk is at mostk. (Therefore,η0 is the zero
vector.) Second, all the positive entries of a vectorηk are different. This makes that if(ηk+1)i = 1
then a positive valueξk is assigned to(ηk)i for k ≥ pB and the value0 is assigned fork < pB . Third,
note that the sequence of valuesξn−1, ξn−2, . . . , ξpB (in that backward order) is increasing. Fourth,
the choice of direction vectorsun+1−k = ei(k) can be rewritten asuk = eµ(k) whereµ(k) denotes
the index of the value1 in the vectorηk. Note that according to this notation,(ηk)µ(k+1) = ξk for
k = n − 1, n − 2, . . . , pB . Finally, it will be shown that the vectorsηk represent the pivot structures
for the sequence of lossless systems of ordersk = 1, 2, . . . , n encountered in the tangential Schur
algorithm for the particular choice of direction vectors specified in Theorem 5.1.

Proof of Theorem 5.1. Consider the matrix product

R = Γn · · ·Γ1R0∆
T
1 · · ·∆T

n .
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Note that the productΓn · · ·Γ1R0 is positivem-upper Hessenberg for any choice of Schur vectors
v1, . . . , vn. Post-multiplication by the matrix∆T

1 only affects the lastm + 1 columns, because the
matrix∆T

1 is given by

∆T
1 =




In−1 0 0
0 eT

µ(1) 0

0 Im − eµ(1)e
T
µ(1) eµ(1)




whereµ(1) denotes the location of the entry1 in the vectorη1 which features in the third method for
the construction ofY from {q1, . . . , qm}. The precise effect is as follows:
(i) columnn of Γn · · ·Γ1R0 (having a pivot in its last position) is moved into columnn+ µ(1)− 1;
(ii) columnn+ µ(1) of Γn · · ·Γ1R0 is moved into columnn+m;
(iii) columnsn + 1, . . . , n + µ(1) − 1 andn + µ(1) + 1, . . . , n + m of Γn · · ·Γ1R0 are moved one
position to the left, into columnsn, . . . , n+ µ(1)− 2 andn+ µ(1), . . . , n +m− 1, respectively.
Note that the last row ofΓn · · ·Γ1R0∆

T
1 can be regarded to have the structure:

[
0 B1 A1

]

withA1 of size1×1 andB1 of size1×m. The1×(m+1) partitioned matrix[B1, A1] has an admissible
pivot structure for which the column-oriented pivot structure ofB1 is given by{0, . . . , 0, 1, 0, . . . , 0}
with the value1 in positionµ(1). In other words, the pivot structure ofB1 is described byη1.

Consider the lastk rows of the matrix productΓn · · ·Γ1R0∆
T
1 · · ·∆T

k . Note that these can be
regarded to constitute the structure: [

0 Bk Ak

]

with Ak of sizek × k andBk of sizek × m. Now suppose that thek × (m + k) partitioned matrix
[Bk, Ak] is known to have an admissible pivot structure for which the column-oriented pivot structure
of Bk is given by the vectorηk. (This is the induction hypothesis.) We consider what happens under
post-multiplication by the matrix∆T

k+1. Note that this matrix is given by:

∆T
k+1 =




In−k−1 0 0 0
0 eT

µ(k+1) 0 0

0 Im − eµ(k+1)e
T
µ(k+1) eµ(k+1) 0

0 0 0 Ik




Therefore, post-multiplication by∆T
k+1 only acts on the columnsn− k, . . . , n− k +m of the matrix

Γn · · ·Γ1R0∆
T
1 · · ·∆T

k .
The partitioned matrix[Bk+1, Ak+1] is then formed as

[Bk+1, Ak+1] =

[
γ β α
0 Bk Ak

]



eT
µ(k+1) 0 0

Im − eµ(k+1)e
T
µ(k+1) eµ(k+1) 0

0 0 Ik




whereγ is a positive scalar andβ andα are1×m and1× k row vectors, respectively. It follows that
the post-multiplying matrix carries out the following action:
(i) the columns involvingAk remain unchanged;

(ii) column1 of

[
γ β α
0 Bk Ak

]
having a pivot in its first position, is moved into columnµ(k + 1);
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(iii) column µ(k + 1) + 1 of

[
γ β α
0 Bk Ak

]
is moved into columnm+ 1;

(iv) columns2, . . . , µ(k+1) andµ(k+1)+2, . . . ,m+1 of

[
γ β α
0 Bk Ak

]
are moved one position

to the left, into columns1, . . . , µ(k + 1)− 1 andµ(k + 1) + 1, . . . ,m, respectively.
This shows that the pivot structure ofBk+1 is obtained from the pivot structure ofBk in the following
way: all the nonzero entries of the structure vectorηk are increased by1 except for the entry with index
µ(k+1), which is reset to1. This means that the pivot structure ofBk+1 is indeed given by the vector
ηk+1.

It remains to show that the matrixAk+1 again has a staircase form. Now,Ak has a staircase form
according to the induction hypothesis andAk+1 is recognized to be of the form

Ak+1 =

[
δ α
ǫ Ak

]

whereδ is theµ(k + 1)-st entry of the row vectorβ and ǫ is theµ(k + 1)-st column ofBk. This
means that the pivot in the first column ofAk+1 shows up in position(ηk)µ(k+1) +1, which is equal to
ξk + 1. However, it has already been established that the sequenceξn−1, ξn−2, . . . , ξpB is increasing.
Therefore,Ak+1 also has a staircase form.

By induction this shows for allk = 1, 2, . . . , n, that[Bk, Ak] has an admissible pivot structure for
which the vectorηk specifies the pivot structure of the matrixBk. In particular, fork = n the claim of
the theorem follows. �

C An atlas for input-normal pairs (A,B) under orthogonal state-space
equivalence, withm = 3 and n = 4

To illustrate the results and constructions of this paper, we here present an atlas for the manifold of
(controllable) input-normal pairs(A,B) under orthogonal state-space equivalence, for the non-trivial
casem = 3 andn = 4. Each of the charts in this atlas gives rise to a particular full pivot structure in
the controllability matrixK and an admissible pivot structure for the row-orthonormal matrix [B,A].

For givenm andn, the number of differentadmissible numbered Young diagrams(see the end

of Section 3) is specified by
∑min{m,n}

ℓ=1 ℓ!

(
m
ℓ

)(
n− 1
ℓ− 1

)
. For the casem = 3 andn = 4 this

amounts to39. To obtain aminimal sub-atlas, precisely one chart should be included for each nice
selection, i.e. for each vector of dynamical indicesd in D(m,n). The cardinality ofD(m,n) is easily

computed as

(
m+ n− 1
m− 1

)
. For the casem = 3 andn = 4 this implies that a minimal sub-atlas

consists of15 charts. In Tables 1-3 the 15 different vectors of dynamical indices for this example are
displayed, along with the corresponding 39 admissible numbered Young diagrams and their associated
pivot structures inK and in[B,A].

To arrive at an explicitparameterizationof a chart in these tables, one may proceed in thediscrete-
time case by exploiting Eqn. (9) for the construction of orthogonal realization matrices, correspond-
ing to balanced realizations of discrete-time lossless systems. Here the sequence of direction vectors
{u1, u2, u3, u4} is chosen to consist of particular standard basis vectors, as indicated for each chart in
these tables too. The parameters are then provided by the sequence of Schur vectors{v1, v2, v3, v4}
which are all required to be of length< 1. The 3 × 3 orthogonal matrix blockD0 can be set to
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any fixed value; the choiceD0 = I3 is a convenient one. The latter is a consequence of the general

fact that if an orthogonal realization matrixR =

[
D C
B A

]
is generated by Eqn. (9) for someD0,

{u1, . . . , un} and{v1, . . . , vn}, then the alternative choicesIm, {u1, . . . , un} and{DT
0 v1, . . . ,D

T
0 vn}

yield the realization matrix

[
D0D D0C
B A

]
, which exhibits exactly thesameinput pair(A,B).

From such a (minimal or non-minimal) atlas for input-normalpairs under orthogonal state-space
equivalence, a corresponding atlas for all input-normal pairs of the given dimensionsm andn is directly
obtained by regarding the associated manifold as a Cartesian product of the previous manifold with the
orthogonal groupO(n), related to the choice of state-space transformation.

To arrive at a corresponding atlas form×m lossless systems of ordern one may instead regard this
space as a Cartesian product of the previous manifold with the orthogonal groupO(m), now related to
the choice ofD0.

To obtain an atlas for asymptotically stable discrete-timesystems of ordern with m inputs andp
outputs, one may proceed by taking all the entries ofC andD (of sizesp×n andp×m, respectively)
to be free parameters, only subject to the constraint that observability needs to hold for the pair(C,A)
(a property which is then generically satisfied in each chart, i.e. it only excludes a thin subset of
parameter vectors). Such an approach is useful in system identification, for instance in conjunction
with the method of separable least-squares (see [1]). Then we may have to consider output-normal
forms instead, but this can be achieved easily using input-output duality.

Finally, to deal with thecontinuous-timecase, the well-known bilinear transform can of course be
applied. However, this will in general destroy the pivot structure inK and in[B,A]. To employ the
resultsdirectly in the continuous-time case too, note that the pivot structures for (controllable) input-
normal pairs[B,A] as given in the Tables 1-3 do in fact apply to the continuous-time case already,
giving rise to local canonical forms that can be computed numerically for a given state-space realization
in a straightforward way. What at present seems to be lackingin the continuous-time case is an explicit
parameterization of these local canonical forms (such as may be required in system identification).
This is currently the topic of ongoing research.
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Chart Young diagramZ and Admissible numbered Full pivot Sequence of direction Admissible pivot Structure of
dynamical indexd Young diagramsY structureJ̃ for K vectors{u1, u2, u3, u4} structureJ for [B,A] [B,A]

1
1 1 1 1 1 2 3 4

{1, 4, 7, 10} {e1, e1, e1, e1} {1, 4, 5, 6}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 ∗ ∗ 0 + ∗ ∗
0 ∗ ∗ 0 0 + ∗




(4, 0, 0)

2
1 1 1
1

1 2 3
4 {1, 4, 7, 2} {e2, e1, e1, e1} {1, 4, 5, 2}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 ∗ ∗ 0 + ∗ ∗
0 + ∗ 0 0 ∗ ∗




(3, 1, 0)
1 2 4
3 {1, 4, 2, 7} {e1, e2, e1, e1} {1, 4, 2, 5}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 + ∗ 0 ∗ ∗ ∗
0 0 ∗ 0 + ∗ ∗




3
1 1 1

1

1 2 3

4
{1, 4, 7, 3} {e3, e1, e1, e1} {1, 4, 5, 3}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 ∗ ∗ 0 + ∗ ∗
0 ∗ + 0 0 ∗ ∗




(3, 0, 1)
1 2 4

3
{1, 4, 3, 7} {e1, e3, e1, e1} {1, 4, 3, 5}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 ∗ + 0 ∗ ∗ ∗
0 ∗ 0 0 + ∗ ∗




4
1 1
1 1

1 3
2 4 {1, 2, 4, 5} {e2, e1, e2, e1} {1, 2, 4, 5}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 + ∗ ∗ ∗ ∗ ∗
0 0 ∗ + ∗ ∗ ∗
0 0 ∗ 0 + ∗ ∗




(2, 2, 0)
2 4
1 3 {2, 1, 5, 4} {e1, e2, e1, e2} {2, 1, 4, 5}




∗ + ∗ ∗ ∗ ∗ ∗
+ 0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ + ∗ ∗ ∗
0 0 ∗ 0 + ∗ ∗




5
1 1
1
1

1 2
3
4

{1, 4, 2, 3} {e3, e2, e1, e1} {1, 4, 2, 3}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 + ∗ 0 ∗ ∗ ∗
0 0 + 0 ∗ ∗ ∗




(2, 1, 1)

1 2
4
3

{1, 4, 3, 2} {e2, e3, e1, e1} {1, 4, 3, 2}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ + ∗ ∗ ∗
0 ∗ + 0 ∗ ∗ ∗
0 + 0 0 ∗ ∗ ∗




1 3
2
4

{1, 2, 4, 3} {e3, e1, e2, e1} {1, 2, 4, 3}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 + ∗ ∗ ∗ ∗ ∗
0 0 ∗ + ∗ ∗ ∗
0 0 + 0 ∗ ∗ ∗




1 3
4
2

{1, 3, 4, 2} {e2, e1, e3, e1} {1, 3, 4, 2}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ + ∗ ∗ ∗ ∗
0 ∗ 0 + ∗ ∗ ∗
0 + 0 0 ∗ ∗ ∗




1 4
2
3

{1, 2, 3, 4} {e1, e3, e2, e1} {1, 2, 3, 4}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 + ∗ ∗ ∗ ∗ ∗
0 0 + ∗ ∗ ∗ ∗
0 0 0 + ∗ ∗ ∗




1 4
3
2

{1, 3, 2, 4} {e1, e2, e3, e1} {1, 3, 2, 4}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ + ∗ ∗ ∗ ∗
0 + 0 ∗ ∗ ∗ ∗
0 0 0 + ∗ ∗ ∗




Table 1: Charts 1–5 for[B,A], for the casem = 3 andn = 4.
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Chart Young diagramZ and Admissible numbered Full pivot Sequence of direction Admissible pivot Structure of
dynamical indexd Young diagramsY structureJ̃ for K vectors{u1, u2, u3, u4} structureJ for [B,A] [B,A]

6 1 1 1 1 1 2 3 4 {2, 5, 8, 11} {e2, e2, e2, e2} {2, 4, 5, 6}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
∗ 0 ∗ 0 + ∗ ∗
∗ 0 ∗ 0 0 + ∗




(0, 4, 0)

7 1 1 1
1

1 2 3
4

{2, 5, 8, 3} {e3, e2, e2, e2} {2, 4, 5, 3}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
∗ 0 ∗ 0 + ∗ ∗
∗ 0 + 0 0 ∗ ∗




(0, 3, 1) 1 2 4
3

{2, 5, 3, 8} {e2, e3, e2, e2} {2, 4, 3, 5}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
∗ 0 + 0 ∗ ∗ ∗
∗ 0 0 0 + ∗ ∗




8
1
1 1 1

4
1 2 3 {2, 5, 8, 1} {e1, e2, e2, e2} {2, 4, 5, 1}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
∗ 0 ∗ 0 + ∗ ∗
+ 0 ∗ 0 0 ∗ ∗




(1, 3, 0)
3
1 2 4 {2, 5, 1, 8} {e2, e1, e2, e2} {2, 4, 1, 5}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
+ 0 ∗ 0 ∗ ∗ ∗
0 0 ∗ 0 + ∗ ∗




9 1 1
1 1

1 3
2 4

{2, 3, 5, 6} {e3, e2, e3, e2} {2, 3, 4, 5}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 + ∗ ∗ ∗ ∗
∗ 0 0 + ∗ ∗ ∗
∗ 0 0 0 + ∗ ∗




(0, 2, 2) 2 4
1 3

{3, 2, 6, 5} {e2, e3, e2, e3} {3, 2, 4, 5}




∗ ∗ + ∗ ∗ ∗ ∗
∗ + 0 ∗ ∗ ∗ ∗
∗ 0 0 + ∗ ∗ ∗
∗ 0 0 0 + ∗ ∗




10
1
1 1
1

4
1 2
3

{2, 5, 3, 1} {e1, e3, e2, e2} {2, 4, 3, 1}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
∗ 0 + 0 ∗ ∗ ∗
+ 0 0 0 ∗ ∗ ∗




(1, 2, 1)

3
1 2
4

{2, 5, 1, 3} {e3, e1, e2, e2} {2, 4, 1, 3}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ + ∗ ∗ ∗
+ 0 ∗ 0 ∗ ∗ ∗
0 0 + 0 ∗ ∗ ∗




4
1 3
2

{2, 3, 5, 1} {e1, e2, e3, e2} {2, 3, 4, 1}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 + ∗ ∗ ∗ ∗
∗ 0 0 + ∗ ∗ ∗
+ 0 0 0 ∗ ∗ ∗




2
1 3
4

{2, 1, 5, 3} {e3, e2, e1, e2} {2, 1, 4, 3}




∗ + ∗ ∗ ∗ ∗ ∗
+ 0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ + ∗ ∗ ∗
0 0 + 0 ∗ ∗ ∗




3
1 4
2

{2, 3, 1, 5} {e2, e1, e3, e2} {2, 3, 1, 4}




∗ + ∗ ∗ ∗ ∗ ∗
∗ 0 + ∗ ∗ ∗ ∗
+ 0 0 ∗ ∗ ∗ ∗
0 0 0 + ∗ ∗ ∗




2
1 4
3

{2, 1, 3, 5} {e2, e3, e1, e2} {2, 1, 3, 4}




∗ + ∗ ∗ ∗ ∗ ∗
+ 0 ∗ ∗ ∗ ∗ ∗
0 0 + ∗ ∗ ∗ ∗
0 0 0 + ∗ ∗ ∗




Table 2: Charts 6–10 for[B,A], for the casem = 3 andn = 4.
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Chart Young diagramZ and Admissible numbered Full pivot Sequence of direction Admissible pivot Structure of
dynamical indexd Young diagramsY structureJ̃ for K vectors{u1, u2, u3, u4} structureJ for [B,A] [B,A]

11
1 1 1 1 1 2 3 4

{3, 6, 9, 12} {e3, e3, e3, e3} {3, 4, 5, 6}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
∗ ∗ 0 0 + ∗ ∗
∗ ∗ 0 0 0 + ∗




(0, 0, 4)

12
1

1 1 1

4

1 2 3
{3, 6, 9, 1} {e1, e3, e3, e3} {3, 4, 5, 1}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
∗ ∗ 0 0 + ∗ ∗
+ ∗ 0 0 0 ∗ ∗




(1, 0, 3)
3

1 2 4
{3, 6, 1, 9} {e3, e1, e3, e3} {3, 4, 1, 5}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
+ ∗ 0 0 ∗ ∗ ∗
0 ∗ 0 0 + ∗ ∗




13 1
1 1 1

4
1 2 3

{3, 6, 9, 2} {e2, e3, e3, e3} {3, 4, 5, 2}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
∗ ∗ 0 0 + ∗ ∗
∗ + 0 0 0 ∗ ∗




(0, 1, 3) 3
1 2 4

{3, 6, 2, 9} {e3, e2, e3, e3} {3, 4, 2, 5}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
∗ + 0 0 ∗ ∗ ∗
∗ 0 0 0 + ∗ ∗




14
1 1

1 1

2 4

1 3
{3, 1, 6, 4} {e1, e3, e1, e3} {3, 1, 4, 5}




∗ ∗ + ∗ ∗ ∗ ∗
+ ∗ 0 ∗ ∗ ∗ ∗
0 ∗ 0 + ∗ ∗ ∗
0 ∗ 0 0 + ∗ ∗




(2, 0, 2)
1 3

2 4
{1, 3, 4, 6} {e3, e1, e3, e1} {1, 3, 4, 5}




+ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ + ∗ ∗ ∗ ∗
0 ∗ 0 + ∗ ∗ ∗
0 ∗ 0 0 + ∗ ∗




15
1
1
1 1

3
4
1 2

{3, 6, 1, 2} {e2, e1, e3, e3} {3, 4, 1, 2}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
+ ∗ 0 0 ∗ ∗ ∗
0 + 0 0 ∗ ∗ ∗




(1, 1, 2)

4
3
1 2

{3, 6, 2, 1} {e1, e2, e3, e3} {3, 4, 2, 1}




∗ ∗ + ∗ ∗ ∗ ∗
∗ ∗ 0 + ∗ ∗ ∗
∗ + 0 0 ∗ ∗ ∗
+ 0 0 0 ∗ ∗ ∗




2
4
1 3

{3, 1, 6, 2} {e2, e3, e1, e3} {3, 1, 4, 2}




∗ ∗ + ∗ ∗ ∗ ∗
+ ∗ 0 ∗ ∗ ∗ ∗
0 ∗ 0 + ∗ ∗ ∗
0 + 0 0 ∗ ∗ ∗




4
2
1 3

{3, 2, 6, 1} {e1, e3, e2, e3} {3, 2, 4, 1}




∗ ∗ + ∗ ∗ ∗ ∗
∗ + 0 ∗ ∗ ∗ ∗
∗ 0 0 + ∗ ∗ ∗
+ 0 0 0 ∗ ∗ ∗




2
3
1 4

{3, 1, 2, 6} {e3, e2, e1, e3} {3, 1, 2, 4}




∗ ∗ + ∗ ∗ ∗ ∗
+ ∗ 0 ∗ ∗ ∗ ∗
0 + 0 ∗ ∗ ∗ ∗
0 0 0 + ∗ ∗ ∗




3
2
1 4

{3, 2, 1, 6} {e3, e1, e2, e3} {3, 2, 1, 4}




∗ ∗ + ∗ ∗ ∗ ∗
∗ + 0 ∗ ∗ ∗ ∗
+ 0 0 ∗ ∗ ∗ ∗
0 0 0 + ∗ ∗ ∗




Table 3: Charts 11–15 for[B,A], for the casem = 3 andn = 4.
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