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Abstract

A new finite atlas of overlapping balanced canonical formshialtivariate discrete-time loss-
less systems is presented. The canonical forms have thempydpat the controllability matrix is
positive upper triangular up to a suitable permutation®tilumns. This is a generalization of a
similar balanced canonical form for continuous-time lesslsystems. It is shown that this atlas is
in fact a finite sub-atlas of the infinite atlas of overlappbaianced canonical forms for lossless
systems that is associated with the tangential Schur gigorsuch canonical forms satisfy certain
interpolation conditions on a corresponding sequencessiéss transfer matrices. The connection
between these balanced canonical forms for lossless systeththe tangential Schur algorithm
for lossless systems is a generalization of the same cdonedntthe SISO case that was noted
before. The results are directly applicable to obtain adiaitb-atlas of multivariate input-normal
canonical forms for stable linear systems of given fixed gndich is minimal in the sense that
no chart can be left out of the atlas without losing the propiat the atlas covers the manifold.

Keywords: Lossless systems, input normal forms, output normal fobaknced canonical forms,
model reduction, MIMO systems, tangential Schur algorithm

1 Introduction

In linear systems theory there has been a longstanding garogr developing balanced realizations,
balanced canonical forms and associated parameterigdtorstable linear systems and for various
other classes of linear systems. The classical Gramiardaseept of balancing as introduced by
Moore, see[[10], applies &iablesystems and allows one to develop parameterizations irtwslystem
stability is a built-in property. One of the motivations fiie interest in balancing is that it leads to a
simple method for model order reduction, namely by trumeatf (the last entries of) the state vector.
However truncation does not always lead to a minimal systEnerefore there has been research
into balanced canonical forms which do have the propertytthacation of the last entries in the state
vector leads to a minimal system. Fawntinuous-timesystems this has led to the original balanced
canonical form of Ober (se¢ [I11]) and to the new balanced riaabform of Hanzon (sed][5]; see
also [1R]). This last balanced canonical form is based oridéa that if the controllability matrix is
positive upper triangular (i.e., the controllability miatforms an upper triangular matrix with positive
entries on the pivot positions), then truncation of the &dties of the state vector leads again to a



system with a positive upper triangular controllability tnbg hence is controllable. Because this is in
the balanced continuous-time case, the controllabiligpprty here implies that the resulting system
is again minimal and balanced.

To use similar ideas to build overlapping balanced candfacas is more involved. For continuous-
time losslesssystems, which form the key to these problems, a geneializat positive upper trian-
gular matrices is used iff][6]. The idea used there is thatfiices if a column permutation of the
controllability matrix is positive upper triangular. Undeertain circumstances there will exist an as-
sociated column permutation (we also speak shaffleof columns in this context) of the so-called
realization matrix, which allows one to proceed with thestauction.

In the case ofdiscrete-timesystems the situation is somewhat more complicated bedtise
known that starting from a balanced realization, truncetbthe state vector will normally not lead to
a balanced state-space system. In the case of SISO losslestaltime systems a balanced canonical
form with a simple positive upper triangular controllatyilimatrix was presented if][8]. Also the
possibilities for model reduction by truncation, combirveith a correction of some sort to arrive at a
balanced realization of a lossless system, are discusees th

In the current paper we treat the case of MIMO lossless distime systems. We present overlap-
ping balanced canonical forms which have the property tiatcbrresponding controllability matrix
is positive upper triangular, up to a column permutationthis sense it is close to the corresponding
results in [B]; however, here a generalization is presentieidh simplifies the presentation and which
can, as a spin-off, also be used in the continuous-time cilse.precise relation with the approach
taken in [B] will be made clear. The results on the relatiotwieen a specific triangular pivot structure
in controllable pairs, which we call “staircase forms”, aantl associated triangular pivot structure in
the controllability matrices are also of interest outside ¢ontext of lossless systems.

In [B] a connection was shown between the balanced candoitas there presented and the Schur
algorithm for scalar lossless discrete-time transfer fions. In [J] it is shown how the parameteriza-
tions for multivariable rational lossless transfer masidy Schur parameters, based on the so-called
tangential Schur algorithm, can likewise be lifted intograeterizations by Schur parameters of bal-
anced state-space canonical forms of lossless systemsof@mmain results of the current paper is
to show how the atlas of overlapping balanced canonical$grasented in this paper can be obtained
as a finite sub-atlas of the infinite atlas of overlapping theda canonical forms corresponding to the
tangential Schur algorithm. In fact, a certain well-spedfthoice of so-called direction vectors in the
tangential Schur algorithm leads to the balanced canofdoals presented here.

Although a generalization of the results of this paper todhse of complex-valued systems is
straightforward, we shall restrict the discussion to theecaf real-valued systems only for ease of
presentation.

2 Preliminaries

2.1 State space systems and realization theory
Consider a linear time-invariant state-space system oretis time withrm inputs andn outputs:

T = Az + Buy, 1)
ys = Cxy + Duy, 2

with t € Z, z; € R" for some nonnegative integer (the state space dimension), € R™ and
y: € R™. The matricesd, B, C and D with real-valued entries are of compatible sizesx n,
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n X m, m X nandm x m, respectively. The corresponding transfer matrix of tggtam is given by
G(z) = D + C(zI, — A)~' B, which is anm x m matrix with rational functions as its entries. The
controllability matrix X and the observability matri® associated with this system are defined as the
block-partitioned matrices

C

CA
K =|B,AB,...,A"1B], 0= _ . 3)

cAn-!

The system (or its input pairA, B)) is called controllable ifK" has full row rankn and the system
(or its output pair(C, A)) is called observable i has full column rank:. Minimality holds iff both
controllability and observability hold, which holds ifféefMcMillan degree of~(z) is equal ton.
To any such state-space system we associate the followdugres) block-partitioned matrig,
which we call theealization matrix
D C
R= [ } . 4

B A

The matrixR, itsn x (m + n) sub-matrix[B, A], and the associatedx nm controllability matrix K
will all play an important role in the sequel.

2.2 Stability and balancing

Let (A, B,C, D) be some state space realization of a transfer ma#ix). If the eigenvalues of
A all belong to the open unit disk in the complex plane, thennttarix A is called (discrete-time)
asymptotically stableand (A, B,C, D) is an asymptotically stable realization 6fz). (For more
details on state-space realization theory, see [g.g. [9].)

If (A, B,C, D) is an asymptotically stable realization, then the coratulity Gramiani¥, and the
observability GramiaV, are well defined as the exponentially convergent series

W, = iAkBBT (ATHE, (5)
k=0

W, =Y (AT)FcTC A", (6)
k=0

These Gramians are characterized as the unique (and pasativi-definite) solutions of the respective
Lyapunov-Stein equations

W, — AW,AT = BBT, (7)
w,—ATw,A4 = cTc. (8)

A minimal and asymptotically stable state-space reabrati, B, C, D) of a transfer matrix is called
balancedif its controllability and observability Gramiang’. and W, are both diagonal and equal.
Minimality implies thatlV, andW, are non-singular, hence positive definite. Any minimal asyhap-
totically stable realizatioA, B, C, D) is similar to a balanced realization, meaning that therstex
nonsingular state space transformation matrixhich makes the realizatiqft’ AT !, 7B, CT~!, D)
into a balanced realization.



A system is callednput-normalif W, = I,, and it is calledoutput-normalif W, = I,,. Balanced
realizations are directly related to input-normal and atipormal realizations, respectively, by diago-
nal state space transformations. The property of inputaabty (resp. output-normality) is preserved
under orthogonal state space transformations.

2.3 Lossless systems, balanced realizations and the tangahSchur algorithm

A discrete-time system is callddsslessf it is stable and itsn x m transfer matrixG(z) is unitary for
all complexz with |z| = 1. It is well-known (cf., e.g., Proposition 3.2 if][7] and theferences given
D C

there) thatk = { 5 A
orthogonal matrix andi is asymptotically stable. It then holds thaf. = W, = I,,. For a further
background on lossless systems, see fg. [3].

In [[7] an atlas of overlapping balanced canonical forms desless discrete-time systems of order
n is presented. Also, a closely related atlas is given fortfodable) input-normal pairgA, B) by
considering the quotient space with respect to the orthalggnoup. Each of these balanced canonical
forms is then characterized (in tiheal case) by a fixed sequence mfinterpolation pointsw, € R,
lwg| < 1,k =1,...,n, and a fixed sequence ofnormalizeddirection vectorsu;, € R™, |lug| = 1,
k =1,...,n (which are not to be confused with the input signal applied &ystem). Here we shall
consider the case, = 0, k = 1,...,n, hence each balanced canonical form that we consider is
determined entirely by the choice of direction vectors. lEsiech balanced canonical form for input-
normal pair A, B) is then parameterized by a sequence &chur vectors;, € R™, with ||vg|| < 1
forall k = 1,...,n. For lossless systems the parameterization also involvesdditionalm x m
orthogonal matrixDy.

In fact, the realization matri® in this set-up can be written as arthogonal matrix product

] is a balanced realization matrix of a lossless system if aigib R is an

R=T,Tyy - T RATAT - AT, ©)
where fork =1, ..., n:
Ik, 0 0
Iy = o V. 0 |,
0 0 I,
Lo, 0 0
A = 0 Uz O
0 0 Ip_q

with an(m + 1) x (m + 1) orthogonal matrix block/; given by

T

v [ I 2 IV ey P R ] |
VI ol —of

0 I,

1 0
and an(m + 1) x (m + 1) orthogonal matrix block/;, given by

(for v, = 0'it holds thatV, = [ which makes thaV}, depends smoothly on the entriesu@}

| uk Im—ukug
o=



and furthermore afn + m) x (n + m) orthogonal matrixR, given by

I, 0
RO_{O DO}

in which Dy is m x m orthogonal.

The interpolation conditions attain the for@), (w; ' )ux = vy, whereGy,(z) denotes the transfer
function associated with thie-th order lossless system for which the right lower + k) x (m + k)
sub-matrix ofR, = T'y[y—1---T1RoAT .- AT | AT is a realization matrix. In the present situation
with w, = 0 it follows that Gy, (w; ') = Gi(c0) = Dy, so that the interpolation conditions can be
written as

Dyug = vy

where (A, By, Ck, Dy ) denotes the corresponding state-space realization of-theorder lossless
function G (2).

Note that here we considéhe real casewith real direction vectors and real Schur parameter
vectors. Note further thaky, I'1, ..., I, andAq, ..., A, are all orthogonal matrices. Itis important to
note that the orthogonal matrix prodd¢tl',,_; - - - I'1 Ry in fact forms gpositivem-upper Hessenberg
matrix, i.e. an(m+n) x (m+n) matrix of which them-th sub-diagonal has positive entries only and of
which the lasth — 1 sub-diagonals are all zero. It also follows that if the di@t vectorsus, . .., u,
are taken to be standard basis vectors, then the matrix @radAT - - - AT yields a permutation
matrix. Hence in that case the balanced realization m&tixobtained as a column permutation of an
orthogonal positiven-upper Hessenberg matrix.

3 Triangular structures in controllable pairs and their controllability
matrices

It is not difficult to see that if the realization matriXis positivem-upper Hessenberg, then (i) the first
n columns of the partitioned x (m + n) matrix [B, A] form a positive upper triangular matrix, i.e. an
upper triangular matrix with only positive entries on theimdiagonal, and (ii) the first columns of
the corresponding controllability matriX = [B, AB, ..., A"~ B] also form a positive upper triangu-
lar matrix. (A matrix with this property is calledsimplepositive upper triangular matrix.) Therefore
the realization is controllable. In the discrete-time less case, ifR is orthogonal, controllability
implies thatA is asymptotically stable which in turn implies that the rzation is minimal.

A balanced realization of a lossless system is determingo ap arbitrary orthogonal change of
basis of the state space. The effect of such a change of ba#ie @ontrollability matrix is that it is
pre-multiplied with an orthogonal matrix. Now it is well-&wn that any nonsingular square matrix
can be written as the product of an orthogonal matrix and giy@sipper triangular matrix in a unique
way (in numerical linear algebra this is known as the QR-dgmasition). If the firstn columns of
the controllability matrix are linearly independent thenraque orthogonal state-space isomorphism
exists which transforms the firgatcolumns of the controllability matrix into a positive uppggangular
matrix. This determines a unique local balanced canonizat for lossless systems. In the SISO case
itis in fact a global balanced canonical form and it is préseérand investigated ifi|[8].

In the MIMO case, the canonical form does not apply to systetnish have a non-generic Kro-
necker structure. This is why this idacal canonical form. In order to see how the concept of requiring
the firstn columns of the controllability matri¥< to be positive upper triangular can be generalized



to obtain an atlas of local canonical forms in the MIMO case,will consider the relation between
triangular structures in the partitioned matfi®, A] and triangular structures in the corresponding
controllability matrix K = [B, AB, ..., A"~!B]. The following definitions will turn out to be useful.

Definition 3.1 Letn be a fixed positive integer. Consider a vector R".

(a) The vectom is called apivot vectorwith a pivot at positionk, or a pivot# vector for short, if
€ {1,...,n}is an integer for which the entry(k) is strictly positive and the entries(j) with j > &
are all zero.

(b) The vectom is called apositive pivotk vectorif it is a pivot-k vector for which in addition the
entriesv(j) with j < k are all strictly positive too.

Definition 3.2 For given positive integers andr, consider amapping : {1,...,n} — {0,1,...,r}
which is written in short-hand notation as= {j1, jo, ..., jn}-

(a) Associated with/, the mapping/™ : D}L — Rj is defined as the restriction of to D}L which is
the largest subset dfl, ..., n} on which.J is nonzero; the co-doma’rR}r is the corresponding range
of positive values occurring as images under

(b) The mapping/ is called apivot structureif J* is a bijection. Then the inverse df* is denoted
by Q" and the extended mappidg: {1,...,r} — {0,1,...,n} is written in short-hand notation as
Q=1{q1,q,-..,q}and defined byg, = Q" (k) for k € R}L andg; = 0 otherwise.

(c) Ann x r matrix M is said to have a pivot structuré if for eachk € Dj it holds that columry,. of
M is a pivot% vector. (Equivalently, each colundrof M is a pivotg, vector, where ‘a pivot vector’
is synonymous to ‘not a pivot vector’.)

(d) A pivot structure/ is called afull pivot structureif D}F ={1,...,n}.

Example. Letn = 5 andr = 8. Consider the mappingd : {1,...,5} — {0,1,...,8} given by
J = {j1,72, 43,74, J5} = {7,1,5,3,6}. It follows that the domain and co-domain &f are given by
D}F ={1,2,3,4,5} andR}r = {1,3,5,6,7}, respectively. Note thaf™ is a bijection, so thay is
a pivot structure. Sinc®t = {1,...,n} it holds that.J defines dull pivot structure. The mapping
Q, which extends the inverse mappifgh of J+, is given by: Q = {q1, 42,43, 4,5, 96, 97,95} =
{2,0,4,0,3,5,1,0}. Any 5 x 8 matrix M which has the full pivot structuré is of the following form:

+

=
I
o o o+ %
* %X % % %
S+ % % %
* %X % % %
o o+ % %
* % % %
oo oo
* %X % % %

_l’_

where the entries denoted byare allowed to have an arbitrary value and the entries ddrmte- are
required to be (strictly) positive. Note thdtaddresses the entries denotedbyor each row andy)
specifies the same entries for each column.

The construction of) from a given pivot structurd induces a mapping;, , : J — @. From the fact
that J* andQ™ are each others inverse, is not difficult to see thiat provides the inverse df}, ...
The sets{(k, jx) |k € D} and{(q,¢) |¢ € R} obviously coincide: the mappings andQ both
serve to specify theameset of pivot locations for an x r matrix, satisfying the rule that in each row
and in each column of that matrix at most one pivot locaticselscted. The mapping specifies these
pivot locations in a row-oriented fashion, the mappipgn a column-oriented fashion.
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For a full pivot structure it holds that < r. If J = {j1,j2,...,7,} IS @ full pivot structure for
ann x r matrix M, then the ordered selection of columiisjo, . . ., j, from M constitutes a positive
upper triangulan x n sub-matrix. In this way, positive upper triangularity isxgealized by the concept
of a full pivot structure.

As explained before, if a block-partitioned x (m + n) matrix [B, A] is simple positive upper
triangular (i.e., it has the full pivot structutewith j, = kfor k = 1,.. ., n) then the associated (finite
or infinite) controllability matrix K = [B, AB, A®B,...] also is simple positive upper triangular.
We now proceed to investigate the question which full pivatictures for[B, A] induce full pivot
structures foril'. Conversely, it is of interest to determine which full pigtuctures fors” are induced
by full pivot structures fof B, A]. The latter question is more involved and it is studied iradéh the
following section. Here we address the former question foictvthe following definition is useful.

Definition 3.3 Letm andn be given positive integers.

(a) A pivot structureF for ann x n matrix A is called astaircase fornfor A if ' is monotonically
increasing having the rangR; = {1,2,...,pa}. Herep, denotes the number of pivots, i.e. the
number of elements R}

(b) A pivot structure/ = {j1,...,jn} forann x (m + n) block-partitioned matri¥B, A] induces a
pivot structureP = {ps, ..., p,} for the matrixA as given by, = max{j,—m,0}fork =1,...,n.

(c) A full pivot structureJ = {ji, ja,...,jn} forann x (m + n) block-partitioned matri{B, A] is
called anadmissible pivot structuror [B, A] if it holds that: (i) B has a pivoti vector, i.e.l < j; <

m, and (ii) the pivot structuré” induced byJ constitutes a staircase form fot.

Of course, a pivot structurd = {ji,...,j,} for ann x (m + n) block-partitioned matri{B, A]
also induces a pivot structure for the matix For several purposes, the induced pivot structures
for A and B are more conveniently described in terms of the associaikonm-oriented description

Q ={q,...,qmin} for [B, A]. For the matrixA4 it holds that the associated column-oriented pivot
structureS = {s1,..., s, } satisfiess; = ¢, forall k = 1,...,n. For the matrixB the associated
column-oriented pivot structure is the restriction(@to the domain{1,...,m}, simply described by

the sequencéq, ..., qn}-

Example. Letm = 4, n = 6 and consider the full pivot structuré = {3,1,5,6,4,7} for the
n x (m + n) partitioned matrix B, A]. The corresponding column-oriented description is given b
Q=1{2,0,1,5,3,4,6,0,0,0}. The matrix| B, A] therefore has the form:

_|_

* K X X X

oo oo+ x
EE S R S
EE S SR R S
EE SR R R
EE S R S

OO O+ * ¥
O O+ ¥ ¥ %

oo o oo
O+ ¥ ¥ % %

+

The induced pivot structure for the mateikis given byP = {p1, p2, p3, p1, p5, 6} = {0,0,1,2,0, 3},
which follows fromp, = max{j, — 4,0} for k = 1,2,...,6. The associated column-oriented de-
scription is then given by = {s1, s2, s3, 54, S5, 8¢} = {3,4,6,0,0,0} = {gs, g6, 97, g8, @9, q10}- The
function P* is given by the pairg3,1), (4,2) and (6,3); the inverseS™ is given by(1,3), (2,4)
and (3,6). Clearly, P is monotonically strictly increasing (and equivalensly is monotonically
strictly increasing) so thaP is a staircase form fod. This is clearly illustrated by the pattern con-
stituted by the entries denoted byin the matrixA above. Also, the matriX8 has a pivott column
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as its third column. Therefore] constitutes an admissible pivot structure fé, A]. Note that the
column-oriented description of the pivot structure for thatrix B follows from the restriction of)

as: {q17 42,43, Q4} == {27 07 17 5}

Note that aradmissiblepivot structureJ for [B, A] is totally determined by the induced pivot struc-
ture for B. In that case, the pivot structure for the matrix A having a staircase form is given by

{s1,...,5n} = {dm+1,- - @m+pa,0,...,0} where the subsequen€e,, 1, ..., ¢m1p, } iS positive
and monotonically increasing, consisting of the elemeh{d @, ..., n} not occurring i{q1, . .., gm }-
For admissibility, the only condition on the column-oriedtpivot structur€ g, . . ., g, } for B is that

1 occurs in this sequence.

If v is a pivot vector and/ is admissible, then the staircase structurd ahplies thatw = Avisa
pivot-sy, vector. For this reason, the functichwill be called thesuccessofunction. (For convenience
we also define5(0) = 0 and we recall that the terminology ‘a pivotvector’ is synonymous to ‘not
a pivot vector’.) The sequence of pivot positions for theteesv, Av, A%v, A3v, . .. is then given by
k,S(k),S?(k),S3(k),.... Conversely, the induced pivot structufefor A is called thepredecessor
function (here we also introdudg(0) = 0). Recall thatS™ and P* are each others inverse.

We have the following result.

Theorem 3.4 Letm andn be given positive integers.

(@) If J is an admissible pivot structure for am x (m + n) block-partitioned matrixB, A], then
K = [B,AB, A2B, .. ] has a full pivot structure’.

(b) For every non-admissible full pivot structusethere exists am x (m + n) matrix [B, A] having
the full pivot structure/, for which K = [B, AB, A?B, .. .] does not have a full pivot structure.

Proof. (a) Admissibility of J implies thatB has a pivott column. Thus, the (infinite) controllability
matrix K also has a pivol- column, becausé is a sub-matrix of’. Now consider the induction
hypothesis that the controllability matrix is known to haieots at positiond, 2, ..., k, with1 < k <
n. From the admissible pivot structure [@, A], either B or A has a pivottk + 1) column, depending
on the value ofjx 1. If jx11 < m, then this column is irB hence it also appears . Otherwise,
columnjiq of [B, A] is in fact columnpy 1 = jxr1 — m of A. Equivalently,s; = ¢ni¢e = k+ 1
for / = pr,1. Because of the staircase structuredofand because the prescribed pitotolumn is
in B) it holds that! < k. SinceK has a pivot¢ column according to the induction hypothesis, the
matrix productAK now has a pivot% + 1) column because of the staircase structureloBut AK

is a sub-matrix ofi’, whence it follows thaf< has a pivottk + 1) column. This shows the induction
step. Hence the controllability matrix has a full pivot stiure.

(b) See Appendix ;. O

Remarks.

(i) For an admissible pivot structuté for [B, A] there is a uniquely determined full pivot structufe
which applies to every controllability matri&” that may occur for each arbitrary matfi®, A] having

the structure/. One can easily calculaté using the numbered Young diagram technique described in
the following section. It is most clearly displayed i for the example where each piveteolumn in

[B, A] is set equal ta;, and each non-pivot column is set to zero.

(i) For givenm andn, the total number of different admissible full pivot struets can be computed
from the fact that an admissible pivot structure is compedetermined by the pivot structure fdét.

Itis given by: S ™) g1 < TZ ) < ?:11 )



4 The Young diagram associated with an admissible pivot strcture

Starting from an admissible pivot structufdor [B, A] we now want to analyze the full pivot structure
J for the (finite) controllability matrixk = [B, AB, ..., A"~ !B] induced byJ and describe their
relation.

Admissibility of J implies thatl < j; < m, so thats; is either zero (in which casd has no
pivots) ors; > 1. Together with the staircase form df this means that for ak = 1,...,n either
sy > kors, = 0. The sequencék, S(k), S%(k), S3(k),...} therefore is strictly monotonically
increasing until at some point the val0®ccurs after which the sequence remains zero. This happens
when St(k) attains a value ifp4 + 1,...,n}. Conversely, starting from a valde> 0 the sequence
{0, P(£), P2(¢), P3(¢), ...} is strictly monotonically decreasing until at some poirg tkalued occurs
after which the sequence remains zero. This happens Whgh attains a value ifqi, ..., g}

In this way, an admissible pivot structurefor [B, A] generates a uniquely specified full pivot
structure.J for the controllability matrixk. To visualize this, it is helpful to introduce an x n
arrayY = (y; ;), defined as follows: entry; ; denotes the pivot position of vectoin the j-th block
AJ=1B of K (so thatJ(k) = (j — 1)m + i wherei andj are such thay, ; = k). In terms of the
column-oriented descriptio@ = {q1,42, ..., qnm} Of the pivot structure ofX” associated with the
row-oriented full pivot structure, it simply holds thaty; ; = q(j_1)m+; foralli = 1,...,m and
j =1,...,n. The arrayY” can therefore be regarded asmanx n matrix representation ad which
allows a clearer expression of the role played by the blautitjoning of K. Obviously, there is a
one-to-one correspondence between such an &r@yith entries in{0, 1, ...,n}) and the functior@
(from{1,...,nm}t0{0,1,...,n}).

Example. Letm = 4, n = 6 and consider the admissible full pivot structufe= {3,1,5,6,4,7}
and its associated column-oriented descripbs {2,0,1,5,3,4,6,0,0,0} for the6 x 10 partitioned
matrix [B, A] given by:

oo oo o+
EOEE SR S I

* K X X K ¥

* X K X KX ¥
* K X X KX ¥
* K X X K ¥

cocoo o+ %

O O O+ ¥ %
O O+ * ¥ %

O+ % x ¥ %

+

Then the successor functighis given byS(0) = 0 and{sy, s, s3, s4, S5, 56} = {3,4,6,0,0,0} and
the predecessor functiaf is given byP(0) = 0 and{p1, p2, p3, p4, 5,06} = {0,0,1,2,0,3}. Note
that the matrixk = [B, AB, A%B, .. ] is of the form:

oo oo o+

coc oo+ %

* X X X K ¥

O S SR S
* X X X K ¥

EEE S SR I S
* K K X K ¥
EEE S SR I S

O+ * ¥ ¥ ¥
OO+ ¥ ¥ ¥
OO O+ ¥ %
+ % % % ¥ %

This shows that the induced full pivot structufefor X is given byJ = {3,1,7,5,4,11} and it has
an associated column-oriented descriptipe= {2,0,1,5,4,0,3,0,0,0,6,0,...}. The corresponding
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4 x 6 arrayY is filled with the values in@ column after column, yielding the diagram:

Ul = O N
Ol W| O =
OIS OO
(o) New) N} Nan]
[en) New)l N} Nan]
(s} New) B} New)

Note that the first column of” specifies the pivot structure @, i.e.: {q1,q2, 93,94} = {2,0,1,5}.
The other entries of satisfy the ruley; j .1 = S(v ;).

Theorem 4.1 Let J be an admissible full pivot structure for the block-padited matrix B, A, with
an associated column-oriented descripti@n= {q1, ..., ¢m+n} and the successor functiof given
by S = {s1,..., 50} = {Gmt1,- - dmen} and.S(0) = 0. Then.J induces a full pivot structurd for
the (finite) controllability matrixK' = [B, AB, ..., A"~ B] which is specified in terms of the x n
array Y associated with@ as follows:

0] Yil = q; fori=1,...,m;

(ll) Yij+1 = S(y%]) fori = 1, ,mandj = 1, , N — 1.

Proof. As argued in the previous section, the admissible pivocsire J for [B, A] is entirely de-
termined by the induced column-oriented pivot strucure . . . , ¢, } for B. Given these (prescribed)
pivot positions for the columns aB, the resulting pivot positions for the columns of the blotis
are given by{S(q1),...,S(qn)}. Likewise, the pivot positions for the columns of the bla¢kB are
given by {S%(q1),...,5%(gm)}. Proceeding in this fashion, it follows that the pivot sture J for

K induced by.J corresponds to an arrdy which is described by: (i) the first column &f, which
corresponds td and satisfieg; 1 = ¢; fori = 1,...,m; (ii) the other columns of", which are given
by the recursiory; j.1 = S(y; ;) fori =1,...,mandj = 1,...,n — 1. In part (a) of the proof of
Theoren[3}4 it has already been argued thabtained in this way describes a full pivot structure for
K. O

The arrayY in the theorem above has the property that the valugs. .., n all occur precisely once
while the other(m — 1)n entries are all zero. The set of arrayswith this property is denoted by
Y(m,n). Clearly, there is a one-to-one correspondence betwesrsdhiof arrays and the set of full
pivot structures for finite controllability matricds of sizen x nm. However, not all the array¥ in
the set)(m, n) are induced by somadmissiblepivot structure/ for [B, A]. The following definition
serves the goal of characterizing the subs@t@f:, n) of arraysY that are induced by admissible pivot
structures.

Definition 4.2 An arrayY € Y(m,n) is called anadmissible numbered Young diagrafit has the
following three properties:
(foralli=1,...,mandj =1,...,n — 1itholds thaty; j;1 > 0impliesy; ; > 0;

(i) the valuesn — pg + 1,...,n all occur in different rows o™ as their last nonzero entries, where
pp is the number of nonzero rows Bf,
(i) for all i,s/ = 1,...,m andj,j* = 1,...,n — 1 it holds thaty; ;41 > vy j4+1 > 0 implies

Yij > Yir jr > 0.

Note that the number of nonzero rows of the arragorresponding to the induced full pivot structure
J in Theorem[ 4] is equal to the number of nonzero entries irfitsiecolumn of Y, which is equal
to the number of pivots in the matri8. This explains the notatiopg in the definition above. The
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terminology ‘numbered Young diagram’ will become more clbalow, when the relationship with
nice selections and Young diagrams is explained.

Theorem 4.3 (a) Let.J be an admissible full pivot structure for the block-padited matrix[B, A],
then the induced full pivot structuté for the controllability matrixk = [B, AB, ..., A"~'B] corre-
sponds to an admissible numbered Young diagram

(b) LetY be an admissible numbered Young diagram. Then there existdraissible full pivot struc-
ture .J for [B, A] which induces the full pivot structuté for K = [B, AB, ..., A"~ B] which corre-
sponds tay".

Proof. (a) From Theorenh 4.1 we have thatnduces the full pivot structurd for K which corre-
sponds to an array’ € Y(m,n) given by: ()y;1 = ¢ fori = 1,...,m; (i) y; j41 = S(y; ;) for
i=1,...,mandj = 1,...,n — 1. Clearly, thei-th row of Y is entirely zero if and only if;; = 0.
Hence the number of nonzero rowsofis equal to the numberg of (prescribed) pivots iB. As we
have seen, admissibility of implies thats;, = O ifand only ifk € {pa +1,...,pa +pp = n}. This
shows that the last nonzero entries in thenonzero rows oft” have the values — pg + 1,...,n
and they necessarily all occur in different rows. Nextyifi, 1 > 0, theny; ;11 = S(y;;) with
yi; > 0 becauseS(0) = 0. This relationship is also described by the predecessartibmP as
vij = P(yi;+1) > 0. Note that in fact the restricted positive functiof$ and P* describe this
relationship and they are both strictly monotonically @asing because of the staircase property.of
Therefore, by application aP*, the relationshipy; j+1 > yi j~+1 > 0 implies thaty; ; > y; j» > 0.
This shows that” is an admissible numbered Young diagram.

(b) Suppose that” € Y(m,n) is an admissible numbered Young diagram. Considepthaonzero
rows of Y. According to property (ii), the last nonzero entries ofsta@ows precisely cover the range
{n—pp+1,...,n}. Itfollows that all the other entries &f are< n—pp because every positive value

from {1,...,n} occurs exactly once. Now consider the functin {0,1,...,n} — {0,1,...,n}
defined from the values i as follows: S(0) = 0, S(y;;) = i +1 foralli = 1,...,m and
j=1,....,n—1,andS(y;,) = 0foralli =1,...,m. Note that the pattern of positive values in the

arrayY is left-aligned according to property (i). This makes tweg tlefinitionS(0) = 0 is consistent
with the prescriptionS(y; ;) = v j+1 in situations wherey; ; = 0, and also with the prescription
S(yin) = 0 in situations wherey; ,, = 0. Note also thatS(k) > Oforallk = 1,...,n — pp and
S(k)=0fork=n—pp+1,...,n (as well as fok = 0). The associated functiofi* is a bijection
with domain{1,...,n — pg}.

Property (i) of Y now implies thatS* is monotonically increasing. To see this, choose positive
integersk and ¢ with S(k) > S(¢) > 0. Then choose the unique integers’, j andj’ such that
vij+1 = S(k) andy, ;11 = S(¢) and invoke property (iii) to obtain th&t > ¢ > 0. Consequently,
ST can be used to prescribe a staircase form for the matrikhep s positive values i1, ..., n} not
occurring in the range of ™ are precisely those occurring in the first columrof This first column
of Y serves to describe a pivot structure for Together withS™ this determines a full pivot structure
J for [B, A] in which A has a staircase form. Fdrto be admissible, it remains to be shown tBdhas
a prescribed pivot-column, or equivalently that one of the entries in the firdtioom of Y is equal to
1. To see this, suppose that for someg > 0 it holds thatS(y; ;) = vi ;+1 = 1. Then the bijection
ST can only be monotonically increasingsf1) = 0 so thatl does not belong to the domain 8f,
which requiresl to belong to the set gip largest valuegn — pg + 1,...,n}. Buttheny; ; > 1 also
belongs to this set and occurs in a different rowrgfproducing a contradiction. a

We thus have established a bijection between admissibé sikuctures/ for [B, A] and admissible
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numbered Young diagrams associated witl<. To relate these results to the well-known theory of
nice selections and dynamical indices, the following d#éiniis useful.

Definition 4.4 Letm andn be given positive integers.

(a) The setD(m, n) is defined as the set of all multi-indicés= (d;,ds,...,d,) € Ni* for which
di+do+...+dy,, =n.
(b) A selection ofr columns from am x nm controllability matrix K = [B, AB, ..., A" 1B]is

called anice selectiorif there exists a multi-inded € D(m, n) for which the selected set of columns
is given by{ A7~ Be; | j € {1,2,...,d;} fori =1,2,...,m}.

(c) Anice pivot structure/ for K is a full pivot structure forK” which constitutes a nice selection of
columns fromk'.

(d) If J is a nice pivot structure foK’, then the associated multi-indéxc D(m, n) is called the vector
of dynamical indices and each numhgris called thei-th dynamical indexi(= 1,2, ...,m) of the
nice pivot structure, or of the input pajt4, B).

Nice selections and vectors of dynamical indideare useful and well-known concepts for studying
the rank structures that can be exhibited by a controltghitiatrix . The most well-known nice
selection is the Kronecker nice selection, which consiteefirstn linearly independent columns of
K. Every nice selection may occur as the Kronecker nice sefefiir some controllability matrixs.
(Cf., e.g., [#] and the references given there.) In the ganognice selections though, there are no a
priori rank or linear independence requirements and nodtiarity conditions. Conversely, for a nice
pivot structure it is not required that the column select®oa Kronecker nice selection. Note also that
there aren! different nice pivot structures all corresponding to theeanice selection.

Above it has been shown that an admissible pivot structuré BoA] induces a corresponding
full pivot structure forK for which the associated arrdy € Y (m,n) is an admissible numbered
Young diagram. Conversely, all admissible numbered Youagrdms are induced in this way. An
admissible numbered Young diagram specifies a selectionaaflumns of K, which constitutes an
upper triangular sub-matrix; therefore theseolumns are linearly independent. From the definition
of a nice selection it should be clear that any nice selectnbe represented by anx n binary array
Z = (z;;) in the following way: z; ; = 1 if column i of the j-th block 47~ B of K is included in the
nice selection, and; ; = 0 otherwise. The nonzero entries in such an atagxhibit a left-aligned
pattern and the dynamical indeélx denotes the number of nonzero entries indtlie row of Z, while
di + ...+ d, = n. Such an array is closely related to the concept of a Young diagram, fee/g].
we have seen, any admissible numbered Young diadfamleft-aligned and it therefore gives rise to
an associated nice selection; the induced full pivot stmecf is a nice pivot structure foK'. This also
explains our terminology. For the purpose of the design cdillcanonical forms for various classes of
linear multivariable systems, it is important that theréstsxan admissible numbered Young diagram
for everynice selection. We therefore continue to study the relatignbetween nice selections and
admissible numbered Young diagrams.

Let Z be aYoung diagrami.e., a left-alignedn x n binary array corresponding to a nice selec-
tion with an associated vector of dynamical indiees- (di,...,d,,). A numbered Young diagram
is obtained fromZ by replacing the unit entries i@ by the numberd, 2,...,n in some arbitrary
order, so that they all occur exactly once. The sehof n numbered Young diagrams is the subset of
Y(m,n) of left-aligned arrays. We will now show that for every Youtiggram there exists an asso-
ciatedadmissiblenumbered Young diagraM. More precisely, we will characterizl the admissible
numbered Young diagrams that correspond t&.
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To do this, it is convenient to associate with eviafy-alignedarrayY € )Y(m,n) a corresponding
right-alignedarrayY,. as follows. IfY" is left-aligned then this means that there is an associaetbnr
of dynamical indices! = (d,...,d,,) such thaty;; > 0iff j < d;. Thus, thei-th row of Y has
positive entries at its firsf; positions and zero entries at the remaining d; positions. TherY,. is
defined by:(Y;);; = 0for1 < j < n —d; and(Y;)ij = i j—nta, fOrn —d; +1 < j < n. In other
words: thed; positive entries in thé-th row are all shiftech — d; positions to the right.

Proposition 4.5 Let Z be anm x n Young diagram corresponding to a nice selection with an-asso
ciated vector of dynamical indices= (dy,...,d,,). Anm x n left-aligned arrayY” corresponding

to the same vector of dynamical indicésis an admissible numbered Young diagram if and only if
there exists ann x m permutation matrixI for the associated right-aligned array, such that the
nm-vector ve¢IlY,) = ((I1Y;e)T, (HYT@)T,...,(HYren)T)T € R™™ obtained by stacking the
n columns of the arraflY,, has the property that if the zero entries are deleted themtlvector
(1,2,3,...,n)T is obtained.

Proof. Suppos&’ is an admissible numbered Young diagram correspondingeteehbtor of dynam-
ical indicesd. Consider the@g = n — p4 nonzero values in the last columnBf (wherepp denotes
the number of pivots iB, i.e. the number of nonzero entries{i, . . . , ¢, } which also is the number
of nonzero rows inY” as well as inY;). These values constitute a permutation of the set of values
{pa+1,...,pa + ps = n}. Now consider the predecessdqiB(ps + 1),...,P(n)}. Note that the
nonzero values among these predecessors show up in ansingr@ader, becaus™ is monotoni-
cally increasing. Repeating the argument, it follows tha&tdamepermutation of the nonzero rows
of Y,. which makes that the nonzero entries in its last column apipean increasing order, achieves
that such a property holds feachof the columns ofY,.. Consequently, when all the columns of the
row-permuted array, are stacked into a vector withm entries using the well-known vég operator,

a column vector remains which is equal(ig2, . .. ,n)” when all the zeros entries are deleted.
Conversely, starting from the given vector of dynamicalided d and an arbitrary choice dfl
permuting the nonzero rows df, the nm-vector with the given property and the right-aligned asray

IIY, andY, and the left-aligned array are completely determined. The left-alignment propeityfi

an admissible numbered Young diagrafis built-in. Properties (ii) and (iii) o™ are not difficult to
verify either, because they are easy oY, andY,. and shifting the rows to move betwe&h andY
does not basically change the requirements (one only neddgé into account that zeros may occur
to the left of a string of nonzero entries ¥y, but the dynamical indices now specify the length of such
a string in advance). O

Note that the technique used in the proof of this proposisaronstructive and can be used to generate
all the admissible numbered Young diagrams correspondirgydiven nice selection. There arg!
different possibilities, whergpg can be read off frond as the number of dynamical indicds > 0.

For givenm andn and for each nice selection with a vector of dynamical inslieone can consider
the family 7 (d) of controllable pairs which have the additional properitthe selected columns from
the controllability matrix are linearly independent. Thea know that each controllable pdid, B)
lies in at least one of the familieB(d), d € D(m,n).

Now consider théamily of all controllable pairg A, B) with A discrete-time asymptotically stable
and the question of how to parameterize this family up tegstmorphism. (l.e., up to multiplication
of the controllability matrix/<’ by a nonsingularn x n matrix on the left.) Every such pai, B)
corresponds to a positive definite controllability Grami# which can be factored intd/, = M* M
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by making a well-defined choice fad, e.g. by prescribing it to be a positive upper triangular IEsky
factor. Such a choice can be parameterized to involve migaei$n+1)/2 independent real parameters.
Using M to act as a state isomorphism transforfds B) into an input-normal controllable pair, but it
does not affect any linear dependence relations betweerothimns of the controllability matrix.
Hence it allows one to restrict attention to the questionarbmeterizing the family ahput-normal
controllable pair§ A, B) up toorthogonalstate isomorphism.

Note that an input-normal controllable p&id, B) corresponds to a row-orthonormal partitioned
matrix B, A] for which A is asymptotically stable, and vice versa (see €. [J]. [Blen for each
admissible numbered Young diagramthe family of row-orthonormal B, A] with A asymptotically
stable and with an admissible pivot structure correspanttiny”, forms a local canonical form for
this family. This set of local canonical forms is coveringstfamily in the sense that for each row-
orthonormal[ B, A] with A asymptotically stable there exists an admissible numb¥oedg diagram
Y and an orthogonal matri® such thafQB, QAQ'] has the admissible pivot structure associated
with Y. Furthermore, because of uniqueness of the associatede@nghosition due to positive upper
triangularity, for such a combination 68, A] andY the matrix@Q and hencéQ B, QAQ"] is unique.

An interesting question is how to obtain a minimal sub-atit#his atlas of local canonical forms,
minimal in the sense that no further local canonical forms loa left out without losing the property
of covering the family. To obtain a minimal sub-atlas we hawehoose one of the local canonical
forms for eachi € D(m,n). This implies that for eacd € D(m,n) we have to choose one of the
pp! possible numberings of the associated Young diagram. As&ath numbering is associated with
a permutation of the nonzero rows of the Young diagram thiscghcan be fixed by specifying that
permutation. One possible choice is the unique permutédiowhich the permuted dynamical indices
form a non-increasing sequence, while the order of the rohistwhave the same dynamical index
is kept the same. Note that this permutation is used only teralne thenumberingin the Young
diagram, the ordering of the dynamical indices is left umgeal. With hindsight one can say that this
particular choice to obtain a minimal atlas was used]in [6 similar approach for continuous-time
input-normal pairs and lossless systems. Just as in that papthe continuous-time case, here each
local canonical form on discrete-time asymptotically fahput normal systems defines a balanced
local canonical form on minimal discrete-time losslesdesys of ordem. How these balanced local
canonical forms for minimal discrete-time lossless systefrordern are related to those constructed
in [[i] by means of the tangential Schur algorithm is the tagithe next section.

5 Atlases of balanced canonical forms for lossless systems

We now have two approaches to arrive at an atlas of overlgpptanced canonical forms for discrete-
time lossless systems: one using the balanced realizadgsuxiated with the tangential Schur algo-
rithm and one based on balanced realizations with an impgisetistructure on the row-orthonormal
matrix [B, A], hence on the orthogonal realization matix However, one of our main results is that
the second approach corresponds to making special chaicélef direction vectors in the first ap-
proach. Hence the atlas of overlapping balanced canorooaisf resulting from the second approach
is a sub-atlas of the atlas of overlapping balanced canloftinas in the first approach. The precise
formulation is as follows.

Theorem 5.1 LetY be an admissible numbered Young diagram, corresponding &saociated nice
pivot structureJ (for controllability matrices) and an admissible pivotstture J (for n x (m + n)
matrices). For eachk = 1,2,...,n, choose the direction vectar, ., equal toe;), thei(k)-th
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standard basis vector iR™, where(i(k), j(k)) denotes the unique pair of indices such that) ;) =

k. Then for any choice of the Schur parameter vectgtss, ..., v, (all of length< 1) and for any
choice of the orthogonal matrik,, consider th&m + n) x (m + n) orthogonal realization matrix?

given by [P). It follows that is an admissible pivot structure for the sub-mafix A] and J is a nice
pivot structure for the controllability matri¥.

A detailed technical proof of this theorem is given in Appirf]

From the point of view of the tangential Schur algorithm sibf interest also to directly characterize
all the sequences of direction vectars uo, . . . , u, that give rise to an admissible pivot structure for
the matrix[B, A] (and an accompanying nice pivot structure for the contoditg matrix k).

Theorem 5.2 Consider a chart associated with the tangential Schur atgor (with all the interpola-
tion pointswy, located at the origin), specified by a sequence of directextors{uy, ..., u,}. Then
each[B, A] resulting from this chart exhibits an admissible pivot sture, irrespective of the choice
of Schur vectors, .. . , v,, if the sequence of direction vectors consists of standasishrectors, say
ug = e, for some indices(1), ..., u(n) chosen from(1,2,...,m}, satisfying the following con-
dition:

for eachk = 1,2,...,n — 1, if there exists a largest indekstrictly less thank such thatu, = e,
thenu(k + 1) is from the sef{ (¢ + 1),..., u(k)}.

Proof. This follows directly from the properties of the three prdeees introduced in Append|X B to
generate an admissible numbered Young diagram. Detailsfate the reader. O

Example. Consider the same situation as for the example in Appgrdixtrem = 5, n = 12 and
(q1,92,93,94,95) = (4,1,9,0,7). There it is remarked that the choice of direction vecigrs,_ =
ei(k) can be rewritten as;, = e, ) Whereu(k) denotes the index of the valdein the vectorn,
generated by the ‘third procedure’. In this example it fatothat the sequendgu;, us, ..., ui2} is
given by{eq, e5, €1, e3,e9, €5, €1, €2, €1, €2, 2, e2}. Note that this sequence satisfies the condition of
Theorem[5]2 for alk = 1,2,...,11. E.g., fork = 6 the previous occurrence of the vectay = e;
happened fof = 2. The condition of the theorem requires to occur in the sefus, ug, us, ug} =

{e1, €3, ea, €5}, which indeed is the case.

6 Conclusions and discussion

In this paper we have developed a detailed procedure torcohsin atlas of overlapping (local) bal-
anced canonical forms for MIMO discrete-time losslessesyst A, B, C, D) of a given ordet. To
achieve this, the concept of an admissible pivot structoré&f, A| has been introduced, which induces
a full (nice) pivot structure for the associated contrdligbmatrix K. The approach taken in Sections
and# has a wider range of applicability though: it buildsh®nalgebraic relationship betwefgs, A]
and K, and it neither relies on input-normality 61, B) nor on the discrete-time setting for the loss-
less systems. When one is dealing with a system having aagfron-generic) Kronecker structure,
this can be recognized in these local canonical forms byiceentries becoming zero. To demonstrate
the structure of the charts that constitute the atlasesiskgd in this paper, a detailed worked example
is included in Appendik [C.

One of the main practical reasons for studying overlapparpaoical forms is that (iterative) iden-
tification and optimization algorithms in the MIMO case mayfsr from numerical ill-conditioning
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and slow convergence when they pass by systems that notrtdimifia systems with a non-generic
structure. Switching charts may then help to improve theritlymic performance. The connection
in Section b with the atlas of charts developed for disctiete-input-normal pairs involving the tan-
gential Schur algorithm is useful, because that set-up\iego(well conditioned!) orthogonal matrix
computations while it is tailored to deal with the importatass of stable systems. The tangential
Schur algorithm provides one with a lot of flexibility to dgsilocal canonical forms. Since it is com-
putationally expensive to switch charts at each and evergtibn, a suitably chosen finite sub-atlas
is welcome. In the present paper we have indicated thegtisirs that should be taken into account
when choosing direction vectoug from the set of standard basis vectors, if a pivot structsite show
up not only in[B, A] but also in the controllability matri¥’. When a nice pivot structure is present in
K, this has the advantage that the impact of state vectordtiamcis easier to analyze; controllability
is then preserved. This is of importance in the context of éhodder reduction applications.

Future research addresses the issue of monitoring thetwomag of a chart (i.e., a local canonical
form) at a given system, and the issue of selecting a bettat efhen switching becomes necessary.
Since the total number of charts in an atlas quickly growgdavith the dimensions: andn (even for
the case of admissible pivot structures) it may not be dieato carry out a full search for a better
chart over the entire atlas. The rank structurdsirtan then be instrumental in designing a quick on-
line algorithm which guarantees a certain degree of canditg improvement. This is currently under
investigation.
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A Proof of part (b) of Theorem B4

Consider a non-admissible full pivot structufe= {31, j2,...,Jn} for [B, A]. Then it either holds
that: (1) J does not prescrib@ to have have a pivot-column, or (2)J does prescribé3 to have a
pivot-1 column, but/ does not impose a staircase structuredon

In case (1) it holds that; > m. We distinguish between two situations. (i)jif = m + 1, then the
first column of A is a pivotd column. Then consider the following example: for edchk- 1,...,n
let columnyj, of [B, A] be equal to thé-th standard basis vectey, € R™ and let the remainingn
columns of[B, A] all be zero. Clearly|B, A] exhibits the given full pivot structurd, bute? B = 0
andel' A = eI so thate] K = 0. HenceK does not have a pivat-column, so it does not have a full
pivot structure.

(i) If instead j; > m + 1, then consider the following example: for edack= 1, ..., n choose column
Jjr of [B, A] to be a positive pivot: vector and let the remaining. columns of[B, A] all be chosen
to be strictly positive (so that effectively they are all jpioe pivot-n vectors). Clearly|B, A] exhibits
the given full pivot structure/. Note that each column iR is (effectively) a positive pivot: vector
with & > 2. Now, if v is a positive pivotk vector, thendw is a positively weighted linear combination
of the firstk columns ofA. Since all columns ofl are (effectively) positive pivot-vectors for certain
values of?, the vectorAv is a positive pivotp vector wherep is the maximal (effective) pivot position
among the firsk columns ofA. Now, the first column ofd has at least two nonzero entries, because
j1 > m + 1. Therefore, each column ofB is (effectively) a positive pivop vector withp > 2.
By induction it follows that all columns of< are (effectively) positive pivop- vectors withp > 2.
ConsequentlyK does not have a pivdt-column, so it does not have a full pivot structure.

In case (2) it holds that; < m, but the staircase structure does not necessarily hold fok/e again
distinguish between two situations. (i) Suppose that fonesh < n there is a pivots vector in A for
which there is either a non-pivot column ihpreceding it, or a pivot-vector preceding it witl > k.
Then consider basically the same example as used in casar{X)iyp for eachk = 1,...,n choose
columnj;, of [B, A] to be a positive pivot: vector and let the remaining columns of[B, A] all be
chosen to be strictly positive (so that effectively they aig@ositive pivotn vectors). For this example
it now follows that K does not have a pivdt-vector, becaus® does not have one and because for
allp = 1,...,n the maximum (effective) pivot position among the fipstolumns ofA can never be
equal tok.

(ii) For all k& < n the pivot& vectors inA respect the staircase structure, but there is a prescribed
pivot-n vector in A which is directly preceded by a non-pivot column. If thisqiiv. vector occurs in
the last column ofd, then one may consider the same kind of example as used ifgsart (i): for
eachk = 1,...,n let columnj; of [B, A] be equal tee;, and let the remaining: columns of[ B, A]
all be zero. Now! B = 0 andel A = ¢! so thate? K = 0. HenceK does not have a pivot-column,
so it does not have a full pivot structure. If the pivotrector does not occur in the last column.f
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then the last column afl is a non-pivot column. Summarizing, we then are in a situatitere the
first p4 — 1 columns ofA exhibit a staircase structure, columpn= j, — m > p4 of A is a pivotn
column and the two columns— 1 andn of A are both non-pivot columns. Then consider the following
example. Colump,_; of [B A] is defined as the pivatp — 1) vector 3 zep—1. Columny, of [B, A] is
defined as the pivat-vectore, + i8¢, ;. The3 x 3 sub-matrixS of A constltuted by the intersection

0 13265 14285
of its rows and columns with indicas— 1, p andn is defined a5 = 0 —% % Al
3 16

25 25
remaining entries at pivot positions B, A| are defined to bé and all other entries are set to zero.

For this example it will be shown that the entries in the last of K are never positive, so thd{
does not have a full pivot structure. Note that all column®&ihave a last entry that is equal to zero.
All other columns inK are of the formAwv for some vectow € R"™. For Av to have a nonzero last
entry, at least one of the entries in positigns 1, p andn of v must be nonzero. Such vectarsnust
come from repeated pre-multiplication of the columng3aby the matrixA. The first vectors to have
such a structure are the pivgi-— 1) vector and the pivop-vector that both occur among the columns
of B and the firsip4, — 1 columns ofA. Once such vectors are multiplied byA, only the entries in
positionsp — 1, p andn can become nonzero: the subspace spanneg_hy e, ande,, is an invariant
subspace ofd. Restricting to this subspace, the matdxis represented by the sub-mati$kgiven
above. Consequently, the entries in the last rowkohre either zero or obtained as the entries in the

3 16
5 25

last row of the controllability matrix of the paiff’, S) with 7= | 0 % which represents the
0 0

pivot-(p — 1) and the pivotp vector in this new notation. For the matrikit is easily established that
53 = 245, It therefore suffices to compute the last row of the mdtfixST', S2T, which is equal to
(0,0, — 285, 0,—#02, —-35). This proves that all these entries are indeed non-positive O
Remark.

In the case of balanced realizations of lossless systems ilvenvaddition require[B, A] to have
orthonormal rows. The proof above does not entirely apptpiwrestricted situation. For example if
[B, A] only has non-negative entries then orthogonality of thesrmeguires that in each column there
is at most one nonzero entry. This requirement is violatethbycounterexamples presented in case
(1) part (ii) and in case (2) part (i) of the proof, because-pwot columns are chosen to be positive
pivot-n vectors. How to obtain a proof for this more restricted onthronal case is an open problem at
this point. Note however that the counterexamples predentease (1) part (i) and in case (2) part (ii)
of the proof have in fact already been designed to inv@ieA] with orthonormal rows.

B Proof of Theorem[5-1

To prove this theorem it is helpful first to reconsider thecgge relationship between, J, J and the
pivot structure{qs, ..., ¢, } of the matrix B. Recall that the number appears in the pivot structure
{q1,-..,qn} for B because of admissibility and this sequence completelyackenizes the successor
function S, the column-oriented descriptidp, the admissible pivot structurg the nice pivot structure
J and the admissible numbered Young diagrérn the way explained before.

We have previously introduced the following constructisogedure fo” from {q1, ..., gn}:
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Procedure 1
(a) Construction the successor functiofi is defined as the increasing sequence of all positive num-

bers in{1,2,...,n} not occurring in{q1, ..., ¢, } completed by a sequence @f zeros; in addition
S(0) =0.

(b) Initialization: sety; ; :==¢; fori =1,...,m.

(c) Recursionsety; j11 := S(y;;)fori=1,...,mandj =1,...,n— 1.

A second way to generaié in a dynamical fashion which avoids the explicit constrmetof S, is by
means of the following procedure:

Procedure 2

(a) Initialization: sety; ; = ¢; fori =1,...,m.

(b) Recursionfor k = 1,2, ..., n, if the valuek has not yet been assigned to an entry'dhen select
the smallest nonzero numbgy; in Y for which the entryy; ;1 immediately to its right has still not
been assigned some value andiget, | = k.

(c) Termination set all the remaining entries &f equal to zero.

It is not very hard to establish that the arrelyconstructed in this fashion is indeed admissible and
identical to the array” constructed previously with the help 6f

A third way to generat&” from {q1, ..., ¢, } employs a sequence of vectoys (k = 0,1,2,...,n)

and proceeds as follows in a backward fashion:

Procedure 3

(a) Initialization: setn, = (q1,...,qm)".

(b) Backward recursionfor k = n — 1,...,1,0 constructy, from ;. by executing the following
three rules in the given order:

(1) if (nk+1): = 0 then sef(ny); := 0;

(2) if (k41)i > Lthense(ny); := (Met1)i — 1,

(3) if (nk+1); = 1 then definet;, as the smallest positive number different from all the estiafr,

already assigned by rules (1) and (2)¢4if< k then set(ny); := & else setny); := 0.

(c) Construction for eachi = 1,...,m consider thel; values ofk for which (7,,.1-x); = 1 and
assign these values (in increasing order) to thedjrsintries of row; of Y; set all other entries t0.

The validity of this third procedure for generatiigcan be seen as follows. First, note that because of
rule (2) in each recursion step (b), the first columi'dadttains the required form containing, . . . , g,
since the numbet first occurs in position of n,, 1 for k = ¢;. Also note that the positive integers
in n,, are all different (since this holds fat, . . ., ¢,,,) and that the rules in each recursion step (b) are
such that this property is preserved for all vectggs Next, these rules are such that each vegior
has precisely one entry equaltpfor all K = 1, ..., n. The construction in step (c) is such that all the
numbers from{1,...,n} show up precisely once in a corresponding left-aligned renedh Young dia-
gramY'. Finally, rule (3) in each recursion step (b) guaranteesythais followed byy; ;1 = S(v:;):

note thaty; ; = k is equivalent tqn,,+1-x); = 1 and(n,_x); = & implies thaty; ;1 = k + &; here

& > 0is chosen as small as possible, precisely in line with thersprocedure for generatirlg.

Example. Consider the situation witm = 5, n = 12 and(q1, ¢2, 93,94, 95) = (4,1,9,0,7). Then
the successor functioff is described by{si, so,...,s10} = {2,3,5,6,8,10,11,12,0,0,0,0}. It
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follows thatpp = 4 and the corresponding admissible numbered Young diagfasgiven by:

416 |10

1121358112
Y=|9

7|11

where all the zeros are omitted for clarity. The second ptoefor generating” without the explicit
construction of the successor functiStyields the same result. It proceeds from the given first calum
of Y by putting the value after the valuel, then the valug after the value2, then the valué after
the value3, then the valué after the valuet, and so on. The valuds 4, 7 and9 are skipped, because
they have already been assigned to the first colunmn.of

The third procedure for generatiig involves the backward recursion for the construction of the

vectorsny, fork = n,n —1,...,1,0. This produces the following sequence:
M2 | M1 Mo (Mo | M8 [ M7 [Me | M5 | M4 [ M3 M2 | T | Mo

4 3 211121114132 ]1]0]07]0

1 1 1121321432110

9 8 716|543 [2|1]0,0]0]0

0 0 010,001 0]0]0]0]0]07]0O0

7 6 5 (1432|1432 |1]0]0

For instance, the vectoy, is obtained from the vectoys as follows. First all the entries equal to zero
are copied and all the valuégg); > 2 are decreased hiyto produce the corresponding valuesef);.
The value of(n7) is addressed last, becausg), = 1. At that stage the valuelsand2 have already
been assigned to some entriespefand it holds that; = 3. Because&; = 3 is not larger than the
indexk = 7, this value is assigned {@7);.

Once the vectors,», m1, - - . , 71 have been constructed, the ardays constructed by considering
the positions of the entrigls For the first row, these positions are subsequehttyand10 (proceeding
in the given order fromy,5 to n; corresponding to the index+ 1 — k). For the second row we have:
1,2, 3,5,8and12, and so on.

The third way of characteriziny in terms of the pivot structur@q,, . . ., ¢, } has a number of prop-
erties that are worth noting in view of the proof of Theorferj Below. First, note that rule (3) in step
(b) implies that the maximum value among the entrieg;ofs at mostk. (Therefore, is the zero
vector.) Second, all the positive entries of a veafpiare different. This makes that (f;11); = 1
then a positive valug, is assigned tdny); for k > pp and the valu@ is assigned fok < pp. Third,
note that the sequence of valugs 1,&,—2, ..., & (in that backward order) is increasing. Fourth,
the choice of direction vectors, 1 = e;;) can be rewritten as; = e, ) whereu(k) denotes
the index of the valué in the vectorn,. Note that according to this notatiofyy) ,+1) = & for
k=n-—1,n—2,...,pg. Finally, it will be shown that the vectorng, represent the pivot structures
for the sequence of lossless systems of orders 1,2,...,n encountered in the tangential Schur
algorithm for the particular choice of direction vectoresified in Theoren 5.1.

Proof of Theorem[5.]. Consider the matrix product

R=T,---T'RyAT ... AT,
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Note that the producl,, - - - T'1 Ry is positivem-upper Hessenberg for any choice of Schur vectors
v1,...,v,. Post-multiplication by the matriAT only affects the lastn + 1 columns, because the
matrix AT is given by
Iy 1 0 0
T T
A = 0 €,0) ; 0
I = €u()€u)  Cu(1)

wherey (1) denotes the location of the enttyin the vectorn; which features in the third method for
the construction o¥ from {q1, ..., ¢, }. The precise effect is as follows:

(i) columnn of T',, - - - T'; Ry (having a pivot in its last position) is moved into columnat p(1) — 1;

(i) columnn + p(1) of T'), - - - T'y Ry is moved into columm + m;

(i) columnsn + 1,...,n+ u(l) —1andn + u(l) + 1,...,n+ mof I';, - - - "1 Ry are moved one
position to the left, into columns, ..., n + u(1) — 2 andn + u(1),...,n +m — 1, respectively.
Note that the last row of,, - - - FlRoAlT can be regarded to have the structure:

[0 B A ]

with A of sizelx 1 andB; of sizel xm. Thel x (m+1) partitioned matri¥B;, A;] has an admissible
pivot structure for which the column-oriented pivot sturet of B, is given by{0,...,0,1,0,...,0}
with the valuel in positionu(1). In other words, the pivot structure &% is described by;.
Consider the lask rows of the matrix product’, ---T'y RyAT - - A{. Note that these can be
regarded to constitute the structure:
[0 Bp Ay |

with A of sizek x k and By, of sizek x m. Now suppose that the x (m + k) partitioned matrix
[By, Ax] is known to have an admissible pivot structure for which tblenmn-oriented pivot structure
of By is given by the vectorn,. (This is the induction hypothesis.) We consider what happender
post-multiplication by the matrixxfﬂ. Note that this matrix is given by:

Iy 0 0 0
T

N el 0 0

0 Im = €ues1)€ugryr)  Cuthrn) O

0 0 0 I

Therefore, post-multiplication b&{H only acts on the columns — &, ...,n — k + m of the matrix
Fn"TlRoAlT“'Ag-
The partitioned matriXBy 1, Ax11] is then formed as

T
VB eu(kJrl)T 0 0

[Bit1, Apt1] = [ 0 B, A ] Im = epe+1)€pes1)  Cutk+1) O
0 0 I

where~ is a positive scalar anfl anda arel x m and1 x k row vectors, respectively. It follows that
the post-multiplying matrix carries out the following aurii
(i) the columns involving4,, remain unchanged,;

v B« ] having a pivot in its first position, is moved into columfk + 1);

(i) column 1 of [ 0 By Ay
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(i) column p(k + 1) 4+ 1 of [ 7 B« ] is moved into colummn + 1;

0 By A
v B« »
0 Bk Ak } are moved one pOSItIOﬂ

to the left, into columng, ..., u(k + 1) — 1andu(k + 1) + 1,...,m, respectively.
This shows that the pivot structure Bf. . is obtained from the pivot structure & in the following
way: all the nonzero entries of the structure vegjoare increased by except for the entry with index
wu(k + 1), which is reset td. This means that the pivot structureBf . ; is indeed given by the vector
Mk+1-

It remains to show that the matri%; . ; again has a staircase form. Na#j, has a staircase form
according to the induction hypothesis aAgl, ; is recognized to be of the form

i «
Ak+1:|:€ Ak:|

where/ is the u(k + 1)-st entry of the row vectop ande is the u(k + 1)-st column of B;. This
means that the pivot in the first column 4f ,; shows up in positiorny ) ,x+1) + 1, which is equal to
&k + 1. However, it has already been established that the seq@gnegt,,—», ..., is increasing.
Therefore,A;, 1 also has a staircase form.

By induction this shows for alt = 1,2, ..., n, that[By, Ax] has an admissible pivot structure for
which the vector,. specifies the pivot structure of the matiy. In particular, fork = n the claim of
the theorem follows. O

(iv) columns2, ... u(k+1)andu(k+1)+2,...,m+1of [

C An atlas for input-normal pairs (A, B) under orthogonal state-space
equivalence, withm = 3andn =4

To illustrate the results and constructions of this paper,hare present an atlas for the manifold of
(controllable) input-normal pairgA, B) under orthogonal state-space equivalence, for the naiattri
casem = 3 andn = 4. Each of the charts in this atlas gives rise to a particulbupfuot structure in
the controllability matrixx” and an admissible pivot structure for the row-orthonormatrin [B, A].

For givenm andn, the number of differenadmissible numbered Young diagrafsee the end
of Section[B) is specified by 2t 41 ( TZ > ( Z—ll ) For the casen = 3 andn = 4 this
amounts ta39. To obtain aminimal sub-atlas, precisely one chart should be included for e&zh n
selection, i.e. for each vector of dynamical indidei® D(m,n). The cardinality ofD(m, n) is easily
m+n—1

m—1
consists ofl5 charts. In Tablef] [} 3 the 15 different vectors of dynamicdides for this example are
displayed, along with the corresponding 39 admissible rerstb Young diagrams and their associated
pivot structures ik and in[B, A].

To arrive at an expliciparameterizatiorof a chart in these tables, one may proceed irdikerete-
time case by exploiting Eqn[](9) for the construction of orthoglorealization matrices, correspond-
ing to balanced realizations of discrete-time losslestesys. Here the sequence of direction vectors
{uy,u2,us,us} is chosen to consist of particular standard basis vectersdicated for each chart in
these tables too. The parameters are then provided by therseg of Schur vectoru,, va, v3, v4}
which are all required to be of length 1. The 3 x 3 orthogonal matrix blockD, can be set to

computed a . For the casen = 3 andn = 4 this implies that a minimal sub-atlas
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any fixed value; the choic®, = I3 is a convenient one. The latter is a consequence of the denera

fact that if an orthogonal realization matri = [ D is generated by Eqn[](9) for sonia,,

54

{u1,...,un} and{v1,...,v,}, then the alternative choicds,, {u1, ...,u,} and{DIv1,..., Dfv,}

DyD DyC
B A

From such a (minimal or non-minimal) atlas for input-norrpairs under orthogonal state-space
equivalence, a corresponding atlas for all input-normasp the given dimensions: andn is directly
obtained by regarding the associated manifold as a Cantpeiguct of the previous manifold with the
orthogonal groug(n), related to the choice of state-space transformation.

To arrive at a corresponding atlas forx m lossless systems of ordeione may instead regard this
space as a Cartesian product of the previous manifold wétlotthogonal grou®(m), now related to
the choice ofDy.

To obtain an atlas for asymptotically stable discrete-tgystems of orden with m inputs andp

outputs, one may proceed by taking all the entrie€' @ind D (of sizesp x n andp x m, respectively)
to be free parameters, only subject to the constraint tregrehbility needs to hold for the pdi€’, A)
(a property which is then generically satisfied in each ¢hast it only excludes a thin subset of
parameter vectors). Such an approach is useful in systemtifidation, for instance in conjunction
with the method of separable least-squares (gee [1]). Theemay have to consider output-normal
forms instead, but this can be achieved easily using inptpet duality.

Finally, to deal with thecontinuous-timecase, the well-known bilinear transform can of course be
applied. However, this will in general destroy the pivousture inK and in[B, A]. To employ the
resultsdirectly in the continuous-time case too, note that the pivot strestfor (controllable) input-
normal pairs[B, A] as given in the Tablel [1-3 do in fact apply to the continudus-tcase already,
giving rise to local canonical forms that can be computederigally for a given state-space realization
in a straightforward way. What at present seems to be ladkitite continuous-time case is an explicit
parameterization of these local canonical forms (such aslmearequired in system identification).
This is currently the topic of ongoing research.

yield the realization matri{ , which exhibits exactly theameinput pair(A, B).
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Chart Young diagran¥ and Admissible numbered Full pivot Sequence of direction misgible pivot Structure of
dynamical indexd Young diagram&” structureJ for K vectors{uy, ug, uz, usg}t structureJ for [B, A] [B, A]
T[1]1 T[2[3]4 P ool
1 {1,4,7,10} {e1,e1,€e1,e1} {1,4,5,6} 0 . % 0 + N .
0 * * 0 0 +  x
(4,0,0)
+ * * * * * *
1 1 1 1]12]3 0 . . + . . M
2 1 4 {1,4,7,2} {e2,e1,e1,e1} {1,4,5,2} 0 . . 0 +ox s
0 —+ * 0 0 * *
+ * * * * * *
1 2 4 - 0 * * —+ * * *
(3,1,0) 3 {1,4,2,7} {e1,ea,€e1,€e1} {1,4,2,5} 0 + » 0 » " .
0 0 * 0 + * *
+ * * * * * *
1 1 1 1]12]3 0 N N + N y N
3 {1,4,7,3} {es,e1,e1,e1} {1,4,5,3} 0 . . 0+ o« %
1 4 0 *  + 0 0 * %
+ * * * * * *
1 2 4 - 0 * * —+ * * *
(3,0,1) {1,4,3,7} {e1,e3,€e1,e1} {1,4,3,5} 0 .+ 0 N . %
3 0 * 0 0 + * *
+ * * * * * *
1 1 L 3 0 + * * * * *
4 1|1 2| 4 {1,2,4,5} {e2,e1,e2,e1} {1,2,4,5} 0 0 o |+ . %
0 0 * 0 + * *
3 1 * =+ * * * * *
- = + 0 * * * * *
(2,2,0) 1|3 {2,1,5,4} {e1,ea,€e1,e2} {2,1,4,5} 0 0 w |+ " . %
0 0 * 0 + * *
T 1 1 3 + * * * * * *
0 * * * * *
5 1 3 {1,4,2,3} {e3,ea,e1,e1} {1,4,2,3} 0 + N _g %
1 4 0 0 —+ 0 * * *
1 ) + * * * * * *
0 * * + * * *
(2,1,1) 4 {1,4,3,2} {e2,e3,€e1,€e1} {1,4,3,2} 0 " + 0 . " .
3 0 + 00 x = =
1 3 + * * * * * *
0 + * * * * *
2 {1,2,4,3} {e3,e1,e2,e1} {1,2,4,3} 0 0 x|+ & %
4 0 0 =+ 0 * * *
1 3 + * * * * * *
0 * —+ * * * *
4 {1,3,4,2} {e2,e1,€e3,e1} {1,3,4,2} 0 " 0 e s s
2 0 + 0 0 * * *
1 7 + * * * * * *
0 —+ * * * * *
2 {1,2,3,4} {e1,e3,e2,e1} {1,2,3,4} 0 0 T N . s %
K 0 0 0 + * * *
NE! R D
3 {1,3,2,4} {e1,ea,e3,e1} {1,3,2,4} 0 + 0 M % %
2 0 0 0 + * * *

Table 1: Charts 1-5 fdiB3, A], for the casen = 3 andn = 4.
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Chart Young diagran¥ and Admissible numbered Full pivot Sequence of direction misgible pivot Structure of
dynamical indexd Young diagram&” structureJ for K vectors{uy, ug, uz, usg}t structureJ for [B, A] [B, A]
* + * * * * *
6 T[1]|1 T2 |34 {2,5,8,11} {ea,eq,e2,ea} {2,4,5, 6} : 8 : BL j; o
* 0 * 0 0 + x
(0,4,0)
* + * * * * *
* 0 * + * * *
7 1|1 1 1[2]3 {2,5,8,3} {e3,ea,e2,ea} {2,4,5,3} « 0 x 0 s o«
1 4 £ 0 +]0 0 x =«
* + * * * * *
= = * 0 * + * * *
(0,3,1) 1 (2] 4 {2,5, 3,8} {e2,e3,€e2,ea} {2,4,3,5} . 0 + 0 N . %
3 « 0 0] 0 4+ % 9«
T Py * =+ * * * * *
* 0 * * * *
8 111 1 1[2]3 {2,5,8,1} {e1,ea,e2,ea} {2,4,5,1} . 0 . _g +ox s
+ 0 * 0 0 * *
3 * + * * * * *
= = * 0 * + * * *
(1,3,0) 1 (2] 4 {2,5,1,8} {ez,e1,€e2,ea} {2,4,1,5} + 0 , 0 N . %
0 0 * 0 + * *
* + * * * * *
* 0 + * * * *
9 111 1 (3 {2,3,5,6} {e3,ea,e3,ea} {2,3,4,5} . 0 0 + x . %
111 2] 4 *« 0 0|0 + * *
* * + * * * *
= = * + 0 * * * *
(0, 2,2) 2| 4 {3,2,6,5} {e2,e3,€e2,e3} {3,2,4,5} . 0 0 + " . %
113 « 0 0|0 4+ x =
T 1 * =+ * * * * *
* 0 * * * *
10 111 1|2 {2,5,3,1} {e1,e3,e2,ea} {2,4,3,1} . 0 + _g «  x x
1 3 + 0 0|0 x %
3 * + * * * * *
= * 0 * + * * *
(1,2,1) 1] 2 {2,5,1,3} {e3,e1,€e2,ea} {2,4,1,3} + 0 . 0 .
2 0 0 + 0 * * *
1 * =+ * * * * *
* 0 =+ * * * *
1] 3 {2,3,5,1} {e1,ea,e3,ea} {2,3,4,1} . 0 0| + x o«
2 + 0 0 0 * * *
3 * + * * * * *
= + 0 * * * * *
1|3 {2,1,5,3} {e3,ea,€e1,e2} {2,1,4,3} 0 0 . e s s
4 0 0 =+ 0 * * *
3 * =+ * * * * *
114 2,3,1,5) e, e1,e3, e} (2,3,1,4} 0 A e e
5 ;9 1, 2,€1, €3, €2 ;9 1, + 0 0 « w  x %
0 0 0 + * * *
5 * =+ * * * * *
+ 0 * * * * *
1] 4 {2,1,3,5} {ez,e3,e1,ea} {2,1,3,4} 0 0+ M % %
3 0 0 0 + * * *

Table 2: Charts 6-10 fdi3, A], for the casen = 3 andn = 4.
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Chart Young diagran¥ and Admissible numbered Full pivot Sequence of direction misgible pivot Structure of
dynamical indexd Young diagram&” structureJ for K vectors{uy, ug, uz, usg}t structureJ for [B, A] [B, A]
* * + * * * *
= * * 0 —+ * * *
11 {3,6,9,12} {es3,e3,€e3,e3} {3,4,5,6} . 0 0 + N .
1 1 1 1 2 3 4 « « 0 0 0 + «
(0,0,4)
1 7 * * + * * * *
* * 0 + * * *
12 {3,6,9,1} {e1,e3,e3,e3} {3,4,5,1} £ o+ 0] 0 4+ & o«
1]1]1 11213 + x 0]0 0 = =
3 * * + * * * *
= * * 0 —+ * * *
(1,0,3) {3,6,1,9} {e3,e1,e3,e3} {3,4,1,5} + o 0 0 N . %
1121)4 0 x 0 0 + = =
* * + * * * *
* * 0 + * * *
13 1 4 {3,6,9,2} {e2,e3,e3,e3} {3,4,5,2} . . 0 0 +ox s
1l 11213 « 4+ 0]0 0 x =«
* * + * * * *
= * * 0 —+ * * *
(0,1, 3) 3 {3,6,2,9} {e3,ea,e3,e3} {3,4,2,5} .+ 0 0 N . %
1]214 « 0 0|0 4+ x =
T R DA S D
14 {3,1,6,4} {e1,e3,€e1,e3} {3,1,4,5} 0 . 0 + . . .
1 1 1 3 0 « 0 0 + « «
1 3 + * * * * * *
= 0 * + * * * *
(2,0,2) {1,3,4,6} {e3,e1,e3,e1} {1,3,4,5} 0 " 0 + " . %
2 4 0 * 0 0 —+ * *
T 3 * * =+ * * * *
* * 0 + * * *
15 1 4 {3,6,1,2} {e2,e1,e3,e3} {3,4,1,2} + . 0 0 %
L]t 112 0 + 0]0 * =
7 * * + * * * *
* * 0 —+ * * *
(1,1,2) 3 {3,6,2,1} {e1,ea,€3,e3} {3,4,2,1} N + 0 0 .
1]2 T 0 00 x = =«
5 * * =+ * * * *
+ * 0 * * * *
4 {3,1,6,2} {ez,e3,e1,e3} {3,1,4,2} 0 . 0| + o« o«
1 3 0 + 0 0 * * *
1 * * + * * * *
* =+ 0 * * * *
2 {3,2,6,1} {e1,e3,€e2,e3} {3,2,4,1} , 0 0 e s s
1 3 + 0 0 0 * * *
5 * * =+ * * * *
+ * 0 * * * *
3 {3,1,2,6} {es3,ea,e1,e3} {3,1,2,4} 0 T 0 N . s %
! . 0 0 0 + * * *
3 * * =+ * * * *
2 {3,2,1,6} {es,e1,e2,e3} {3,2,1,4} N T
- 52, 1, 3,€1,€2,€3 s 2,1, + 0 0 « v % %
0 0 0 + * * *

Table 3: Charts 11-15 fdi3, A], for the casen = 3 andn = 4.
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