
�>���G �A�/�, �B�M�`�B���@�y�y�8�9�3�8�d�e

�?�i�i�T�b�,�f�f�?���H�X�B�M�`�B���X�7�`�f�B�M�`�B���@�y�y�8�9�3�8�d�e

�a�m�#�K�B�i�i�2�/ �Q�M �k�y �.�2�+ �k�y�R�y

�>���G �B�b �� �K�m�H�i�B�@�/�B�b�+�B�T�H�B�M���`�v �Q�T�2�M ���+�+�2�b�b
���`�+�?�B�p�2 �7�Q�` �i�?�2 �/�2�T�Q�b�B�i ���M�/ �/�B�b�b�2�K�B�M���i�B�Q�M �Q�7 �b�+�B�@
�2�M�i�B�}�+ �`�2�b�2���`�+�? �/�Q�+�m�K�2�M�i�b�- �r�?�2�i�?�2�` �i�?�2�v ���`�2 �T�m�#�@
�H�B�b�?�2�/ �Q�` �M�Q�i�X �h�?�2 �/�Q�+�m�K�2�M�i�b �K���v �+�Q�K�2 �7�`�Q�K
�i�2���+�?�B�M�; ���M�/ �`�2�b�2���`�+�? �B�M�b�i�B�i�m�i�B�Q�M�b �B�M �6�`���M�+�2 �Q�`
���#�`�Q���/�- �Q�` �7�`�Q�K �T�m�#�H�B�+ �Q�` �T�`�B�p���i�2 �`�2�b�2���`�+�? �+�2�M�i�2�`�b�X

�G�ö���`�+�?�B�p�2 �Q�m�p�2�`�i�2 �T�H�m�`�B�/�B�b�+�B�T�H�B�M���B�`�2�>���G�- �2�b�i
�/�2�b�i�B�M�û�2 ���m �/�û�T�¬�i �2�i �¨ �H�� �/�B�z�m�b�B�Q�M �/�2 �/�Q�+�m�K�2�M�i�b
�b�+�B�2�M�i�B�}�[�m�2�b �/�2 �M�B�p�2���m �`�2�+�?�2�`�+�?�2�- �T�m�#�H�B�û�b �Q�m �M�Q�M�-
�û�K���M���M�i �/�2�b �û�i���#�H�B�b�b�2�K�2�M�i�b �/�ö�2�M�b�2�B�;�M�2�K�2�M�i �2�i �/�2
�`�2�+�?�2�`�+�?�2 �7�`���M�Ï���B�b �Q�m �û�i�`���M�;�2�`�b�- �/�2�b �H���#�Q�`���i�Q�B�`�2�b
�T�m�#�H�B�+�b �Q�m �T�`�B�p�û�b�X

�*�Q�H�Q�`�B�M�; �H�Q�+���H �7�2���i�m�`�2 �2�t�i�`���+�i�B�Q�M
�C�Q�Q�b�i �o���M �/�2 �q�2�B�D�2�`�- �*�Q�`�/�2�H�B�� �a�+�?�K�B�/

�h�Q �+�B�i�2 �i�?�B�b �p�2�`�b�B�Q�M�,

�C�Q�Q�b�i �o���M �/�2 �q�2�B�D�2�`�- �*�Q�`�/�2�H�B�� �a�+�?�K�B�/�X �*�Q�H�Q�`�B�M�; �H�Q�+���H �7�2���i�m�`�2 �2�t�i�`���+�i�B�Q�M�X �1�m�@
�`�Q�T�2���M �*�Q�M�7�2�`�2�M�+�2 �Q�M �*�Q�K�T�m�i�2�` �o�B�b�B�Q�M �U�1�*�*�o �ö�y�e�V�- �J���v �k�y�y�e�- �:�`���x�- ���m�b�i�`�B���X
�a�T�`�B�M�;�2�`�- �j�N�8�k�- �T�T�X�j�j�9���j�9�3�- �k�y�y�e�- �G�2�+�i�m�`�2 �L�Q�i�2�b �B�M �*�Q�K�T�m�i�2�` �a�+�B�2�M�+�2 �U�G�L�*�a�V�X
�I�?�i�i�T�,�f�f�b�T�`�B�M�;�2�`�H�B�M�F�X�K�2�i���T�`�2�b�b�X�+�Q�K�f�+�Q�M�i�2�M�i�f�K�d�y�d�9�y�y�j�F�3�3�e�y�k�k�k�f�=�X �I�R�y�X�R�y�y�d�f�R�R�d�9�9�y�9�d�n�k�e�=�X
�I�B�M�`�B���@�y�y�8�9�3�8�d�e�=

https://hal.inria.fr/inria-00548576
https://hal.archives-ouvertes.fr


Coloring Lo cal Feature Extraction

Joost van de Weijer1 and Cordelia Schmid1

GRAVIR-INRIA, 655 Avenue de l'Europ e, Montb onnot 38330,France
f Joost.van-de-Weijer, Cordelia.Schmid g@inrialpes.fr

Abstract. Although color is commonly experiencedasan indispensable
qualit y in describing the world around us, state-of-the art local feature-
basedrepresentations are mostly basedon shape description, and ignore
color information. The description of color is hampered by the large
amount of variations which causesthe measuredcolor values to vary sig-
ni�can tly . In this paper we aim to extend the description of lo cal features
with color information. To accomplish a wide applicabilit y of the color
descriptor, it should be robust to : 1. photometric changes commonly
encountered in the real world, 2. varying image qualit y, from high qual-
it y images to snap-shot photo qualit y and compressedinternet images.
Based on these requirements we derive a set of color descriptors. The set
of proposed descriptors are compared by extensive testing on multiple
applications areas,namely, matching, retrieval and classi�cation, and on
a wide variety of image qualities. The results show that color descriptors
remain reliable under photometric and geometrical changes, and with
decreasingimage qualit y. For all experiments a combination of color and
shape outp erforms a pure shape-basedapproach.

1 In tro duction

There exists broad agreement that local features are an e�cien t tool for object
representation due to their robustnesswith respect to occlusion and geometri-
cal transformations [1]. A typical application basedon local featuresstarts with
the detection phase, in which features are localized. If desired the patches are
transformed to be invariant with respect to orientation, scale,and a�ne trans-
formations (seeFig. 1). Invariant representations are subsequently extracted by
a descriptor. The descriptor should robustly represent both the shape and the
color of the features.A considerableamount of research hasbeendedicatedto ro-
bust local shape descriptors. An extensive study by Mik olajczyk and Schmid [2]
reported the SIFT descriptor [3] to perform best. The description of local color
has received relatively little attention, and as a result most local features-based
methods [3],[4],[5] useonly luminance and ignore color information. The aim of
this article is to enrich local feature-basedmethods with color information.

A lot of work has been dedicated to global color features for color object
recognition. Ballard and Swain [6] described objects by their color histograms.
Moreover, to obtain invariancewith respect to lighting geometry the useof nor-
malized rgb histograms was advocated. This method remained however variant
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with respect to illuminan t changes.To tackle this problem Funt and Finlayson
[7] proposedan illuminan t invariant indexing method, which was however vari-
ant with respect to lighting geometry. Finlayson et al. [8] combined the theories
of [6] and [7] and proposeda indexing method which is both invariant to shad-
ing and illuminan t changes.All methods remainedhowever variant with respect
to specularities. Gevers and Smeulders[9] proposeinvariants for specularity, in
combination with illuminan t and lighting geometry. The work waslater extended
to the derivative structure of images in [10], [11], leading to e.g. photometric
invariant edgeand corner detection. Furthermore, Gevers and Stokman [12] ob-
served that instabilities, causedby the non-linear transformation to compute the
photometric invariants, hamper practical use of photometric invariance theory.
Basedon an error analysis robust photometric invariants are proposed.

We extend local feature descriptorswith color information, by concatenating
a color descriptor, K , to the shape descriptor, S, according to

B =
�

F̂ ; � K̂
�

(1)

where B is the combined color and shape descriptor and � is a weighting pa-
rameter, and :̂ indicates that the vector is normalized. For the shape description
we rely on the SIFT descriptor [3]. Since the color descriptor is to be used in
combination with a shape descriptor it doesnot needto contain any spatial in-
formation, which leadsus to uselocal histograms. From the analysisof the color
literature, discussedabove, we deducethe following criteria to which theselocal
color histograms should adhere:

1. photometric robustness:the descriptor should be robust to photometric vari-
ations such asshadow, shading,specularities and changesof the light source.

2. geometricrobustness:the descriptor should be invariant with respect to geo-
metrical changes,such asviewpoint, zoom, and object orientation variations.

3. photometric stabilit y: the descriptor should adequately handle the instabil-
ities intro duced by photometric invariant transformations.

Shape Normalization

Color

?

 Normalization
Color Illuminant

Scale and Affine Invariant Feature Detection

+

Subject of this Article:

S
IF

T

Gradient Image
Shape

Image Desription

Fig. 1. Overview of a local feature-based method divided in a feature detection and a
feature description phase.The aim of this article is to enrich the local feature descrip-
tion with color information.
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4. generality: the color descriptor should be applicable to a wide variety of
applications such as matching, retrieval and classi�cation. Furthermore, it
should be robust to variations in image quality, from high quality imagesto
compressedsnapshotquality images.

After discussinga physical reectance model in section2, we designseveral color
feature descriptors in accordancewith the four criteria, in section 3. In section
4 experimental results are given and section 5 contains concluding remarks.

Related to the research proposed in this paper is the work of Mindru et
al. [13]. They proposea combined color and shape description of the local neigh-
borhood basedon color moments, which are invariant to illuminan t color. Since,
we aim for a color description, which will be usedin combination with the SIFT
shape description, we have not pursued this path. Furthermore, in [14] local
moments-based descriptors were found to be relatively unstable. Matas et al.
[15] describe a method which, basedon the modesin the local histogram, com-
putes invariant signatures.The method uses�xed scales,and seemshard to use
asan extensionto a scaleinvariant feature detector, where the number of modes
for a single feature is often higher than the two or three discussedin [15].

2 Color Preliminaries

In this section the color theory neededfor the design of the color descriptors
is summerized.We assumethat the sceneconsistsof inhomogeneousmaterials
(including e.g.papers and plastics) and we excludehomogeneousmaterials such
as metals. Furthermore, we model the light source locally, i.e. for the extend
of a single feature, as a single light source, e(� ), where � is the wavelength.
For multiple light sourceswe assumethat the combination can be approximated
as a single light sourcefor the local feature. In this case,the measuredvalues,
C 2 f R; G; B g, of the camera with spectral sensitivities f C , are modelled [16]
by integrating over the visible spectrum ! ,

C (x) = mb (x)
Z

!

b(�; x ) e(� )f C (� ) d� + m i (x)
Z

!

i (� ) e(� )f C (� ) d�: (2)

The reection of the light consistof two parts: 1. a body reection part, which de-
scribesthe light which is reected after interaction with the surfacealbedob, and
2. the interfacereection which describesthe part of the light that is immediately
reected at the surface, causing specularities. We assumeneutral interface re-
ection, meaningthat the Fresnelreectance i is independent of � . Accordingly,
we will omit i in further equations.The geometricdependenceof the reectance
is described by the terms mb and m i which depend on the viewing angle, light
sourcedirection and surfaceorientation. x denotesthe spatial coordinates, and
bold face is usedto indicate vectors.

Ambient or di�use light, i.e. light coming from all directions, is not modelled
by Eq. 2 [16]. Di�use light occurs in outdoor sceneswhere there is next to the
dominant illuminan t, i.e. the sun, di�use light coming from the sky. Similarly,
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it occurs in indoor situations where di�use light is causedby reectances from
walls and ceilings. Shafer [16] models the di�use light, a, by a third term

C (x) = mb (x)
Z

!

b(�; x ) e(� )f C (� ) d� + m i (x)
Z

!

e(� )f C (� ) d� +
Z

!

a (� )f C (� ) d�

(3)
The camera sensitivities, f C , can be approximated as delta functions, thereby
simplifying the reection function to

C (x) = mb (x) bC (x) eC + m i (x) eC + aC : (4)

This function together with its derivative,

Cx (x) = mb
x (x) bC (x) eC + mb (x) bC

x (x) eC + m i
x (x) eC ; (5)

will be usedin the following sectionsto derive photometric invariants. Through-
out the paper we will usea subscript to indicate spatial di�eren tiation, and we
useboldface to indicate vectors over the three channels,e.g. C = f R; G; B g.

3 Color Feature Description

In this sectionwe derive a set of color descriptors in accordancewith the require-
ments put forward in section1. Robustnesswith respect to photometric variation
is discussedin section 3.1 and 3.2. The secondcriterion, geometrical robustness
is handled in section 3.3. Photometric stabilit y issuesraised by criterion 3 are
handled in section 3.4.

3.1 Photometric Robustness: Color Constancy

In section 2 we derived how the measuredsensorvalues depend on both the
color of the illuminan t interacting with the object, and the color of the di�use
illuminan t. In this section two simple algorithms [17], [18] are described for color
illuminan t normalization (seemethod overview in Fig .1).

We �rst consider the casefor which there is no di�use illuminan t present
(aC = 0). The relation betweentwo imagesof the samescene,C 1 and C2, taken
under di�eren t illuminan ts, is modelled by a scalar multiplication, since

C2 (x) =
�
mb (x) bC (x) + m i (x)

�
eC

2 = � C C1 (x) (6)

where� C = eC
2

�
eC

1 . The colors in the two scenesare hencerelated by a diagonal
matrix C2 = �C 1. This diagonal matrix relation is well-known and is a conse-
quenceof assumingdelta functions for the sensitivities of the cameras.Although
the delta function assumptionseemsrather blunt it describesreality surprisingly
well [19]. From Eq. 6 it is easily proven that, in the absenceof di�use light, in-
variance with respect to the illuminan t can be obtained, by a normalization of
each color channel:

C � (x) =
C (x)

C (x)
(7)
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where the bar indicates a spatial average:a =
R

S
adx

�
R

S
dx, and S is the surface

of the patch. The Grey-World hypothesis [17], assumingaveragereectance in
the world to be grey, leadsto a similar correction for the illuminan t.

Let us now consider the casewhere there is, next to a dominant illuminan t,
di�use light present. For this caseEq. 6 does not hold, instead the imagesare
related via C2 = �C 1 + a. However, a relation similar to Eq. 7 exists between
the derivativesof these images,since from Eq. 5 it follows that

C2
x (x) = � C C1

x (x) : (8)

Invariance with respect to the dominant illuminan t, � , can hencebe obtained
by normalization of the color channelswith their averagederivative

C � (x) =
C (x)

jCx (x)j
: (9)

The absolute is taken to avoid division by zero. Since C (x) is dependent on
the di�use illuminan t, the resulting image, C � , is also. However, its derivatives,
C �

x , are no longer dependent on either the dominant illuminan t or the di�use
illuminan t. The recently proposedGrey-Edgehypothesis[18], assumingaverage
reectance of di�erences in the world to be grey, leadsto a similar correction for
the illuminan t.

3.2 Photometric Robustness: Color In variance

This section will discussthe photometric invariants on which the color descrip-
tors will be based.With color invariance we refer here to sceneincidental varia-
tions such asshadows,shadingand specularities. A brief overview of photometric
invariants known from literature is given here (for more details seee.g. [9], [20]).
Zero-order in varian ts. Let us �rst considerthe caseof a matte surface(m i =
0) and no di�use lighting (aC = 0). For this casenormalized rgb can be consid-
ered invariant with respect to lighting geometry and viewpoint, mb. Since,

r =
R

R + G + B
=

mbbR eR

mb (bR eR + bGeG + bB eB )
: (10)

Similar equations hold for normalized g and b.
Furthermore, in the caseof a white illuminan t (eR = eG = eB = e) and

specular reectance (m i 6= 0), opponent colors [9] can be proven to be invariant
with respect to specularities, m i . Since,

O1 = 1p
2

(R � G) = 1p
2

�
mbe

�
bR � bG

�
+ m i e � m i e

�

O2 = 1p
6

(R + G � 2B ) = 1p
6

�
mbe

�
bR + bG � 2bG

�
+ 2m i e � 2m i e

� ; (11)

are invariant for m i . The opponent colors are still variant for lighting geometry
variations. Invariance with respect to both the lighting geometry and speculari-
ties is obtained by hue,

hue = arctan
�

O1
O2

�
= arctan

 p
3

�
bR � bG

�

(bR + bG � 2bG )

!

(12)
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First-order in varian ts. We continue by describing two photometric invariant
derivatives[20]. Again considera matte surface(m i = 0). For this case,changes
causedby lighting geometry variation (mb

x 6= 0) are equal to

Cx =
mb

x

mb C; (13)

meaning that all lighting geometry changesof C x occur in the direction of the
object color, C. Changesin the two direction perpendicular to object color are
henceinvariant with respect to geometry variations. Thesedirections are equal
to the angular derivativesafter a spherical coordinate transformation,

ang1x =
Gx R � RGxp

R2 + G2
; ang2x =

Rx RB + Gx GB � Bx R2 � Bx G2

p
(R2 + G2) (R2 + G2 + B 2)

: (14)

If we subsequently consider specular reection, the derivativesof the opponent
colors,

O1x = 1p
2

(Rx � Gx ) ; O2x = 1p
6

(Rx + Gx � 2Bx ) (15)

can be proven to be invariant with respect to specular variations, similarly as
in Eq. 11. If the opponent derivative is computed after applying the illuminan t
normalization of Eq. 9 the opponent derivative is the only invariant insensitive
to a di�use illuminan t.
A combined illuminan t and geometric in varian t. In [8] a method, called
comprehensive color imagenormalization (CCIN), is proposedasa global image
feature. We will here apply it as a local image feature. The method proposes
an iterativ e use of Eq. 10 and Eq. 7, and hence is invariant for both lighting
geometry and illuminan t color.

3.3 Geometric Robustness: Color Angles

The third criterion requires geometrical robustness with respect to changes
causedby viewpoint, zoom, and object orientation. Invariance with respect to
these transformation is allready partially obtained by a�ne invariant feature
detection, however special care should be taken when working with derivative
basedinvariants. This problem is usually overlooked in derivative-basedinvari-
ance literature [7], [10], [20]. We will clarify the problem by investigating the
inuence of edge-sharpnessfor the opponent derivative. In Fig. 2a an edge is
depicted. White is increasingly added to the blue patch along the y-axis (mim-
icking a transformation similar to specularities). The opponent derivative, O1x ,
is invariant with respect to this phenomenonas can be seenby the constant re-
sponseof the dashedblack line in Fig. 2c. If we look at the opponent derivative
responseon the sameimage, but now with decreasingspatial smoothing along
the y-axis, the response changesdrastically. This behavior is undesired, since
edge-sharpnesschangesoccur a lot due to geometrical variation, or acquisition
parameterssuch as zoom and focus. To overcomethis problem we proposetwo
new invariants, called color angles.
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(a) (b) (c)
Fig. 2. (a) a red-blue edge. For the blue patch white light is added along the y-axis.
(b) same as (a) but with varying smoothing along the y-axis. (c) the �lter responses
on the center vertical line of the images (a) and (b) of the opponent angle and the
opponent derivativ e along the x-axis.

Assumethat an edgecan locally be modelled as a smoothed step edge

C (x) = � C u (x) 
 G� (x) ; (16)

where � C indicates the amplitude of the step edgeu for the di�eren t channels
C. Its derivative is equal to

Cx (x) = � C @
@x

(u (x) 
 G� (x)) = � C
� �

@
@x

u (x)
�


 G� (x)
�

= � C G� (x) (17)

where we used that the derivative of a step edgeis equal to the delta function�
@
@x

u (x)
�

= � (x). It is now straightforward to prove that the anglesbetween

the color channels are invariant to this smoothing and are only dependent on
� C , since

� = arctan
�

Rx

Gx

�
= arctan

�
� R

� G

�
: (18)

Wecannow add the geometricalinvarianceto the photometrical invariant deriva-
tiv es derived in section 3.2. This leads to the opponent angle, angO

x , and the
spherical angle, angS

x , with

angO
x = arctan

�
O1x

O2x

�
; angS

x = arctan
�

ang1x

ang2x

�
: (19)

In Fig. 2c the results for angO
x are given in red. The smoothing doesnot inuence

the response,thereby demonstrating the robustnesswith respect to geometrical
changesof the opponent angle.Note that in [21] color anglesare alsomentioned.
They refer however to anglesof color distributions, while in this paper we study
the distribution of color anglesof color derivatives. In Table 1 an overview of
the invariants is given. The results assumethat the invariants are applied in
combination with the illuminan t normalization method provided in section 3.1.
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3.4 Photometric Stabilit y: Robust Lo cal Histograms

We are now in the �nal stage of the construction of the descriptor. In this
sectionwedescribehow the derived invariants are transformed into a robust local
histogram. Photometric invariants are known to have inherent instabilities [12],
which we do not want to signi�can tly inuence the �nal histogram. Here, we
proposeto adjust the weight of a color value in the histogram according to its
certainty. We discussthe computation of the weight for every invariant discussed
in section 3.2. For CCI N -method we apply the parametersas indicated in [8].
rgb-histogram. We partition the rgb plane in triangles of equal size.To cope
with the instabilit y for low intensities we follow [22] and considerpoints below
a threshold intensity as being grey.
hue-histogram. The hue is known to be unstable around the grey axis. We
follow [12] and apply an error analysis to the hue:

(@hue)2 =
�

@hue
@O1

@O1
� 2

+
�

@hue
@O2

@O2
� 2

=
1

O12 + O22 =
1

sat2
; (20)

wheresat is the saturation (a similar results wasderived for derivativeof the hue
in [20]). The certainty of the hue is henceinverselyproportional to the saturation,
which is what we expect. The smaller the saturation the more uncertain the hue
estimation. We will usethis relation to robustify the histogram construction, by
weighting each sampleby its saturation.
opp onent and spherical angle. Similarly as for the hue we apply an error
analysis to the color angle equationsof Eq. 19, which yield the following results

@angO
x =

1
p

O12
x + O22

x

; @angS
x =

1
p

ang12
x + ang22

x

: (21)

Hence,we will use @angO
x as a weight for the opponent angle, and @angS

x as a
weight for the spherical angle when converting them to a local color histogram.
It is interesting to note that Lowe [3] intuitiv ely arrivesat the sameconclusion.
The orientation histogram of the SIFT descriptor is weighted with the gradient
strength, which is exactly the result which would follow from an error analysis
of the orientation parameter, � = arctan (f y / f x ).

lighting geometry specularities illuminan t variations di�use lighting

r gb � - � -

hue � � � -

spher:ang: � - � -

opp:ang: - � � �

CCI N � - � -

Table 1. Overview of the physical events to which the photometric invariants are in-
sensitive. Prior illuminan t normalization is assumedby either Eq. 7 or Eq. 9. Invariance
with respect to the di�use lighting for the opponent angle is obtained with Eq. 9.
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4 Exp erimen ts

The experiments test the color and the combined color and shape descriptor on
the criteria put forward in section 1: 1. photometric robustness,2. geometric
robustness3. photometric stabilit y 4. generality. Although the �rst three cri-
teria are tested by all experiments, the emphasisshifts: experiment 1 focusses
on photometric robustness,experiment 2 demandsgeometrical robustness,and
experiment 3 requiresgeometricaland photometrical robustness,and photomet-
ric stabilit y to cope with the low quality internet images.The fourth criteria,
generality, is illustrated by testing the descriptors for multiple tasks.
Exp erimen tal setup. For all the experiments we use the schema as given
in Fig. 1. We use an a�ne invariant Harris-Laplace detector [2]. In the shape
normalization step the imagesare reducedto 20 by 20 neighborhoods. The SIFT
is computed from this shape normalized patch. For the color descriptors �rst
color normalization is applied. Next the color descriptors, being the histograms
of rgb (Eq. 10), hue (Eq. 12), opponent angle (Eq. 19), and spherical angle
(Eq. 19), CCI N [8], are computed, with the weights as proposed in section
3.4. Furthermore, � = :6 (see Eq.1) was experimentally found to give good
results, and the descriptor lengths are 128bins for SIFT, for the one-dimensional
descriptors hue, opponent angle and spherical angle the histogram is divided
in 37 bins, for the two-dimensionaldescriptor rgb 121 bins are used.

4.1 Matc hing: free illumination - controlled geometry

To test the color descriptorswith respect to photometric variations, the descrip-
tors are comparedon a matching task on three sequences(seeFig. 3). The �rst
sequencetests the robustnesswith respect to color illuminan t changes.It consists
of a Mondrian composition captured under 11 di�eren t illuminan ts (the images
are from the Simon Frasier data set [23]). The secondsequence[2], of six images,
is an outdoor scene,taken with varying exposuretimes. This not only provokes
an intensity changebut alsochangesthe amount of di�use light captured by the
camera (as modelled in Eq. 3). The third sequence[2] contains six imagesand
tests the descriptors with respect to geometry variations.

For all sequenceswe compute the matching score,de�ned in [2] as: the ratio
between the number of correct matches and the smaller number of detected
regions in the pair of images.A match is the nearestneighbor in the descriptor
space (using Euclidean distance). For both color and color & shape we give
the matching scorerelative to the matching scoreobtained by a unique shape
descriptor. Valuessmaller than 100indicate a performanceworsethan the shape
descriptor and above 100 a performancebetter than the shape descriptor.

We start by selecting for each of the invariants the most appropriate color
illuminan t normalization method. This is doneby comparing the matching scores
for the two sequenceswith illuminance changes.In Fig. 3 the matching scoresof
descriptors for: 1. no illuminan t. 2. zero-order illuminan t normalization (Eq. 7)
and 3. �rst-order (Eq. 9) illuminan t normalization are given. The necessity of
color illuminan t normalization becomesclear from the results on the Mondrian
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matching COLOR

rgb hue opp. ang. sph.ang. CCIN

color const. - 0 1 - 0 1 - 0 1 - 0 1 �

Mondrian 6,9 46,7 45,1 3,5 58,0 45,0 12,8 55,4 56,3 29,0 62,0 56,4 40,0

cars 2,4 2,2 2,3 15,0 13,1 6,0 9,1 12,6 20,2 11,0 12,5 11,8 7,7

matching shape color shape & color

SIFT rgb hue opp.ang. sph.ang. CCIN rgb hue opp.ang. sph.ang. CCIN

Mondrian 100 46,7 58,0 56,3 62,0 40,0 97,5 100,3 101,0 101,8 87,2

cars 100 2,2 13,1 20,2 12,5 7,7 91,6 80,5 103,6 94,3 87,5

gra�ti 100 28,8 48,1 53,9 53,6 28,8 107,2 119,5 118,2 121,4 103,6

Fig. 3. top: example images, Mondrian, cars, and gra�ti. middle: relativ e matching
scoresfor various color normalization methods:- = no normalization, 0 = zero-order
normalization, and 1 = �rst-order normalization. bottom: relativ e matching scoresfor
shape, color, and shape & color.

sequence,wherea signi�can t gain in performanceis achieved. The results on the
car sequenceshow the importance of invariancewith respect to di�use light. Due
to varying exposuretimes the amount of di�use light entering the cameravaries.
Hencefor this sequence,the opponent derivative baseddescriptor outperforms
the others signi�can tly , since it is the only one which is invariant with respect
to di�use light changes.Based on theseresults we wil l, in the remainder of the
experiments, apply zero-order il luminance invariance to the descriptors rgb,hue,
and spherical angle,and �rst order il luminance invariance to the opponent angle.
The CCIN explicitly usesa zero order il luminance normalization.

In Fig. 3 bottom the matching scoresare summarized. Only for the gra�ti
sequencea substantial gain is obtained by adding color to the descriptor. Fur-
thermore, for the car sequence,the descriptors which are not robust to di�use
lighting fail, and the combined performance of shape and color drops below a
solely shape approach. For these sequences,where the assumption of an a�ne
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retrieval shape color shape & color

SIFT rgb hue opp. ang. sph.ang. CCIN rgb hue opp. ang. sph.ang. CCIN

objects 21 24 36 20 29 27 27 34 30 33 30

Fig. 4. Two instantiations of �v e example objects from the data set, with recall scores
for shape, color and color & shape.

transformation betweenthe imagesis not broken, the shapedescription performs
outstanding, and relatively small gains are obtained by adding color.

4.2 Retriev al: controlled illumination - free geometry

Robustnesswith respect to geometrical variations in a relatively stable photo-
metric environment is tested with a retrieval task on a data set containing 55
objects 1, seeFig. 4. Each object is captured 5 times under varying viewpoint,
and object orientations. Becauseretrieval basedon the entire image is closeto
perfect on this database,we assessthe usefullnessto retrieval of single features.
Each single features was asked to retrieve the four most probable images(there
are four relevant imagesfor each query). To measurethe descriptor performance
we compute the recall, de�ned as the number of relevant imagesretrieved to the
total number of relevant imagesin the database.

In Figure 4 the averagerecall over all local features is given, e.g. for shape a
singlefeature aloneobtains a recall of 21 percent. On this data set a unique color
description outperforms the shape description. This has two causes.Firstly , the
objects have relatively saturated colors and photometric conditions are rather
stable. Secondly, the shape variations are not constrained to a�ne transforma-
tion as in section 4.1, thereby complicating the shape matching task. Further-
more, the domination of specular reectances on both objects and background
in combination with the spatial variation of the lighting geometry, results in
the best performance for the hue color descriptor, which is the only descriptor
robust to both lighting geometry and specularities.

1 The authors lost the origin of this data set and would appreciate any suggestions.
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mandarin wood ducksnowy owl puffin toucanegret

AC Milan Chelsea LiverpoolBarcelona Juventus Madrid PSV

classi�cation shape color shape & color

SIFT rgb hue opp.ang. sph.ang. CCIN rgb hue opp.ang. sph.ang. CCIN

birds 55 38 39 41 33 29 60 58 66 65 56

soccer 43 69 67 65 66 65 73 73 72 72 73

Fig. 5. Examples and multi-class classi�cation results for the birds and soccerdatabase.

4.3 Classi�cation: free illumination - free geometry

This experiment tests the descriptors on an image classi�cation task. Basedon
the descriptors in the image,a decisionis madewether the imageis a member of
the classor not. The multi-class classi�cation is performed on two data sets.A
bird data set [4] containing 6 classesof bird species,with 100instantiations each
(seeFig. 5). The classesare divided in 50 training and 50 testing images.For the
seconddata set we collected imagesfrom 7 soccer teams, containing 40 images
per class,divided into 25 training and 15 testing imagesper class 1. Although,
players of other teams were allowed to appear in the images,no players being
a member of the other classesin the database were allowed. Both databases
consist of low-quality internet images.We use a bag-of-keypoints scheme [24].
The descriptorsare clusteredby a K-meansalgorithm which forms a set of visual
words. Subsequently , each image is represented by a frequencyhistogram of the
visual words. Based on these histograms, one-against-all classi�ers are trained
with a linear SVM. A test image is subsequently classi�ed with all classi�ers,
and is appointed to the classfor which it obtained the highest score.

In Fig. 5 the multi-class classi�cation results for the birds data set are given.
In all casesthe combination of color and shape performs best. Only small gains
areobtained with the zero-orderinvariants, r gb, hue, and CCI N . The derivative-
basedmethods, the opponent and spherical angle, give considerably better re-

1 The data set is available on http://lear.inrialp es.fr/p eople/vandeweijer/data
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sults. For the soccerteam data set the necessity of color information is especially
apparent. Although, two of the teamshave no color, and three of the teamshave
red as their main color, the color description performs considerablybetter than
the solely shape-baseddescription. The combination of color and shape further
improvesthe results, and the 43% correct classi�cation of shape is increasedto
a 73%for the combined descriptor. For thesehighly saturated colors, the results
for the di�eren t color descriptors do not di�er greatly.

The di�erence in performance for both the birds and the soccer teams can
be explained by the di�eren t properties of the data sets. The soccer players
are not only colorful, they have also undergone considerablenon-a�ne shape
transformations, reducing the performanceof the SIFT descriptor. On the other
hand, the non-saturated colorsof the bird data set complicate the task to collect
reliable color information, whereasthe birds shape is relatively stable compared
to the large variabilit y encountered in the soccer team data set.

5 Conclusions

In this paper, we have taken a principled approach to extend the SIFT shape
descriptor with a color descriptor. Based on four criteria, namely photometric
robustness,geometric robustness,photometric stabilit y and generality, we de-
rive a set of photometric invariant color histograms, which are used as a color
descriptor. We proposea solution to dependanceof derivative-basedinvariants
to the edge-sharpness.The descriptors are tested on a matching, a retrieval,
and a classi�cation task. For the colorful objects a pure color-basedapproach
outperforms a shape-basedapproach. And for all reported data the combination
of shape and color outperforms a pure shape-basedapproach, with gains going
up as much as 70 percent. Depending on the data set di�eren t color descriptors
obtain the best results. However, in general we would advice to use the robust
hue descriptor for sceneswith saturated colors, such as the object data set and
the soccer teams. For sceneswith less saturated colors, such as the bird data
set, and especially in the presenceof di�use lighting, as for the cars sequence,
we would advice the color descriptor basedon the opponent angle.
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