N

N

Generic load balancing for HPF programs: Application
to the Flame Simulation kernel

Gabriel Antoniu, Luc Bougé, Christian Pérez

» To cite this version:

Gabriel Antoniu, Luc Bougé, Christian Pérez. Generic load balancing for HPF programs: Application
to the Flame Simulation kernel. The 3rd Annual HPF User Group Meeting (HUG 99), Aug 1999,
Redondo Beach, California, United States. inria-00563776

HAL Id: inria-00563776
https://inria.hal.science/inria-00563776
Submitted on 7 Feb 2011

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00563776
https://hal.archives-ouvertes.fr

Generic load balancing for HPF programs:
Application to a flame simulation kernel

G. Antoniu L. Bougé C.Perez
LIP, ENS Lyon
46 Allée d’'Italie, 69364 Lyon Cédex 07, France
{ Gabriel. Antoniu, Luc. Bouge, Christian. Perez} @ens-lyon. fr

Abstract

This paper describes a scheme for implementing generic load balancing policies for
irregular HPF applications. To this purpose, preemptive abstract processor migration
appears to be a good support. Its implementation is based on fully preemptive thread
migration. We report some encouraging results obtained with a modified version of
Adaptor on a HPF flame simulation code, one of the motivating applications of HPF 2.0.

1 Introduction

HPF compilers have proven able to deal with regular computations and communications,
whereas uneven load distributions usually limit the efficiency of HPF applications. A classi-
cal approach to irregularity relies on data distributions (Fig. 1). In HPF 1 [7] only the cyclic
distribution is available. The approved extension of HPF 2 [8] proposes several irregular
data distribution schemes issued from previous research efforts in irregular distribution [6].
An application is divided into phases and data may be redistributed at the beginning of
each phase according to the most suitable (possibly irregular) pattern.
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Figure 1: The HPF model

If these techniques may lead to accurate data distribution, there still remain some draw-
backs. To use irregular data distributions, the HPF programmer needs to characterize in
advance the load imbalance, to be able to choose the most appropriate (possibly irregu-
lar) distribution pattern. A shortcoming of the data redistribution technique is that the
load balancing policy is pseudo-dynamic and that explicit calls to the data



flames. Each loop iteration contains two phases. The first phase is a stencil computation.
The computations are balanced and neighborhood communications are needed. The second
phase does not involve any communication, but the computation cost is irregular in space
and in time. Figure 2 outlines the flame simulation code structure.

!1b$ begin work stealing with THRESHOLD, MAX, FREQUENCY
do time = 1, timesteps

C Convection phase
x(2:NX-1,2:NY-1) = x(2:NX-1,2:NY-1) + F(z(2:NX-1,2:NY-1),
& y(1:NX-2,2:NY-1),y(3:NX,2:NY-1) ,y(2:NX-1,1:NY-2),y(2:NX-1,3:NY))
y =X
C Reaction phase
forall(i=1:NX, j=1:NY) z(i,j) = Adaptative Solver(x(i,j))
end do

!1b$ end work stealing

Figure 2: The flame simulation kernel code.

The difficult point comes from the different requirements of the two phases. A regular
distribution is best suited for the first phase whereas the second needs irregular distribution.

3.2 Data distributions issues

Orlando and Perego studied the flame simulation code in depth [12]. They simulate the code
a compiler can generate using their SUPPLE runtime and hand-coded directly in MPI the
communication code. Only limited classes of HPF loops are supported. Communications
involving migrated tasks are not supported either. To communicate, tasks have to move
back to their original node.

For the flame simulation code there is no initial data distribution able to ensure the
efficient execution of the whole loop. The block distribution is well suited for regular
data sets. Communications are minimal but computations are not balanced for irregular
computations. The cyclic distribution succeeds in producing load balanced computation.
However, this distribution has two drawbacks: communications are expensive because of the
huge amount of data transfered; also a huge amount of memory is wasted for communication
management. If the two dimensions are cyclicly distributed, only 20 % of the memory of a
node is available for data. Redistributing the data for each phase allows efficient execution
of both phases. The drawback is that there are two redistributions per iteration.

Orlando and Perego found out that dividing the work of each iteration in tasks and using
a work stealing load balancing policy leads to the best performance. Initially, the data are
block distributed. Communications are thus minimized and no overhead is introduced when
the computations are regular. When computations become irregular, the underloaded nodes
send messages to the other nodes to ask for work.

We have taken a similar approach, but with several original points. First, our load
balancing module has been fully integrated into an HPF compiler. Also, the work stealing
algorithm is implemented using preemptive abstract processor migration. Unlike the previ-
ous work, we are not limited to a particular kind of loop; our scheme is generic. Moreover,
communication between abstract processors is supported irrespective of their location.



3.3 Experiments

The machine used for the experiments is a 12 node cluster of 200 MHz PentiumPro proces-
sors interconnected by a Myrinet network. We used the MPI-BIP communication library.
It is an implementation of MPICH on top of BIP [13]. The network latency in this setup
is 11 us and the bandwidth is 66 MB/s. If BIP is used directly, the latency is 6 us and the
bandwidth is 125 MB/s.

Since the application behavior is dynamic, the load distribution may change from regular
to highly irregular. We have considered three data sets, which differ in their irregularity
degree. Also, the optimal time for each data set is different. So, execution times across
each data set are hardly comparable.

Each data set has been run with different data distributions and load balancing policies.
The first two lines of Table 1 display the results for static HPF distribution (block and
cyclic). Then, a data redistribution has been used between the two phases. The first phase
is executed with a block distribution while the second uses a cyclic distribution. So, two
redistributions are performed per iteration. These three experiments have been done with
the original Adaptor compiler. Finally, the last two lines of the table present results obtained
with the modified version of Adaptor. The fourth line corresponds to block distribution and
128 abstract processors. The fifth is for the same configuration plus the work stealing policy.

Distribution Mode Data Set Irregularity

None | Medium | High
Original ADAPTOR runtime
Block 3.90 5.10 16.15
Cyclic 8.20 7.06 8.40
Redistribution 6.36 5.21 6.56
Modified ADAPTOR runtime, 128 abstract processors
Block, no load balancing | 3.93 3.78 9.21
Block, Work Stealing 4.30 4.16 8.61

Table 1: Time in seconds for different distributions on the flame simulation benchmark for
8 processors with various initial grids of size 1600 x 1600

These preliminary results confirm our expectations. The block distribution is not ade-
quate when the computations are unbalanced. The cyclic distribution induces a high com-
munication cost. Redistribution performs well. Using multithreading enables an overlap
between computations and communications resulting in significantly improved performance
for the the BLOCK distribution in irregular cases. Adding a generic work stealing strategy
induces a slight overhead, but further improves performance in highly irregular cases.

4 Conclusion

We have shown that abstract processor migration is an interesting generic method to load
balance HPF applications. To validate the usefulness of preemptive abstract processor
migration, we have benchmarked a flame simulation kernel code, which is part of the mo-
tivating applications of HPF-2. The solution based on a work stealing strategy provides a



means of getting near-optimal performance irrespective of their degree of irregularity and
with no modification of the source code.

We intend to test more applications using this approach. Also, we have built a multi-

threaded version of the Adaptor 6 HPF compiler, which will enable comparison tests using
HPF 2 distribution patterns, such as CYCLIC(N) and INDIRECT.
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