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Abstract—PMCMTP is a Prioritized Multi-Channel Multi- network performance in WSNs [4]-[8]. But, the majority of
Time slot MAC protocol that the authors have proposed for the proposed protocols were tested and evaluated by simu-
allowing to simultaneous use of several frequency channels. Th'slations using personal or academic or commercial network

protocol is designed for UWB of IEEE802.15.4a but it can . .
also be used over IEEE802.15.4. In this paper, we design andSimulator, and only protocols proposed in [7] and [8] were

implement a testbed of this protocol to demonstrate its practical Validated and evaluated by testbed deployed in a realistic
implementability. Due to the unavailability of UWB transceiver, setting.

the testbed has been performed using classic 2.4GHz WSN|n this paper, we present the implementation of a Prioritized
transceivers. To reduce the complexity of resource sharing, the \,iii-Channel Multi-Time slot media access control Protocol

global network is composed of a set of Personal Area Networks . .
(PANS) or cells. So, the PMCMTPs experiments are performed (PMCMTP) [9] for WSNs. We, experimentally, validate the

for a single PAN and two PANS. PMCMTP by using a realistic testbed setting.
KeywordswSN; PMCMTP; Testbed. Il. RELATED WORK
The WSNSs research is currently gaining an exponentially
I. INTRODUCTION increasing interest from both academia and industry. New

Wireless sensor networks may consist of a collection 8_‘PP“F’a“°” scenarios, MAC, .routing and physical layer op-
spatially distributed autonomous sensor nodes characteriz8yZ'n9 prohtocols anq algﬁrlth:r?s are bel?g dr:avelolpde_d b3f/
by limited memory, processing capability and battery powéli]e researc commqrjlty._T e_utlmate test ort_ € vall |tyc_)
supply. Such networks represent an emerging technolofSe research activities is to implement the various scenarios,
with wide range of potential applications such as medic g(l)_rlt_hms z_and protocols on a testbed and deploy it in a
systems, environment monitoring, military applications, etfealistic setting. . . .
An important fact that can not be neglected in WSNs is ﬂ%everal testbeds have been designed for the experimentation

need of quality-of-service (QoS) support. According to nové@l WSNS [7], [8], [10]-[12]. We can distinguish two class
application requirements, QoS constraints become more EStb?dS: the rst for general WSNS_ tests and the second
more critical in terms of end-to-end delay and data throughptf! SPeCi ¢ WSNs tests. MoteLab [10] is a web-based WSN
Also, due to energetic constraints at node level, energy savifgiPed consisting of a set of MicaZ motes connected to a
remains the most challenging issue. Both IEEE 802.15.4 aﬁ(antral server. Its goal is to allow users to evaluate WSN

its recent amendment IEEE 802.15.4a [1] standards all@RPlications without manually re-programming and redeploy-

dynamic channel allocation and use of multiple channefdd the nodes into the physical environment. Emulab [11] is

available at their physical layers but their MAC protocols ar@ "eMotely accessible mobile and wireless sensor testbed. It
designed only for single channel. Also, sensor's transceivéfa P& used to study network topologies, mobility effects on
such as CC2420 used by current WSN hardware (MlCAfrotocols, test algorithms, and mobile applications. So, motes
TelosB, and CMU FireFly), provide multiple channels ana're deployed in mobile robots and users can create experiments

as shown in [2] and [3], channel switch latency of CC2426“0“9h a web interface and schedule events to control the
transceiver is short (just aboR60s ). So this gives the possi- robots movement. The goal of such category of WSNSs testbeds

bility to simultaneous use of multi-channels, greatly increasirly © @llow @ large community of users (with different research

data throughput goals) to share access to the testbed platform. So, resource are
The idea of muI-ti-channeI MAC protocols is not new in thahared between users and it can not be available any time also

wireless network research community. Recently some I\/lAt@sting environment is not manageable which. Such testebeds

layer multi-channel protocols have been proposed to impro%e useful for gen_eral WSNS tests by not for a speci ¢ WSNS_
tests. For a speci c tests, in [12], the authors proposed their

This paper has been accepted for publication in the proceedings of W&N/N testbed for the performance evaluation of link quality
Workshop that had been held in conjunction with NTMS 2011. estimators. In [7] and [8], the proposed WSNs tesbeds targeted



multi-channel WSN MAC protocols, to test respectively aan refer to [16]. We focus in this paper to the second tier
multi-radio multi-channel MAC protocol and a mono-radimr the PAN. So, we consider a set of PANs organized on
multi-channel MAC protocol. In this paper, we propose a WSKNexagonal cells to facilitate the spectrum resource allocation.
testbed to test the validity of our mono-radio multi-time slotEach PAN is composed by one coordinator and a set of
multi-channel MAC protocol (PMCMTP). router angor source nodes. A source node can act as a BSN
Our paper makes the following main contributions: coordinator or a simple node. To provide time guarantee to
- First, we implemented the PMCMTP in the nesC [13jleliver data frames, beacon-enabled mode is used. The format
programming language for MicaZ [14] motes with TinyOSef the superframe is de ned by the PAN Coordinator. The

2.X. [15] superframe, corresponding to the Beacon Intel(&l ), is
- Second, we deployed a WSN testbed to ensure the expdgined by the time between two consecutive beacons, and
mental validation of the proposed protocol, includes an active period and, optionally, a following inactive

The rest of the paper is organized as follows: In Section Beriod. The active period, corresponding to the Superframe
we present the system model. Section 4 gives an overviewdration(SD), is divided into 16 equally sized time slots, dur-
the PMCMTP protocol. Section 5 gives a brief overview oihg which data transmission is allowed. For a global network
the implementation of the PMCMTP on the MicaZ motes. Inf N. PANs, each PAN coordinator is characterized by its
Section 6, we validate and demonstrate the effective operatguperframe duratiohnP AN; = (SD;;Bli)g1 i n, as shown

of the PMCMTP and evaluate its performance by analyzing Figure 2. We de neBl n; andSDpmin as respectively the

and commenting some experimental results. major cycle (the least common multiple of all PABg$ ) and
i the elementary active cycle (the least common denominator of
. SYSTEM MODEL all PANs SD).

We have proposed in [16] the WHSN (Wireless Hospital
Sensor Network) for an application in hospital (medical mon- IV. PMCMTP FOR IR UWB SENSOR NETWORKS
itoring of patients and management of doctors). The WHSN In [17], we have proposed a channel allocation scheme to
is a three-tiered network, using UWB sensors in the rst anstatically assign one control channel to each PAN to support
second network levels and WiFi technology for the third tieghe control traf c and dynamically share the set of available
(See Figure 1). The different network tiers are as follows: data channels between active PANS to support data trafc.
1) First tier or the BSN (Body Sensor Network): a star netthe detailed description of the proposed channels (Control
work composed of one coordinator and a set of biosens@gd data channels) sharing between PANs is out of the scope
that ensure physiological measurements and the medigithis paper, so for more details, one can refer to [17]. So,
monitoring of patient. let us assume that each PAN permanently dispose a control

2) Second tier or the PAN (Personal Area Network): ghannel to ensure control trafc and a variable set of data
hexagona| cell of sensors organized in a full mes(Fh&ﬂﬂG'S to ensure data traf c. In this section, we focus on
topology including one PAN's coordinator, several mobiléhe detail of the PMCMTP [4] for logical channels and time
BSNs coordinators (one coordinator per BSN) and sevefdpts allocation inside each active PAN. Similar to [18], a key
routers. concept in PMCMTP is the elementary active cycle, which

3) Third tier or the Cellular Mesh WiFi Network: based oris composed by two consecutive active periods, the rst for
UWB/Wi technologies, is chosen to the third level tosynchronization and collection of resource requests, and the
have nally a three-tier hierarchical cellular network.  second for the Request Scheduling AlgorithRSA) process,

the reception of the second beacon and the allowable data
communications (See Figure 3).

Inside each PAN, according to the PMCMTP, the PAN
coordinator collects all the resource allocation requests of
its sources nodes. Then, according to the available spectrum
resource, it tries to allocate available time slots per available
channel of frequencies in response to the collected requests.
Finally, concerned sensors can start their data communication.
The principle of PMCMTP is based on the three following
phases:

1) Synchronization and Request Transmissibr@nsmission
requests phase must precede each PAN's data communi-
cation active period. This phase is divided into two sub-
steps :

Fig. 1. Network architecture (i) the rst step consists in PAN synchronization: by
listening to the beacon frame, PAN members adjust their
The detailed description of the global network architecture wake-up clocks,
is out of the scope of this paper, so for more details, one (ii) the second step consists in collecting all transmission



2)

3)

requests from PAN's members. This step represents a
set of equal short time slots, during which, the PAN
coordinator is listening to the requests of PAN's member.
So, just following the reception of the rst beacon frame,
each PAN's member waits for its own time slot in order to
send its request packets. During this phase, the allocated
control channel is used.

Channels/time slots allocation According to theRSA
algorithm, after reception of all transmission requests, the
PAN coordinator tries to schedule them according to their
assigned priority. Once the list of requests is scheduled,
the PAN coordinator tries to launch the phase of time
slots and channels allocation. For each request, it tries to
nd the earliest available time slots per channel to assign
it to the suitable request. At the end of the process of
time slots and channels allocation, the PAN coordinator
registers a trace of the requests not served in its queue
in order to analyze them during the next cycle. Then,
it inserts into the next beacon frame the necessary in-
formation (Request identi er, index of allocated channel,
index of the rst allocated time slot, number of allocated V- 'MPLEMENTATION OF PMCMTP IN NESC/TINYOS2X
time slots, address of the request's sender and of ow

Fig. 4. PMCMTP process during an elementary active cycle

Communication protocols and techniques are often tested

destination) of the served requests. ) . . )
T . . and evaluated using simulation techniques. However, the use
Data communicationAfter listening to the second bea- - : N T
of realistic testbed setting for veri cation and evaluation in

con frame, PAN's members can have a feedback of thejr

transmission requests. Each concerned sensor s;witche%e%gicular for WSNs becomes a necessity. In this part, we focus
q ' n the PMCMTP implementation in the nesC programming

the s_wtable Char_‘”_e' at the suitable time slot and beg'%jguage for MICAz motes with TinyOS-2.x for the use in a
sending or receiving data frames during the reserve . S . e
. real-world testbed setting to justify its operation validity in a
duration. . ) .
real environment. The hardware used for the implementation
of the PMCMTP protocol is the Crossbow MICAz motes,
operating in the 2.4 GHz ISM band. The MIB510 [19]
programming board was used to program the motes. The
PMCMTP's implementation is composed of two components
CoordiatorC andDeviceC respectively implemented at the

coordinator and device motes and an interfRddCMTP .

A. Component CoordinatorC

The componentoordinatorCimplements, for the coordina-
tor mote, the MAC layer functions that will interact with upper
and lower layers. This component ensures all tasks supported
Fig. 2. Network con guration by the coordinator including the synchronization, the data
sending, the reception of data awd resource requests and all
the treatment concerning the PMCMTP process. According to
iy 2 the Figure 5 illustrating the graph of the coordinator compo-
vl nent, this component is implemented as a set of component
p modules written in nesC language. These components are
,\ \ connected to each other using adequate interfaces.

« ~
Resource Request Data Transmission phase
phase

\ Firstbeacon “ Second beacon

Time s\ot x Resource reguest Time s\ot E Data transmission

Fig. 3. An elementary active cycle

Figure 4 gives an example of a network using PMCMTP
whose detail will be explained in the next section. Fig. 5. Coordinator - Component Graph



B. Component DeviceC

The componenbeviceCimplements, for the device motes,
the MAC layer functions that will interact with upper and
lower layers. This component ensures all tasks supported by
a device including the synchronization with the coordinator,
the data andbr resource requests sending and the reception
of data. According to the Figure 6 illustrating the graph
of the Device component, this component is wired to other
components of TinyOS library via the adequate interfaces.

Fig. 6. Device - Component Graph

C. Interface PMCMTP

The interface PMCMTP de nes required commands and
hardware events to ensure the best execution of the RSA
algorithm process. Given that th€oordinatorC uses and
provides the interface PMCMTP it implements both hardware
events and commands.

VI. VALIDATION OF PMCMTP OPERATION

A WSN testbed consists of a set of sensor nodes deployed
in a controlled environment. It is designed to support ex-
perimental research in a real-world setting. It provides to
researchers a way to test their protocols, algorithms, network
issues and applications. For the testbed, a Sensor Network
Analyzer SNA, consisting of a Jennic [20] mote, as hardware,
and a laptop installing the SNA software is used. The SNA
can be congured to scan a set of channel of frequencies
by selecting the channels on which we want to perform the
scan and its time duration. The functionality of channels scan,
shows details of all devices detected using at least one of the
selected channels over a speci ed period of time. For more
details about devices and activity on a speci c channel, we
can select the channel on which we want to capture traf c.
Two scenarios are driven to test the PMCMTP operation.

1) Test of the multi-channel access feasibility for a PAN
composed by 5 mote§he scenario used to test the feasibility
of PMCMTP operation is the following:

The network is composed of one PAN coordinator and

four devices as shown in Figure 7.

The channelN 26 is allocated for control traf ¢ (e.qg.,

network synchronization and resource requests sending

and reception).

The channelsN 11 andN 15 are allocated for data

communication traf c.

During the Request Transmission phase:

— For the rst time slot, Device (0x0001) sends, over
channelN 26, to the coordinator a resource request to
communicate with Device (0x0002),

— For the third time slot, Device (0x0003) sends, over
channelN 26, to the coordinator a resource request to
communicate with Device (0x0004).

Fig. 7. Network organization for the rst scenario

Experimental results

Channels scan: We have launched a channel scan opera-
tion with a list of three channel®N( 11,N 15 andN 26)

and for a duration of 1 sec per channel. According to
Table | and Figure 8, we note that effectively:

TABLE |
SUMMERY OF THE RESULT OF CHANNELS SCAN

[ Scanned Channel§ PANid [ id of source device]

0x0000
26 0x0022 0x0001
0x0003
11 0x0022 0x0001
15 0x0022 0x0003

The channelN 26 is used by the coordinator to send

beacon frames and by devices (0x0001 and 0x0003)

to send their resource requests (See Figure 8(a)). The
channelN 11 is used by device (0x0001) to send data
frames (Figure 8(b)). The channél 15 is used by device

(0x0003) to send data frames (Figure 8(c));

Packet timeline: By analyzing the scan of the control

channel (i.e., channel R6) over time, we can verify

the control part of the PMCMTP process. According

to Figure 9, we note that, using the chanri¢l 26,

periodically:

— the PAN coordinator sends the rst beacon to synchro-
nize its network,

— the source nodes according to thalr, if they want,
they can send a resource request to their coordinator
to reserve resource (temporal and spectral resource
according to demanded and available resource),

— just before the end of the resource transmission phase,
the PAN coordinator launches the RSA process to
allocate resource in response to collected resource
requests,

— at the end of the resource transmission phase, the
PAN coordinator sends the second beacon including
the necessary information of served resource requests.



communicate with Device (0x0004) of PAN1 (resp.
of PAN2).

Experimental results

(a) Scan of Control chann® 26

(b) Scan of Data chann®&l 11

(c) Scan of Data chann& 15

Fig. 8. Scan of channeld 26, 11 and 15

Fig. 9. Packet timeline over channgl 26

Compared to Figure 4, illustrating the principle of the
PMCMTP operation, these results con rm the correct op-
eration of the synchronization, the resource transmission
phase and the data communication phase of the PMCMTP
inside a PAN.

2) Test of the multi-channel access feasibility for two

PANs of 5 motes eachTo generalize the test of PM-

CMTP operation validity for more than one PAN, we

have used the following scenario:

— The network is composed of two PANs, and each is
composed of one coordinator and four devices.

— The channelsN 23 and N 26 are respectively al-
located to PAN1 (id=0x11) and PAN2 (id=0x22) to
ensure control traf c.

— The set of channelsl 11 andN 17 and the set of
channelsN 14 and 20 are respectively allocated to
PAN1 and PAN2 to ensure data communication traf c.

— During the Request Transmission phase:

For the rst time slot, Device (0x0001) of PAN1
(resp. of PAN2) sends, over channél 23 (resp.

N 26), to its PAN coordinator a resource request to
communicate with Device (0x0002) of PAN1 (resp.
of PAN2),

For the third time slot, Device (0x0003) of PAN1
(resp. of PAN2) sends, over channél 23 (resp.

N 26), to its PAN coordinator a resource request to

Channel scan: We have launched a channel scan operation
over six channelsN 11,N 14,N 17,N 20,N 23 and

N 26) and for a duration of 1 sec per channel.

According to the Table Il, Figure 10, Figure 11 and
Figure 12, we note that effectively:

TABLE I
SUMMERY OF THE RESULT OF CHANNELS SCAN

[ Scanned Channel§ PANid | id of source device]

0x0000
23 0x0011 0x0001
0x0003
11 0x0011 0x0001
17 0x0011 0x0003
0x0000
26 0x0022 0x0001
0x0003
14 0x0022 0x0001
20 0x0022 0x0003

(a) Scan of data channdl 11

(b) Scan of data chann&l 17

Fig. 10. Scan of data channé¥é 11 and 17

(a) Scan of data channdl 14

(b) Scan of data chann&l 20

Fig. 11. Scan of data channdis 14 and 20

For PAN1 with PANid equals to 0x0011:

The channeN 23 is used by the coordinator (0x0000) to
send beacon frames and by devices (0x0001 and 0x0003)
to send their resource requests. The chahhell is used

by device (0x0001) to send data frames. The channel
N 17 is used by device (0x0003) to send data frames;
For PAN with PANid equals to 0x0022:

The channeN 26 is used by the coordinator (0x0000) to
send beacon frames and by devices (0x0001 and 0x0003)
to send their resource requests. The chahhel4 is used

by device (0x0001) to send data frames. The channel
N 20 is used by device (0x0003) to send data frames;
Packet timeline: As done previously, we have analyzed
the scan of the control channels of each PAN (i.e.,
channel N23 for PAN1 and channel N26 for PAN2)
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CMTP operation, these results con rm the correct operatid@f] hitp://www.jennic.com/
of the PMCMTP inside both PAN1 and PAN2.

VIl. CONCLUSION

In this paper, we have presented the implementation details
of the PMCMTP multi-channel multi-time slots MAC protocol
in nesC/TinyOS environment for the Crosshow MICAz motes.
Two scenarios with respectively one PAN of ve motes and
two PANs with ve motes each one, were used to test, validate
and demonstrate the effective operation of the proposed MAC
protocol. This set of experiments shows the feasibility of the
Multi-channel multi-time slots access mechanism, proving that
it can be used in real environments. However, the evaluation
of the performance of the PMCMTP, via a realistic testbed
setting, remains very encouraged that we will tackle in next
work.
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