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Abstract

In this paper we consider one-dimensional partial differential equations of parabolic type
involving a divergence form operator with a discontinuous coefficient and a transmission
compatibility condition. We prove existence and uniqueness result by stochastic methods
which also allow us to develop a low complexity Monte Carlo numerical resolution method.
We get accurate pointwise estimates for the derivatives of the solution from which we get
sharp convergence rate estimates for our stochastic numerical method.

1 Introduction

Given a finite time horizon T and a positive matrix-valued function a(x) which is smooth except
at the interface surfaces between subdomains of R?, consider the parabolic diffraction problem

yult, z) — %div(a(x)V)u(t, 2) = 0 for all (t,2) € (0,T] x RY,
u(0,x) = f(x) for all x € RY, (1)

Compatibility transmission conditions along the interfaces surfaces.

Suppose that %div(a(m)V) is a strongly elliptic operator. Existence and uniqueness of contin-
uous solutions with possibly discontinuous derivatives along the surfaces hold true: see, e.g.
Ladyzenskaya et al. [12, chap.III, sec.13]. Our first objective is to provide a probabilistic inter-
pretation of the solutions which allows us to get pointwise estimates for partial derivatives of
the solution u(t,z). These estimates, which are interesting in their own, allow us to complete
our second objective, that is, to develop an efficient stochastic numerical approximation method
of this solution and to get sharp convergence rate estimates.

*AMS Classifications. Primary:60H10, 65U05; Secondary: 65C05, 60J30, 60E07, 65R20.
Keywords: Stochastic Differential Equations; Divergence Form Operators; Euler discretization scheme; Monte
Carlo methods.



For reasons which we will describe soon, in this paper we complete our program when
d = 1 only. Thus our results are first steps to address various applications where divergence
form operators with a discontinuous coefficient arise and stochastic simulations are used: for
example, the numerical resolution of solute transport equation in Geophysics (see, e.g., Salomon
et al. [25] and references therein), the numerical resolution of the Poisson-Boltzmann equation
in Molecular Dynamics (see, e.g., Bossy et al. [5] and references therein); another motivation
comes from Neurosciences, more precisely from an algorithm of identification of the magnetic
permittivity around the brain (see [6, 7]). This algorithm actually solves an inverse problem: it
consists in an iterative procedure aimed to compute the permittivity such that the solution of
a Maxwell equation parametered by this permittivity fits with a good accuracy measurements
obtained by sensors located on the patient’s brain; this Maxwell equation depends on the
values taken at the locations of the sensors by the solution of a Poisson equation involving a
divergence form operator with discontinuous coefficients. Monte Carlo methods allow one to
obtain this small set of values without solving the Poisson equation in its whole domain, which
may significantly reduce the CPU time at each step of the iterative procedure.

Whatever is the dimension d, the theory of Dirichlet forms allows one to construct Markov
processes whose generators in suitable Sobolev spaces are %div(a(m)V) (see, e.g., the monog-
raphy by Fukushima et al. [11]). However such a process constructed this way is expressed as
the sum of a martingale and an abstract additive functional with finite quadratic variation;
equivalently, it satisfies a Lyons-Zheng decomposition which involves its natural time reverse
filtration and the logarithmic derivative of the (unknown) fundamental solution of (1) (see, e.g.,
Roskosz [23] for details). It thus seems difficult both to derive from these Markov processes,
either poinwise estimates on partial derivatives of the function u(t, x), or to develop an efficient
stochastic numerical resolution method for (1).

In the particular case of piecewise constant functions a(x), stochastic representations of
u(t,z) can be obtained by transformations of Brownian motions and of the geometry of the
transmission surfaces: see Bossy et al. [5].

For more general discontinuous functions a but in the one dimensional case d = 1, one
can prove that $0,(a(x)d,) is the generator of the stochastic process solution of a stochastic
differential equation (SDE) involving its own local time: see, e.g., Bass and Chen [2], Etoré [8],
Lejay [14], Martinez [16]. This new description is the starting point for recent numerical studies:
Lejay and Martinez [15] and Etoré [8, 9] proposed simulation methods for this solution based on
approximations of a(z) and random walks simulations, and they analyzed the convergence rates
of these methods. Here we propose a simpler numerical method and we interpret the strong
solution to (1) in terms of the exact process.

To simplify the presentation, we now suppose that the function a(z) is discontinuous at
point 0 only. See the section 8 for the case where a(x) has a finite number of discontinuities.

Thus, let a(z) = (o(z))? be a real function on R which is right continuous at point 0 and
differentiable on R — {0} with a bounded derivative. Consider the one-dimensional stochastic
differential equation with weighted local time

dX; = o(X)dB; + o(Xy)o (Xp)dt + W

dL{(X). (2)
Here LY(X) is the right-sided local time corresponding to the sign function defined as sgn(x) := 1
for > 0 and sgn(x) := —1 for x < 0 (for properties of local times, see, e.g., Meyer [18]) and
o’ is the left derivative of o. Under conditions weaker than those of theorem 3.3 below, the
equation (2) has a unique weak solution which is a strong Markov process : see Le Gall [13].
For all real number zy we thus may consider a probability space (€2, F,P*?), a one-dimensional

standard Brownian motion (By,t > 0) on this space, and a solution X := (X;) to (2) satisfying



Xo = xp, P*® — a.s. However, even simpler than Lyons—Zheng decompositions, this Markov
process is not easy to simulate because of the difficulty to numerically approximate the local
time process (LY(X)). This leads us to apply a transformation which removes the local time of X
(as Le Gall [13] did it to construct a solution to (2); Lejay [14] also used this transformation). We
thus get a new stochastic differential equation without local time which can easily be discretized
by the standard Euler scheme. As the transformation is one-to-one and its inverse is explicit,
one then readily deduces an approximation X of X. Choosing X( = X we then approximate
u(t, rg) by E® f(X,), the latter being computed by Monte Carlo simulations of X.

Our results are two-fold. First, we use probabilistic techniques to show that, for a wide class
of functions f, the solution of the PDE (1) with d = 1 can be represented as

u(t, xg) := E*° f(Xy), (3)

and to get pointwise estimates for partial derivatives of this solution. Second, owing to these
estimates, we prove a sharp convergence rate estimate for E*° f(X,) to u(t, z¢). This convergence
rate is unknown in the literature because the SDE obtained by removing the local time has
discontinuous coeflicients: whereas the convergence rates of discretizations of SDEs are well
established when the coefficients are smooth (see a review in [27]) our estimates open the
understanding of the discretization of SDEs with discontinuous coefficients. To our knowledge,
the only results in that direction are due to Yan [28] who proves weak convergence of the Euler
scheme for general SDEs with discontinuous coefficients but does not precise convergence rates.

The paper is organized as follows. In section 2 we construct our transformed Euler discretiza-
tion scheme for the SDE (2). In section 3, we state our main results. Our first results concern
our stochastic representation of u(¢, x) and pointwise estimates for its partial derivatives. They
are respectively proven in sections (4) and (5). Our next results describe the convergence rate of
our transformed Euler scheme: we distinguish the case where the initial function is flat around
the discontinuity point 0 and the general case where this assumption is no longer true. The
corresponding proofs are in sections (6) and (7). We discuss possible extensions of our results
in section (8). In Appendix we remind technical results that we use in our proofs, namely, a
representation of the density of the first passage time at 0 of an elliptic diffusion, and a recent
estimate from [4] for the expected number of visits in small balls of It6 processes observed at
discrete times.

Notation.

For all left continuous function g we denote either by g_(x) or by g(z—) the left limit of g at
point . When g is right continous, we denote either by g4 (z) or by g(x+) the right limit of g
at point x.

We denote by C,f (R) the set of all bounded continuous functions with bounded continuous
derivatives up to order .

In all the paper, for all integers 0 < ¢ < oo and 1 < p < co we denote the LP(R) norm of
the function g by ||g||, and we set

¢
lgllep =" 10gllp, (4)
=0

where i g is the i-th derivative of g.

The positive real numbers denoted by C may vary from line to line; they only depend on the
functions f and o, the point xg, and the time horizon T'. This means that, in particular, C' does
not depend on the discretization step h, of the Euler scheme and the smoothing parameter §



introduced in section 7. In addition, the quantifiers will make it clear when C' does not depend
on the function f.
The expectation E*° refers to the probability measure P*© under which Xy = Xy = x¢ a.s.

2 Our transformed Euler scheme

Suppose that a(0+) —a(0—) is strictly positive. Using the symmetric local time L as in [13] the
equation (2) writes
a(0+) —a(0-) =

L (X)7

dX; = o(X)dB; + o(Xy)o' (Xy)dt + a(0+) + a(0—) !

so that the hypotheses of theorem 2.3 in [13] are well satisfied since

1 < G0n—a0) g

(0+)+a(0-)
Therefore Girsanov’s theorem implies that the stochastic differential equation (2) has a unique
weak solution. To construct a practical discretization scheme for this SDE we use a transfor-
mation which removes the local time. Set

. 2a(0-) —_ 2a(04)
B+ 1= s@ryraoy 24 A= = Tiyray (5)
Denote by 3 the piecewise linear function 8 with slope 84+ on R4 and slope S— on R_, and by
B~ is inverse map:

ﬁ(l’) = (57H:Jc§o + B+Hm>o) and ﬁ_l(m) = gi_ﬂxgo + ﬁﬂx>o~ (6)
Set also
5(z) =00 B Hz) (Bli<o + Bileso) s (7)
and ~
b(z) =00 B (z)o" o B (z) (B-ls<o + Bilaso) - (8)

Adapting in an obvious way the calculation in Le Gall [13, p.60] we apply It6—Tanaka’s formula
(see, e.g., Revuz and Yor [22, Chap.VI]) to S(X;). The process Y := ((X) satisfies the SDE
with discontinuous coefficients:

t t
Yi= 8060 + [ ovis.+ [ Bvias 9)

Remark 2.1. The above function 3 is not the single possible choice to get a stochastic differ-
ential equation without local time. One can as well choose any linear by parts function G such

that
a(0+) — a(0—)

2a(0+)

For additional comments in this direction, see Etoré [8].

3" (dx) = =2 8o (d).

Now denote by h,, the step-size of the discretization, that is, h, := % For all 0 < k < n set
t :=k hy. Let (Y,) be the Euler approximation of (V;) defined by Y; = 3(Xo) and, for all
<<,

X N

Y, = + 5’(Ytz)]1?%¢0(3t — Bip) + 5(?1%)]1?;%7&0@ —ty). (10)

o
>3

We then define our approximation of (X;) by the transformed Euler scheme

N

X, =p1(Y;), 0<t<T (11)



3 Main Results

3.1 A probabilistic interpretation of the one-dimensional PDE (1)

Suppose that a(x) is smooth everywhere except along smooth discontinuity hypersurfaces S;.
As stated in Ladyzenskaja et al. [12, chap.III, thm.13.1] !, there exists a unique solution u(t, x)
to (1) with compatibility transmission conditions belonging to the space V21’1/ 2([O,T] x R9)
(we refer to [12] for the definition of this Banach space); this solution is continuous, twice
continuously differentiable in space and once continuously differentiable in time on (0,77 X
(Rd - Ule)

For the sake of completeness and because of its importance in our analysis, we will prove this
existence and uniqueness theorem in the one-dimensional case by using stochastic arguments
essentially; this approach allows us to get the precise pointwise estimates on partial derivatives
of u(t, z) which are necessary to get sharp convergence rate estimates for our transformed Euler
scheme.

From now on we limit ourselves to the case d = 1 and we restrict the set of discontinuity
points of a(x) = (o(x))? to {0} (extensions are discussed in section 8). We rewrite (1) and its
transmission condition as

du(t,z) — 30x(a(z)0yu(t,z)) = 0, (t,z) € (0,T] x (R — {0}),
u(t,04+) = u(t,0—), t € [0, 7],

(12)
U(O,{L‘) = f(x)v r €R,
a(0+)0,u(t,04+) = a(0—)u(t,0—), t € [0,T]. (*)
Theorem 3.1. Suppose
IN>0, A>0, 0<A<a(x) = (o(x)* <A< +oo for all x € R. (13)

Suppose also that the function o is of class C3(R — {0}) and is left and right continuous at
point 0. Suppose finally that the first derivative of the function o has finite left and right limits
at 0. Let (X;) be the solution to (2). Let the bounded function f be in the set

W? .= {g € CZ(R—{0}), ¢ € L2 (R) N L*(R) fori=1,2,
a(0+)g'(0+) = a(0-)g'(0-)} . (14)

Then the function
u(t,z) :=E*f(Xy), (t,z) €[0,T] X R,

is the unique function in C;’Q([O, T|x(R—{0})) and continuous on [0, T] xR which satisfies (12).

Remark 3.2. To prove the compatibility transmission condition (x) and to get uniqueness of
the solution to (12), it seems easy to adapt the standard proof of the stochastic representations
of solutions v(t,x) of parabolic equations with smooth coefficients (see, e.g., Friedman [10])
which relies on the application of I1té’s formula to v(t, X;). Here, as the first space derivative of
u(t, x) is discontinuous for all t, one would rather need to apply a formula of Ité—Tanaka type.
However the classical Ito—Tanaka’s formula cannot be extended to functions which depend on
time and space: see, e.g., Protter and San Martin [24]. To circumvent this difficulty we will
use a trick due to Kurtz used in Peskir [21].

In this reference the PDE is posed in a bounded domain but, under our hypothesis below on the initial
condition f, the result can easily be extended to PDEs posed in the whole Euclidian space.



3.2 Smoothness properties in L'(R) of the transition semigroup of (X;)

The next theorem, which will be proven in section 5, is interesting in its own right from a PDE
point of view since it provides accurate pointwise estimates on the derivatives of the solution
to (12) when a(z) is discontinuous. To the best of our knowledge, these estimates are new
because they are expressed in terms of || f’||,,1 norms for reasons which will be clear when we
derive the theorem 3.5 below from the theorem 3.4.

Theorem 3.3. (i) Under the hypotheses on the function o made in theorem 3.1 the probability
distribution of Xy under P* has a density ¢~ (x,t,y) which satisfies:

3C >0, Vz € R, ¥t >0, Leb-a-e. y € R — {0}, ¢~ (x,t,y) < (15)

N

and

30> 0, Vo € R Ve (0.7), ¥f € LUR). fult,o) = ETA(X) < A (16)

(if) Suppose in addition that the function o is of class Ci(R — {0}) and that its three first
derivatives have finite left and right limits at 0. Set

Wh = {g € CHR—{0}), ¢@ € L2R)NL'(R) fori=1,...,4,
a(0+)g'(0+) = a(0-)g'(0—) and a(0+)(Lg)'(0+) = a(0-)(Lg)'(0-)}, (17)

where

Lg(z) :=o(x)o’ (2)0.g9_(x) + %a(w)@igcg(x)]lx#. (18)

Then, for all j =0,1,2 andi=1,...,4 such that 25 +1i < 4,
1o
Vit

where y =1if2j+i=1o0r 2 andy =3 if2j+i= 3 or 4, and | - |51 is defined as
in (4).

3C >0, Vz € R, Vi e (0,T)], Vf e W, |3 8u(t,z)] < —|

¥,1s (19)

3.3 Convergence rate of our transformed Euler scheme

Our next theorem states that the discretization error of the transformed Euler scheme is of
order 1 /nl/ 2= forall 0 < e < % when the function f belongs to W*. It improves the results
announced in [17]. The precise description in the right-hand side of (20), and the use of the
L'(R) norms of the derivatives of f, is necessary to prove the theorem 3.5 below.

Theorem 3.4. Under the hypotheses made on the function o in theorem 3.3-(ii), there exists
a positive number C such that, for all initial condition f in W*, all parameter 0 < € < %, alln
large enough, and all zg in R,

[E™ f(X7) = E™ f(X7)| < Clf N1ahl ™2 + Clf v/ b + Clfllsahy ™ (20)

We now relax the condition that the functions f and Lf satisfy the transmission conditions
in the definition (17) of W*.



Theorem 3.5. Let f: R+— R be in the space
W= {g e CHR — {0}), ¢@ € L2R)NL'(R) fori=1,...,4, } . (21)

Under the hypotheses on the function o made in theorem 3.3-(ii), there exists a positive number
C (depending on f) such that, for all 0 < e < %, all n large enough, and all x¢ in R,

[E™ f(Xr) — E f(X7)| < Ohy/*™. (22)

Remark 3.6. When the coefficient a(x) is smooth, the convergence rate of the classical Euler
scheme is of order 1/n and the discretization error can even be expanded in terms of powers
of 1/n: for a survey, see, e.q., Talay [27]. Here the coefficients b and & are discontinuous; this
explains that we are not able to prove better convergence rates as 1/n1/2_6, Notice also that our
Euler scheme (X;) converges weakly to (X;) since (Yy) converges weakly to (Y;): see Yan [28].

Remark 3.7. One cannot let € tend to 0 in (20) and (22) in spite of the fact that the constants
C do not depend on €. A more precise statement would be that the absolute value of the error

is bounded by Cﬁ, where ¢ is a function which, as n tends to infinity, tends to infinity more

slowly than any power of n.

Theorems 3.4 and 3.5 are proven is sections 6 and 7 respectively.

4 Proof of Theorem 3.1

In the calculations below we will use several times the two following observations.
First, for all function g of class C}(R — {0}) having a second derivative in the sense of the
distributions which is a Radon measure and satisfying the transmission condition

a(0+)g'(0+) = a(0-)g'(0-),
the It6-Tanaka formula applied to g(X;) and the definition (18) of £ lead to

t
Ve e R, Vt >0, E*g(X;) = g(z) + / E*Lg(Xs)ds. (23)
0

Second, let o*(x) be an arbitrary Cj(R) extension of the function o(x)l,~, which satisfies,
for a™(x) := (oF(2))?,
0<A<a"(r) <A< +ooforalzeR.

Denote by (X;") the unique strong solution to
dX;" = o (X" )dB, + o (X;") (o) (X;")dt.
Let 79(X) be the first passage time of the process (X;) at point 0:
70(X) :==inf{s >0 : X, =0}.

Notice that 70(X) = 70(X ™). Let 7% (s) be the density under P* of 79(X)AT (see Appendix A.1).
For all function ¢ such that E|¢(X;)| is finite we have, for all z > 0,

E*¢(Xy) =B [p(X0)Lr, 5] +E [$(X0) 7<)
t
= B [p(X 5] + /O EOp(Xo)r (s)ds
t
=E*¢(X;") — E* [¢(Xt+)]1{70<t}} +/O E%(Xs)rg(t — s)ds

t t
—ETH(X;) - /0 EOG(X)rE (t — s)ds + /0 EOG(X)rE(t —s)ds.  (24)

7



Of course, a similar representation holds true for all x < 0 provided the introduction of a
diffusion process X~ obtained by smoothly extending o(z)l,<,.

First step: smoothness and boundedness. In this paragraph we prove that the function
u(t,x) := E*f(Xy) is in C’bl’z([(),T] X (R — {0}). In the rest of this paragraph, w.l.g. we limit
ourselves to the case x > 0.

In view of the representation (24) with ¢ = f and the theorem A.1 in Appendix, we easily
deduce the continuity of u(t,z) w.r.t. ¢ and z. Notice that, in particular, the second and third
equalities in (12) are satisfied.

Next, to study the boundedness of the function 9,u(t,z), we differentiate the flow of (X;):

0, F(X})
=5 |7 e / (o Y(X)dB, + 1 / {0 4ot (X)) s )|

Integrate by parts the stochastic integral in the right-hand side; there exists a bounded contin-
uous function G such that:

0B (X)) = B | /(X expla (X)) - / G(x;)as)|. (25)
Therefore

3C >0, VO <t < T, Vo € R, |0.E*f(X;")| < Ol f]0o-
We then consider the two last terms of the right-hand side of (24). In view of (23) we are in a
position to use the lemma A.6 in Appendix with

H(s) = Ef(X]) - E*f(X,)

and Cy = C(||LF fl|oo + ||£f]|s0), Wwhere LT is the infinitesimal generator of the process (X,"),

that is,
1

£ fa) = at @) @) + 5@ (@) (@)

Therefore
3C >0, VO<t <T, Vo #0, |0,u(t,z)] < C|lf'loc + Cllf" || co-
We proceed similarly to prove that
3C >0, VO <t < T, Vo #£0, |0%,u(t,z)] < C|f lloo + CllF" lloos (26)
noticing that, from (25),
IC >0, Y0 <t <T, Vo €R, |05, E"F(X)] < Cllf'loo + CllF oo,

and that we here can apply the lemma A.6 in Appendix with o = 0.

We finally justify that d,u(t, x) has left and right limits when x tend to 0. Indeed, let (x,,),>0
a sequence of positive real number tending to 0. We deduce from (26) that (Oyu(t,zy,))n>0 is
a Cauchy sequence. Denote by M its limit. Let (Z,)n>0 be another sequence of positive real
numbers tending to 0. As

|M — Ozu(t,z,)| < |M — 0yu(t, zp)| + ClTpn — zp|,

the sequence (Oyu(t, Tn))n>0 also tends to M, which shows that d,u(t,0+) is well defined. We
similarly obtain that d,u(t,0—) is also well defined.



Second step: u(t,z) satisfies the first equality in (12). In view of (23) we have, for all
0<t<T,0<e<T—tand zin R,

t+e
u(t+e,x) —u(t,r) = E*f(Xite) —E°f(Xy) = /t E*Lf(Xs)ds. (27)

Changing ¢ into Lf in (24) shows that E*Lf(X}) is a continuous function w.r.t. ¢. Therefore
Oru(t, z) is well defined for all 0 < ¢ < T and all z in R.
In addition, we have already reminded that in [13] the process (X;) is shown to be strong
Markov. Therefore,
u(t+e,x) —u(t,r) = E%u(t, Xe) — u(t, x). (28)

Ito’s formula leads to
E*u(t, Xe) —u(t, z) = E*u(t, Xe )l >e + E*u(t, X)L < — u(t, )

= / E*Lu(t, Xs)ds L, >c — u(t, z) P (19 <€)
0

+/ EOu(t, X,)rE(e — s)ds.
0
Divide by € the left and right-hand sides and observe that, for all z # 0,

1 €
P* —a.s., lim— [ Lu(t, Xs)ds = Lu(t,x).
e\o € Jo

Applying Lebesgue’s Dominated Convergence theorem we deduce

lim E*u(t, X¢) — u(t, x)
e\.0 €

s EOu(t, X,)rg (e — s)d
= Lu(t, z) — u(t, z)rE(0) +li<1(1) Jo EPu(t, Xs)r§ (e — s) s
€ €

In view of the representation (67) of the density 7{(s) in Appendix we have 7§(0) = 0 and thus,
again applying Lebesgue’s Dominated Convergence theorem, we have, for all x # 0,

Opu(t, x) = Lu(t, x). (29)

Third step: u(t,x) satisfies the transmission condition (x). In view of of the preceding
first step, for all fixed t the second partial derivative w.r.t. x of u(t,z) is a Radon measure.
Thus we may apply the Ito-Tanaka formula to u(t, X;) for 0 < s < € and fixed time ¢. Our first
step also ensures that the resulting Brownian integrals are martingales. Therefore

EOu(t, X.)—u(t,0) = E /0 Lul(t, Xs)ds—k%(l(H_)(a(O—F)@zu(t, 0+4) —a(0—)d,u(t,0—))E°LY(X).
(30)

Observe that the equality (28) holds true for z = 0 since it only results from the Markov
property of (X;) and that, combined with (27) it leads to

t+e
Eou(t, X¢) — u(t,0) = / EOLf(X)ds.
t
Therefore we deduce from (30) that

(@(0)u(t, 04) — a(0—)u(t, 0—)) EOLO(X) = 2a(0+) < / RO L (X )ds / 6 Eoﬁu(t,Xs)ds> .
t 0



Since Lf and Lu(t,-) are bounded functions, the compatibility transmission condition (%) will
be proved if we show that

E°LY(X
lim inf E LX) = +o0. (31)
e\.0 €
To this end, set ®(z fo dy Observe that the condition (13) implies that & is one-to-one.
a(y

Similarly to what we did to get (23) we apply Ité-Tanaka’s formula to ®(X;) and get

B | a(0+) —a(0-) 1 I
200 = o)+ [ s S+<2a<o>a<0+> +2(a<0+) a(O)))L?(X)

:q>(x)+/0 U&S)dBS
=®(z) + B(M .

where (ﬁt) is the DDS Brownian Motion of the martingale M; := (fo 50X dBS, t> O) Next,
successively using the exercises 1.27 and 1.23 in [22, Chap.VI], one gets

L9(X) = L9 (& (2(0) + Fay)))

=i, (2 ()
=07V (04) Ly, (8)

from which )
~ 20°(0
Az ™ A
The desired result (31) follows.

Last step: uniqueness. We finally prove that u(t,z) := E*f(X};) is the unique solution
to (12) in the sense of theorem 3.1. We adapt a trick due to Kurtz used in Peskir [21, Sec.3].

As, for all real number z, z V0 = 1(z + [z|) and 2 A 0 = 1(z — |2]), It6-Tanaka’s formula
implies

1 1 1
d(X; v 0) = 5dX; + Ssen(Xi)dX; + 5dLg(X)
1
= Lx,>0dX¢ + SdL{(X),

1
d(X; A 0) = det sgn(Xt)dXt—deO()

a(0-)

2a(01) 1)

- ]IXt<0dXt -

(We remind that we use the non-symmetric local time corresponding to sgn(z) = Izso — Iz<o.)
Now, let U(t, ) be an arbitrary solution to (12). For all fixed ¢ in [0, 7] the function U(t — s, x)
is of class C; 2([0,] x R —{0}) and its partial derivatives have left and right limits when 2 tends
to 0. Thus we may apply the classical 1t6’s formula to this function and the semimartingales

10



(XsVv0) and (X5 A0). As the resulting Brownian integrals are martingales we obtain:
E*U(0,X;Vv0)=U(t,zV0)— /@ — 5, X5V 0)ds
E / DUt — 5, X5V 0) o0 0(Xs)o(Xo)ds
1 t
37 [ UG 5. T (X + B [ 00— 5,04)4L9(X).
0
Similarly,
E*U(0,X; AN0) =U(t,z NO) — /Gt — 5, XsN0)ds
E* / .U (t — 5, Xy A 0) Lo 0(Xs)o' (X.)ds
0

t
Ex/ D2 Ut —s,Xs) Ix, <o a(X,)ds
0

We finally use that U(t,z) = U(t,z vV 0)+U(t,x A0) — U(¢,0) and U(0,z) = f(x). In view of
the first equality in (12) it comes:

=) ge /t AU (t — 5,0—)dLY(X).
0

E°f(Xy) =U(t,z) + E® /Ot(a(O—i—)(‘)xU(t —5,04) — a(0-)0,U(t — 5,0—))dL2(X).

2a(0+)

It now remains to use that, by hypothesis, U(t, z) satisfies the transmission condition (x). That
ends the proof.

5 Proof of Theorem 3.3

5.1 Part (i): Properties of the transition semigroup of (X;)

In this subsection we closely follow a part of the proof of Aronson’s estimate (see, e.g., Bass [3,
chap.7, sec.4] and Stroock [26]). We detail the modifications of the classical calculations for the
sake of completeness.

We start with observing that, owing to the condition transmision satisfied by fonctions in
W2, integrating by parts leads to

¥ € G, [ oo) L) do = [ $(a) ala) (@) do (32)

similarly, in view of theorem 3.1, P, f(x) satisfies the transmission condition (%), two successive
integrations by parts lead to

Yt >0, Yo € W2, /¢ L(Pif)(x dx—/ﬁgb (Pif)(x) dz (33)
Next, setting P,f(x) := E* f(X;) we have

[P flloo = 1Peya(Pryaf)lloo = Sup,
gl1<

/ Pyjo(Pyyaf)(z) g(x)dz| .

11



An obvious approximation argument shows that all function g such that ||g|i1 < 1 can be
approximated in L!(R) norm by a sequence of functions in

Tq :={¢ € C(R)NC*®(R—{0}) with compact support, ||¢|l1 <1, a(0+)¢'(0+) = a(0—)¢'(0—)}.

Therefore

1 flloe = sup
lgll€7:

/ Pyyo(Pjaf) () g(z)da

In view of the theorem 3.1, P, f and Psg satisfy the condition transmission (x) for all 0 < s < T.
Therefore (33) implies that, for all 0 < s <t < T,

i/Pt_sf(J:) Pig(z) doe = —/,C(Pt_sf)(:c) Pyg(z) dx + /Pt_sf(:c) LPsg(x) de =0,

from which

[ Pit@) gta) do = [ @) Pigla) do

from which

I1P:flle = su | [ Pyagle) Pyat(a) da
llglleTr
< ||Pt/2fH2 sup HPt/29||2-
llglleT
It thus remains to prove:
C
HC>07 v.gel]'la VO<tST7 HPt/QQHQ < W? (34)

since a density argument and the linearity of the operator P, would then also lead to

C
1Pty2fllz < 7l £l

We observe that, in view of (32) and (13),

d
1Pl =2 [ P(o) £(Pg)(a) do < -2 [ (g (@)
As in the proof of Aronson’s estimates we apply Nash’s inequality (see, e.g., Stroock [26])
3C1 > 0, Vo € H'(R), [|9]15 < C1l|#'[13 [14l1,

where H!(R) is the Sobolev space of functions in L?(R) with derivative in the sense of the
distributions also in L?(R). It comes:

d
@HPtgHg < —2C1 M| Pgll5,

from which (34) follows.

We thus have proven (16). Notice that, by choosing f as a smooth approximation of the
indicatrix function of an open interval not including 0, the preceding inequality implies that
the probability distribution of X; under P* has a density and that this density, denoted by
¢~ (z,t,y), satisfies (15). We thus have proven the part (i) of theorem 3.3.

12



5.2 Part (ii): Estimates for time partial derivatives of u(t, )

In all this subsection, all the constants C' do not depend on the function f in W*. The calculation
is directed by the need to get bounds in terms of || - ||,,; norms of f rather than in || - || norms
of its derivatives.

Proposition 5.1. There exists C > 0 such that, for all t € (0,T],

sup [Jyu(t, z)| < *Hf I1,1- (35)
20 Vit
Proof. As above, w.l.g. we may and do consider = > 0. We start from (24) and write
u(t, ) = E*f(X;") + v(t, z), (36)
where . .
v(t,x) == _/0 Ef(X ) r&(t — s)ds —i—/o EYf(X)r&(t — s)ds. (37)
We have L s
ot = [ [ (BUF(X) L7 F(E) ) de i (s)as (3%)
and thus .
op(t,z) = /0 (E°Lf(Xs) —ELTF(X)) rfi(t — s)ds. (39)

Successively using the inequality (16) and the lemma A.5 in Appendix we obtain
|Oru(t,z)| < C (Hﬁle +££11) / =ro(t —s)ds

S (Hﬁf\h +IILf) -

We now use the following well known estimate (see, e.g., Friedman [10]): for all ¢ > 0, the
probability density ¢* +(a;, t,y) of X, under P® satisfies

vt

C _
3C >0, >0, VO<t<T, qX+(x,t,y)§%exp(—M). (40)
From the It6 formula and the preceding inequality we have

sup [O,E” f(X;)| < \|E+f||1
z€eR \[

In view of (36) we thus are in a position to obtain (35). O

As already noticed, the representation (67) of r§(s) shows that r§(0) = 0. Thus, from the
equality (23) with ¢ = Lf (remember that f belongs to W*) and the above calculations, we
may deduce

Ohatt, ) = (X + "0 (ELF(X1s) — EOL* F(XiF,) r(s)ds

= R TOG) + [ (BUL(E(K) — EOLH (L 1)) ri - s)ds.
0

We have shown the following proposition:

Proposition 5.2. There exists C > 0 such that, for all t € (0,T],

C
sup |gu(t, @)] < —= | f'lls1-
z#£0 t

13



5.3 Part (ii) (cont.): Estimates for space partial derivatives of u(t, z)

The objective of this subsection is to prove estimates for the four first spatial derivatives of
u(t,z). As in the preceding subsection, all the constants C' do not depend on the function f in

WA,
Proposition 5.3. There ezists C > 0 such that, for all t € (0,T],

C
sup |Ozu(t, z)| < —
sup |Opu(t, )] i
Proof. In this proof the various constants C' do not depend on the function f. As above w.l.g.
we consider x > 0.
In view of (25) and the Gaussian estimate (40) we have

171

1,1- (41)

C
O:E” F( X )loo < —=IIF]I1- 42
[0 B f(X{)]loo < ﬁ\lflll (42)
Therefore it suffices to prove
sup [0, v(t, 2)| < C (L7 fllx + I1£f]l) - (43)

z#0
In view of (38) this inequality results from lemma A.6 applied to the function
S
1) = [ (B0F ()~ B2 (o)) d.
noticing that, in view of (16), we may choose

Cu=C (| LT flli +ILf]l1) -

O

Corollary 5.4. There exists C > 0 such that, for all t in (0,T],

sup [0t )] < 21
Proof. Tt suffices to use duu(t,z) = Lu(t,z) for all ¢ in (0,7] and all z # 0, and to use the
estimates in propositions 5.1 and 5.3. O
Proposition 5.5. There ezists C > 0 such that, for all t € (0,T],

sup |0t 2)| < s (14)

20 Vit
Proof. Since

Du0pu(t, z) = By {;ax(a(t,x)azu(t,x))} for all z # 0,

it suffices to prove

sup 9,y (t, )] < |17 (45)

z#0 \/Z

As in the proof of proposition 5.3 we fix > 0 and start from equality (36):

u(t,z) = E*f(X;") + v(t, z).

14



Proceeding as in the proof of (42) we first get

102 00E" (X" lloo = [10:E" L7 f(X,)[loo < *Ilf I3,1-

Second, to estimate 9,0,v(t, ) we use (39) and proceed as in the proof of proposition 5.3. In
particular, we apply lemma A.6 to the function

H(s) =E"Lf(X,) —E°LTf(X]),
noticing that, in view of (16) and (23) (with g = Lf), one has

[H'(s)] <

}Q

so that we may choose Cj := C||f'[|31 and a = 3. O

As
Oopu(t,x) = Lo Lu(t,z) in (0,T] x (R —{0}),

the propositions 5.2, 5.3, 5.4 and 5.5 imply the following corollary.
Corollary 5.6. There exists C > 0 such that, for all t € (0,T],

sup ot 2)| < 711 .
6 Convergence rate of our Euler scheme (I): Proof of theo-
rem 3.4

6.1 Error decomposition

For all £ < n set
0y =T — 1.

The proof of theorem 3.4 proceeds as follows. Since u(0,z) = f(z) and w(T,z) = E* f(X7)
for all x, the discretization error at time 7" can be decomposed as follows:

e = [E™fo B~ (Yr) ~E™fo 5~ (Vr)]

@ - g, BT h) — Eou(T — 140,67 (Thy, ) (46)
and thus -
e < ZEIO{ 007 (Vi) — a0, 7 (V)
PO, 87 (Vi) = a8 (i, N
+ [EFou(ep, 57 (Vi) — E™u(0, 57 (V5))] . (47)

Let us check that the last term in the right-hand side can be satisfyingly bounded from
above. As u(0,z) = f(z) for all z, we have

Eu(0F, 47 (Viy ) — Eul(0, 87 (V)| < [u(6r, 571 (Ve ) = u(0, 87 (V)|

n—1

+ £V ) - F57 (V)|

15



Since f” is in L'(R), f’ is bounded and thus f o 37! is Lipschitz. In view of the inequality (35)
we deduce

E2u(0F, 87 (Vi ) = Eu(0, 87 (V)| < CILf 11y o (48)
The rest of this section is devoted to the analysis of
n—2
> ER(Ty — Se)|
k=0

where the time increment T}, is defined as
Ty = w8, 87 (Vi) — (61, 87 (V) (49)
and the space increment is defined as
Sy i= (b1, 87 (Vi ) — w01, 87 (V). (50)

In all the calculation below, we use the following notations: given some real number r(n)
depending on n, and two positive numbers p and v,

hy

_ hy, /
r(n) = Qi ((tﬁ)“) means 3C' >0, Vn > 1, VO <k <mn, |r(n)| < C(tﬁ)“ N f s (51)
and
hy th/L /
= n > <k< < .
r(n) = Qs (UZ)“) means 3C >0, Vn > 1, VO < k < n, |r(n)| < C(t}g’)“ IFRIER! (52)

We briefly sketch our methodology to study the convergence rate of our Euler scheme.
We then distinguish two cases. On the one hand, when ??2 and Y?ZH are simultaneously

positive or negative, we use a Taylor expansion of u(t} 1 -) around ( 27??2) and then apply
accurate estimates of the derivatives of u(t,z) for ¢ in (0,7] and = # 0. On the other hand, we
combine two tricks: first, we prove that 7?2 and ?:ZH have opposite signs with small probability
when ??Z is large enough; second, when ??Z is small, we explicit the expansion of u(t} 1 )
around 0 and use the theorem 3.1; these two calculations allow us to cancel the lower order
term in the expansion. We emphasize that using the transmission condition (x) is natural: it
results from the construction of the approximation scheme by means of the function 3~ whose
derivatives are discontinuous at 0.

We again emphasize that the estimate (20) is made necessary to prepare the proof of theo-
rem 3.5 which relies on approximations of functions f in W by sequences of functions in W*.

In all the sequel x( is arbitrarily fixed.

6.2 A preliminary estimate on our Euler scheme

Lemma 6.1. Under P*, for all k > 1, the random wvariable ?ZC has a density WZ w.T.t.
Lebesgue’s measure. The function ﬁ?z belongs to C*°(R). In addition, there exist Cx,(n) > 0 and
Ai(n) > 0 such that

—B(x0))>
Py (y) < Cr(n) exp (— 5280 (53)
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Proof. To prove existence and smoothness of the density ﬁ?z, we aim to apply the classical
lemma 2.1.5 in Nualart [19]. Denote by Fiin (dy) the law of Y?k. Conditionnally to the past up

to time ¢,_1, the law of 7;; is Gaussian. Therefore, for all integer «, there exists Cy(n) > 0

such that
| / ()] < Calm)|8ll

for all test function ¢ in C*°(R) with compact support. Inequality (53) is deduced by induction.
O

The preceding lemma implies that, for all j = 0,1,2 and 7 = 1,...,4 such that 2j +1i < 4,
for all k € {1,...,n}, the random variable w +— 8/0%Lu (T — ¢}, 371 (Y?k) (w)) is well-defined
for P*0 almost every w. In particular, we have for all k € {1,...,n},

E™0pu (T —t, 87 (Y1) —E™Lu (T —t3, 87" (Y;)) = 0. (54)

6.3 Estimate for the time increment 7T}

Remember the definition (49) of T}, and that 6} =T —t}!. We have
(a0 07 (Vi) — O 57 (Vi) Iy
= hpOyu(0), 1, ﬂfl(?&))]l??z>0 + h2 /[071]2 ﬁiu(eﬁﬂ + aranhy,, B~ (Ytn))al dadas ]IY >0
= T," + R}
Similarly,

(a0 07 (Vi) — Ot 57 (Vi) Iy,

= hn (0741, 5 (Vi )y, o + hi/ Opu(Bisy + araghy, 671 (Yin)ar dardas Tyr, <o
k

[0,1)2
=T, +R.
In view of theorem 3.3 we have
E™|R] + Ry | < 9” = || /'ll3,1 B
V k41
From the preceding we deduce
—n B2
E*T), = E‘”Oatu(GQH,ﬂ’l(Ytz))h + Q3 <\/m> . (55)
6.4 Expansion of the space increment 5
Let Sk be defined as in (50). Set
Agp1B = By | — By,
AV = 5(Vip) D B+ (Vi ),
A X" = 0(X i) Aka B + 00l (X ) hn.
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We emphasize that, due to the dlssymmetry of the definition 5! A 1 X X" does not coincide
with X, e, p¢ tp when X o, and X, tn have opposite signs, Wthh explains the two notations
A and AF. However the definitions (8) and (10) imply

AprY" ApaY"
By H[?:z >0] + B H[?:LZ <o] T AIerl‘X (56)

We need to introduce the four following events:

Qt =Y >0and Yy >0,
k k+1
Q.- Y <0andY,. <0,
4 [ﬂtz’“ Jf“ =0 (57)
Qk [Ytg >0 and Ytn ]7
le—i_ [??n < 0 and Ytn ]
In view of the definition of the function S~! in section 2 we have
On Q:+’ ﬁ I(Ytz+1) = EYtZ+1 = ﬁ I(Ytz) + EAk.;'_lY .
Therefore
_ Ak—‘—li/ (Ak+1?n)2 9
Skﬂnﬁ —T u(0f s, 7Yy )) Q+++2Wam: u(@p1: Y )) ot
1 (ApY)? " p—
+ E(ETaif”u(Qk-i-hﬂ 1(Yt2)) ]IQ;:+
Ny Y —n o
( kY ) / Oru(O) 1, B (Vin) + crasasaalgp1Y )arasas doy ... dag L+
(5+) [0,1]4 k k
L S AR AR AR
Similarly,
AkJrl?n 1(AppY")? n oalom
Sl = = g 0sulOn 57 (Vi) L~ + 57— gy Ol 87 (Vi) L
LAY
+ 6(&3)833@0(9“1, /8 ( )) 0"
Np Y . .
+ (1521)4)/[ . 3§4u(92+17ﬂ*1(Ytg) + ooz Ng1Y ) ajaeas dag ... day ]19;7
- 0,1

=S, 4+ S, 4S8, P4 S

We now use that QT UQ, ~ = Q— (97 UQ, ") and notice that Q) UQ, " belongs to
the o-field generated by (B;) up to time ;! ;. In view of (56) we get

ER (S 4 577 = B [00” 0 87 (Vi) 000, 57 (V)]
]EIO [A]ﬁc—‘rl 8xu(0£+1aﬁ_1(7?n)) HQ+_UQ_+:| .

Proceeding similarly and expliciting the conditional expectation of (Ai 4_1771)2 w.r.t. the past
of (By) up to time ¢}, we obtain

E®0 (542 4+ §-72) = Exo [aoﬁ Y ?Z)aiz (071, 81, ))} hn
§E$O [(AnkJrl X202 ub), 671 (Vi) Hng—un,ﬁ} ,
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and, since E* (A 1B)3 =0,
EP(S 0+ 5,70 = EIO [a ofp” (7?2)00/ ° 5_1(7?2)8531‘(92“, 5_1(?:%))] h,

- EExO [(ALI X" su(Of ., 6~ (Yt")) Q**u();*} +Qs (\/Zii> '

k+1

In addition, in view of theorem 3.3 we have
Ch?
Vi

To summarize the calculations of this subsection, we have obtained

Ex0|51j+4+5k__4| < —=||f'lls.1-

E* Sy = E™ Lu(6i1, 57 (Vi) hn
L e [( Sk = D1 X )0su(Of 1, 87 Vi) Toruo+
(A]ﬁg-i,-l )2a§mu(92+1’ 5_1(?:%)) H.Q;"_Uﬂk_"'
%(ALI )2 0%su(b)1, 87 (Vi) Hn,jurz,j}

+Qs < jgf)
=: E" Lu(0}, 1,8 Ly ))h +E"™Ry + Q3 (

\/9,:1?) . (58)

We now estimate the remaining term E*0Ry.

6.5 Estimate for E*R,: localization around 0

Arbitrarily fix 0 < e < % We aim to show

Chl 2¢ Ch3/2(1 €)
VO VO
To get this precise estimate we need to use the transmission condition (%) in equation (12).

This explains that we localize on the event where ??Z is close to 0. We start with checking that
we may neglect the complementary event.

Define I'(y) by

|Ex0'Rk| <

— | 1P [T, | < Ri2] + Vil < hif]. (59)

Observe that
Of " = [0< Vi <hl/*“and Vi | < —hi/>| U0 < Vi <AY*and — Y2 <V} <0
U [772 > hY/27¢ and Agyy B < r(?’fz)} .

Notice that
[P0 [?Z:L > h711/2*6 and A 1B < P(?:LE)} < Cexp(—%n*e)’

and, similarly,

po [o <Vip <hYand Vi | < —h}ﬂﬂ < Cexp(—in™).
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We proceed analogously on the event Q,;f This leads us to limit ourselves to consider the
events
—x Sl 1/2— 1/2—e - 7

OF = [0 <Vip <hY*Cand —nlFe <V < o}
and

O = [—h;ﬂ—f <V <0and 0< Yy < h}/?—f] .
Notice that, on these events, the equality (56) implies that |Ak+1Xn| < C’h}/%6
view of the estimates (19) one has

. Therefore, in

Ch172e
<

~ Vi

E% [(A 1 X2 0%,u(0) 1, 87 (Vi) L —-ugy +]

17 B (V7] < Y]

and
CR¥20-9

<z
JRRVL

DR [(Aiﬂin)gaiw(egﬂv e (??g)) Hn,j**u(z,j*}

1l P V3] < /2]

Therefore, to show (59) it suffices to show

B [(Si — £ X (0157 (Vi) Lo |
Ch1—25

\/ i

6.6 Proof of (60): expansion around 0

17l [[73] < h/2e] (60)

On the event Q) ~* we have that ??Z-H and 7?2 are close to 0. On this event, we also have that

??24—1 is negative and ?Z; is positive, so that ﬁ_l(??ﬁﬂ) = ﬂ%??h and B~1(Y, ) = 5+Y
As u(t, ) is continuous at point 0, we get
B0 [(8 = A% X 0u(0] 1, 57 (V))) ]Im y
1 z0 [on n zo [V n
= 5B (Vi a0 1,0-) e | — EE VD0 1,04) Ty |
— B [A], X 0u(0) 1, 04) T
+ E™ (B~ (Yt;; ))2/ 03110(9&1,041042&’1(?% ))ar daidas
+1 [0’1]2 k+1
(7 (V) /[0 OO 0107 (V) donden
A’;+1ﬂ t" / 9k+1?a16 (ﬁ )) qu) HQZ-—*:| .

The absolute value of the last expectation in the right-hand side can be bounded from above
by

Hf [1,1P*° [‘Ytn‘ < h1/2 6} 4P [‘Yt” | < h1/2 e]

\/9? \/Q,L—Hf 1

since

on O, [87N(T T )|+ 187 (Y| < ChlY2 .

k41
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In addition,in view of (56) the sum of the three first terms in the right-hand side reduces to

xo | 1 n 1 n
E*o |:Yt;cL+1 ]I“Ql;ki* <5axu(9k+1,0—) - maxu(9k+1,0+)>:| N

so that now are in a position to use the transmission condition (x) in equation (12). Remem-
bering the definition (5) of G4 and S_ we deduce that the preceding expression is null.

We may proceed similarly as above on the event Q,;Jr*. We thus have proven (60), which
ends the proof of (59).

6.7 Summing up

Gather the expansions (55) and (58). Use the equality (54) and the inequalities (59), (48). It
comes:

n—2 1—2¢
& < X0 S B [V | < b2

15 P [V ] < htf2~]

To deduce (20) it now remains to apply the theorem A.9 in Appendix to the It6 process (Y} ).

7 Convergence rate of our transformed Euler scheme (II): Proof
of theorem 3.5

7.1 Approximation procedure for functions f in W

We have not been able to extend the estimates in theorem 3.3 to all functions f in W. We
thus approximate f in W by functions fs5 in W*. This approximation will be studied in the
L*(R)-norm for a reason explained in remark 7.1 below.

Let f be in W. For all 0 < 6 < 1 define the approximating function f5 in W* as follows:

fila) = f(a) for @ € (~o0,~29),
fs(xz) = f(0) for x € (—4,4],
fs(x) = f(z) for z € (26, +00),
and
féi)(— 26) = f(i)(_za), 1=1,...,4,
fs(=6) = fé( ) f(0),

F(=0) =190y =0, i=1,... .4,
F0(20) = F0(26), i=1,....4.

In addition, for all z in [d, 20] set

fs(@) := f(0) + (F(26) — f(0)) po (T)+6f”(25)p1(%5)
+ 62 F2(20)ps (552) + 03 F 3 (20)ps (252) + 0 F WV (20)pa (252),
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and, for all z in [—20, —0],

fs(@) := f(0) + (f(=20) — f(0))po (—%52) — 6 M) (—=20)p; (—2%2)
+ 0% D (=20)py (—252) — 6% B (—26)ps (—552) + 6% f D (—20)ps (—2L2)

where the polynomial functions (p;)o<j<4 are defined on [0, 1] and are solutions of the following
interpolation problem:

p(0)=0 fori=0,...,4,
pg-z)(l) =gy fori=0,...,4,

where €;; denotes the Kronecker symbol. Easy calculations lead to

y 4(1 —y)'dy
po(x) := = 702° — 3152° + 54027 — 42025 + 1262°,
fo —y)idy
pi(z) == 25(1 x)(35x — 12022 4 140z — 56),
p2(z) == 32°(1 — x)*(152® — 35z + 21),
p3() = §z°(1 — 2)*(5z - 6),
pa(x) = ia:‘r’(l z)?.

i — i o+ - —
HPE-) (5> 21 (i5,28)) + Hpg') (—5) L1 (j—26,—5)) < CO' 7,

one has

(If = fsllv = [255 1 £ () = £(0) + F(0) — f5(y)ldy < C82,

If' = £}l < C,

nﬂ—ﬁmsa (61)
[V %h<0

I7@ -1V < &,

where the constant C' here depends on f.

Remark 7.1. Our final error estimates highly depend on the fact that the family (fs) ap-
prozimates f at a good rate in L'(R) norm. This explains that || f||1 is involved in these error
estimates. When the error estimates are expressed in terms of || f||cc o7 || f|l2(r) the convergence
rates are lower than those obtained here: see the section 8 below for additional comments.

7.2 Error analysis
The function f now belonging to W, we consider the function f5 as in subsection 7.1. We have
e’ = [E® f(X7) —E™ [(X7)]
< B f(Xr) — E™ f5(Xr)| + [E™ f5(X71) — E™ f5(XT)|

+ [B7 f5(X7) — E™ f(X7)|
< 1(8) + I(5) + I3(3).
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Estimate for I;(§). In view of the estimate (15) we have
< [ 1 = ) @ Ty

<C<5/ acg,Tyd

< 06
Estimate for I5(§). Using theorem 3.4 and the inequalities (61) we have

1(6) < C| ffll1,1hY >~ + Ol fillaV B + C|| f 13,005
1—e

h
1/2—e¢ n
< Chyf?™ + O

Notice that the constant C here depends on f because of the smoothing procedure.

Estimate for I3(5). Let x be a C>*(R) function with support in [—2, 2] such that x(y) > 1 for
all |y| <1 and x(0) = 0 for all i in {1,...,4}. Observe that y belongs to W?. The function
xs(y) := x(y/20) also is a function in W? with support in [—44,4d]. For all |y| < 24, one has
xs(y) > 1 and thus x5 > I[_,5.5). As, in addition,

C C
IXsllia < 5 and [xsllan < o5
the theorem 3.4 and the inequality (15) lead to
PO X7 < 28] < E™x5(X7)
< [E%xs (X7) — E™xs(X7)| + E™xs(X7)
46
< ORIl + VAl + ORIl + [ xso)a (eo. 7o)y
h711/2 € hl €
< Tl
<O+ 0 fllx\loo
Thus 1—
_ hl—e
I3(8) < C 6 P*[| X} < 28] < ChY?~  + - + C§2.
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Global estimate. Gathering the preceding estimates we obtain

1—e
ex < Chl/* €+Chg + 092

Choose ¢ of the type hY. The optimal value for ais a = i. The desired result follows.

8 Extensions and conclusion

Some extensions of our results can readily be obtained.

In the case where a(x) has a finite number of discontinuities, one can split the real line into
intervals whose boundary points are the discontinuity points of a(x) and introduce transmission
conditions at each of these points. One can also construct an explicit transformation § removing

23



the local time of (X}) at these discontinuity points. Thus one can readily extend our transformed
Fuler Scheme. All the results in section 3 still hold true provided straightforward modifications
in the calculations made in section 6.

Now consider the equation

o(t,z) — Lo(t,z) — b(:n)%v(t,x) =0 for all (¢,z) € (0,7] x R,

v(0,z) = f(x) for all z € R, (62)

Compatibility transmission conditions at the discontinuity points of a(x).

If the bounded function b is smooth enough (e.g. b is in Cf(R)), one can represent the solution
of (62) by means of a SDE similar to (2) except that the drift term involves b(X}), a new
modified Euler scheme can easily be constructed, and all our results remain true.
Another easy extension concerns the norm of f used in the convergence rate estimates.
Under the hypothesis of theorem 3.4 (that is, the initial function f belongs to WW*) one can
prove that there exists a positive number C' (depending on f) such that

B0 £ (Xr) - B £ (X))
< @ (BN o+ BY 1 e+ BN o) + OVl F e (63)

When one wants to use directly (63) to study the case where f is not in W* (f belongs to W,
say), it appears that the approximation procedure in section 7.1 leads to bounds which explode
more rapidly than ours in terms of the smoothing parameter §:

where C' now depends on the L%°(R) norms || f®||s (0 <i < 4) of f. Choose 6 of the type h2.
For a = 1/4 the right-hand side becomes

—n hl
e <C <5+ SP™ [|X77| < 26] + hl/27¢ 2
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l+1/2—e
e’ < chs 4

Of course, one also gets error estimates in terms of L>(R — I) norms and L'(I) norms of f,
where [ is a suitably chosen interval around 0.

Other issues to address in the future are: first, to extend to the multi-dimensional case
our probabilistic interpretation of parabolic diffraction problems in terms of Markov processes
which can easily be simulated, and to prove that the transition densities of these processes
satisfy Aronson’s estimates; second, to construct a Euler type scheme whose simulation has a
weak complexity and to extend our error analysis to a multidimensional setting, that is, when
the divergence form operator writes

1
L:= idiv [a(z)V],
and the matrix valued function a(z) is discontinuous along hypersurfaces. This program is
easy to realize when the discontinuity hypersurfaces reduce to hyperplanes. In more general

situations, one possible direction is to extend the work done in Bossy et al. [5] on the Poisson-
Boltzmann equation with piecewise constant function a(x).
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A Appendix

A.1 First passage times of elliptic diffusions

In this section we gather properties of first passage time densities of one dimensional uniformly
elliptic diffusion processes. These properties were applied above to the density 7§ (s) of the first
passage time before time 7" at point 0 of the process (X;) (see subsection 4).

Let v and p be smooth real valued functions such that, for all real number Zj, there exists
a unique real valued solution (Z;):>o to the SDE

Zy = Zo + /Ot 1(Zs)ds + /Otv(Zs)st- (64)

Suppose also that v is bounded from below by a strictly positive constant.
Let 79 be the first passage time of the process Z at point 0:

70(Z) :=1inf{s >0 : Z; = 0}.

Our first objective is to explicit the density of 79(Z). To this end we introduce the Lamperti
transform S of the process Z, that is,

S(z) = /O R (65)

7(2)
Set S‘l( =
_ Ho Z I q—
Q(Z) - ’YOS_l(Z) - 5’7 OS 1(Z)

It0’s formula shows that
t
S(Zt) = S(Zo) +/ Q(S(Zs))ds + By.
0

5(90))

We need some more material and notation. For z < 0 let (R, be a Bessel(3) process

R i (=8(a) + WO+ (W (e, (66)
where (Wt(l), Wt@), Wt(?’)) is a three dimensional Brownian motion. Set

9(2) = Q'(2) + Q*(2),

1 [ .
exp{—2/ g(e—gsR 0 )d@}] .
0 5—0

Finally, let (Bg(s,T,&),s < 6 < T) be a standard Brownian bridge connecting the time-space
points (s,0) and (7, &), that is,

U(s,z) :=E

0 — 60—
® + B@—s - ZBT—s-

Po(s,T,€) = & T
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Set

pol5,€) = [exp <; / Tg(ﬁo(s,T,E))dH)] |

1 zZ
p(S,Z) - \/%GXP <_%> y
+o00
DT — s,2) = exp(—H(x) / exp(H(E))pols, E)p(T — s, ),

— ? __ R
Vo P (-5):

Theorem A.1 (Pauwels [20]). Suppose that there exists k € N such that p is of class C{f“(R)
and v is of class Cf”(R). Suppose also

IA>0, Vz eR, vy(z) > A

LetT > 0 and x < 0. UnderP* the first passage time of (Z;) at point 0 before time T', 70(Z) AT,
has a smooth density r¥(s) which is of class C¥((0,T] x (—00,0)) and satisfies

ro(s) = W(s, 5(x))p(T — 5, 5(x))r(s, S(x)). (67)

Corollary A.2. For x > 0 consider the diffusion

t
~8(2) = ~5() ~ | QS(Z)ds + B
0
The formula analogous to (67) is obtained by everywhere changing S(z) into —S(x) and Q(z)
into —Q(—z).
Below we need the following (crude) estimates on the function ¥ and its derivatives:

Proposition A.3. Under the hypotheses of theorem A.1 with k > 2, there exists C > 0 such
that, for all 0 < s <T and all z < 0,

|U(s,z)| < C,

10, (s, )| + |92, ¥ (s, z)| < C,
’88\1/(8533” S C(l + |£CD,
|02, 0(s,2)| < C(1+ |z|).

Proof. For the sake of completeness we sketch here the easy proof.

The first inequality results from the boundedness of g.

The second inequality results from the boundedness of g and ¢’ and the following estimates
derived from (66):

& + W]

<1
\/@ + w2 L (w @2 4 (w®)2

)

|8a:Rf‘ =

26



and

02 RE| (W2 + ()2 - 1
(w+ W02+ (W22 4+ (W32 = [y @ 1 ).
from which o
E*|02,Rf| < —
0. RE <

To obtain the third inequality we use the change of variable v = 5%99 to get

U(s,z) = E [exp {—; /Ooog (—ﬁR;w) (Sj:)m}] .

It then remains to differentiate w.r.t. s and to observe that ER* < C(|z| + /7).
Similar arguments lead to the last inequality. The shortest way seems to differentiate w.r.t.
the expression just obtained ds¥(s, x), keeping in mind that |0, Rf| < 1. O

Concerning the function p, we have the following result:

Proposition A.4. Under the hypotheses of theorem A.1 with k > 2, there exists C > 0 such
that, for all 0 < s < T and all z in R,

p(T = s, )| < Cexp(Clal),
02p(T — s,2)| +|02,p(T — s,2)| < Cexp(Clal),
|0sp(T — s,2)| +05:p(T — 5,2)| < Cexp(Clal).

Proof. The two first inequalities result from the boundedness of the function @ and its first
derivative. Let us now turn to the proof of the last inequality. We have

+o00o
90l — 5,)| = \ | e 24(6) 1) sl (T 5,1

— 00

+oo
+ [ exp (34(6) ~ M) ol (T — s, smg‘

—00

+oo
< Cexp(—H(x)) / exp(H(E)(T — s,€)de

+oo
+ gon(-Ha)| [ esp(UOn(s 9T - 5. ).
Integrating by parts two times the last integral w.r.t. £ leads to
|05p(T — s,x)| < Cexp(Clzl).
The same arguments lead to

|02:0(T = 5,2)| < Cexp(Clal).

We are now in a position to prove the lemmas A.5 and A.6 that we used in section 5.3.

Lemma A.5. Under the hypotheses of theorem A.1 with k > 2, for all 0 < a < 1 there exists
C > 0 such that

S C
VO<t<T, Vr#0, /Osaro(t—s,x)dsgta. (68)
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Proof. In view of the definition of the Lamperti transform S and the estimates for ¥ and p in
propositions A.3 and A.4, it suffices to prove

t
Ve>0, 3C >0, J ::/ exz(acx)ﬁ(t —s,x)ds < tga (69)
0

From the definition of k, we see that

IQ xT SC2
exp(cz)k(t — s,x) < exp(cz)exp <_4(t75)> o) exp (—m)

< Cexp(cz)exp (—%) %5_3)3 eXp (_4(%))

X 2

<O o i)

Consequently, in order to prove (69), it suffices to obtain

tq T c

$2
N 0 5% 2m(t — s)3 P <_4(t*3)) ds < o

t/21 1
0 S

I(t) -

Q

Notice that

I(

N[+

t—s Tt
In addition, as k(s, x) is the density of the first passage time of x by a Brownian motion starting
at 0 at time O,

x x

o C ot 22 Cc [i? 22
I(t) - I(5) < o /t/2 7\/@ exp(—rt_s))ds = t‘"/o —\/;3 exp(—%;)ds
C 0/: T
t—aIP’ (inf{s > 0; Wy = ﬁ} <t).

IN

We thus have proven (69). O

Lemma A.6. There exists C > 0 such that, for all 0 < o < 1, and all function H bounded on
[0,T], continuously differentiable on (0,T], satisfying H(0) =0 and

|H'(s)] < % for all s € (0,17,

it holds

t
vt € (0,77, ¥z £ 0, ax/ FE(t— 8)H(s)ds
0

gCHé(lJrl).

and

t
vt € (0,T], Ya #0, agx/ ro(t — s)H(s)ds
0

Proof. W.l.g. we again suppose x < 0.
We use the theorem A.1 to represent the density 7§ and observe that

2

1 T
Opk(t — s,2) = 205 [27T(t—s) exp <_2(t—s)

>] = 20sp(t — s, 7).
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Therefore, in view of the definition of ¥ and p in theorem A.1 we have 2
to ¢
&E/ rg 1(m)(t — s)H(s)ds = 0, [/ U(t—s,z)p(T —t+s,x)k(t —s,x)H(s)ds
0 0
t
= / Op[Y(t —s,z)p(T —t+ s,2z)|k(t —s,x)H(s)ds
0
t
+ 2/ U(t—s,z)p(T —t+s,z)H(s)0sp(t — s,z)ds
t
= / Op[Y(t — s,z)p(T —t+ s,z)|k(t —s,x)H(s)ds
0
72
— 7\I/(t x)p(T —t,z)H(0) exp (—)

—2/ Os[¥(t — s,x)p(T —t +s,x)H(s)]p(t — s,x)ds
=: A1 + Ay + As.

As H(0) = 0 we have As = 0.
Now, in view of the estimates for ¥ and p in propositions A.3 and A.4, we have, for all ¢ in
(0,T) and s in (0,¢),

We deduce from inequality (69) that, for some possibly new constant C ,
|A)| < Cy C.

Similarly,
1
105 [V(t — s,2)p(T —t+ s,2)H(s)]| < Cgexp(C|z]) <C’ + sa> .
As for some positive constants C and e,
exp(Clx| — ))<C’exp( ﬁ) forallz€e Rand 0 <s <t <T,
we deduce that for some possibly new constant C,
exp(C|x|) ( 1 > ( z? >
As| < Cqg C’/ + exp| ———— ) ds
| As| NoEn) T
< Cpyg C.

We now turn to the bound for |92, fg rg(t — s)H(s)ds‘. From the above we have

agx/o s ””(t—s)H(s)ds:/O P2t — 5, 2)p(T — t + s, 2)]K(t — 5, 2) H(s)ds
_2/ 0u0u[W(t — 5, 2)p(T — t + 5, 2)H(s)lp(t — 5, v)ds
0

+2/0 O[Tt — ,2)p(T — t + 5, 2) H(s)K(t — 5,2)ds.

2The inequality below for |9,[¥(t — s, 2)p(T — t + s, x)]| justifies our derivations under the integral sign.
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It then remains to proceed as we did it to bound A3 from above, noticing that (69) implies that

. .
VC >0, 3C, VO <t < T, VY #0, / exp(C|z|)|H'(s)|k(t — s,x)ds < CHC.
0

tOé

A.2 Estimate for the number of visits of small balls by the Euler scheme

In this subsection we recall a result from Bernardin et al. [4] which was essential to estimate
the remaining terms in the above error expansion.

Let (2, F, (F),P) be a filtered probability space satisfying the usual conditions. Let (W;) be
a m-dimensional standard Brownian motion on this space. Given two progressively measurable
processes (b;) and (o) taking values respectively in R? and in the space of real d x m matrices,
X, is the R? valued Ité process

t t
X, = Xo + / bads + / o sdW,. (70)
0 0

Suppose:
Hypothesis A.7. There exists a positive number K > 1 such that, P-a.s.,
YVt >0, || <K, (71)
and
1t ¢ t
V0 < s <t, KQ/ Y (s)ds S/ P(s)||osos|lds < K2/ Y (s)ds (72)
S S S
for all positive locally integrable map ¥ : Ry — Ry,

Notice that (72) is satisfied when (o¢) is a bounded continuous process.
Consider functions f satisfying the following hypotheses:

Hypothesis A.8.
1. f is positive and increasing,
2. f belongs to C1([0,T);R,),

3. f* is integrable on [0,T) for all1 < a < 2,

4. There exists 1 <v <14 mn, wheren = ﬁ, such that
T T — 1+n
/0 f2”—1(s)f’(s)(8§) ds < +0oo. (73)

1

satisfies the conditions A.8: one can choose v =1 + %I

. 1
The function ¢t — Wi

Theorem A.9. Let (X;) be as in (70). Suppose that the hypotheses A.7 and A.8 are satisfied.

Then there exists C > 0, depending only on v, K and T, such that, for all ¢ € R? and
0 < e < 1/2, there exists ho > 0 satisfying

Ny
Vh <ho, b)Y f(R)P(|| Xpn — €| < h1275) < CRV27F, (74)
k=0

where Ny, := |T/h| — 1.
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Remark A.10. In [4] the statement of the preceding theorem claims that hy depends on . In
fact the proof shows that one only needs that

1
exp(—ﬁ) < Ch3/?e,
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