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Abstract

Model checking has proven to be a useful analysis technique not only for
concurrent systems, but also for genetic regulatory networks (GRNs). Ap-
plications of model checking in systems biology have revealed that temporal
logics should be able to capture both branching-time and fairness properties
(needed for specifying multistability and oscillation properties, respectively).
At the same time, they should have a user-friendly syntax easy to employ
by non-experts. In this paper, we define Computation Tree Regular Logic
(CTRL), an extension of CTL with regular expressions and fairness operators
that attempts to match these criteria. CTRL subsumes both CTL and LTL,
and has a reduced set of temporal operators indexed by regular expressions.
We also develop a translation of CTRL into Hennessy-Milner Logic with Re-
cursion (HMLR), an equational variant of the modal p-calculus. This has
allowed us to obtain an on-the-fly model checker with diagnostic for CTRL
by directly reusing the verification technology available in the CADP toolbox.
We illustrate the application of the CTRL model checker by analyzing the
GRN controlling the carbon starvation response of Escherichia coli.
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1. Introduction

Formal verification has been mostly applied to the analysis of concurrent
systems in engineering. Recently, however, biological regulatory networks
have been recognized as special cases of concurrent systems as well, which
has opened the way for the application of formal verification technology in
the emerging field of systems biology (see [40, 72] for reviews). Genetic regu-
latory networks (GRNs) consist of genes, proteins, small molecules, and their
mutual interactions, which are involved in the control of cellular functions.
Most of these networks are large and complex, thus defying our capacity to
understand how the dynamic behaviour of the cell emerges from the struc-
ture of interactions. A large number of mathematical formalisms have been
proposed to describe GRNs (see [32] for a survey), giving rise to models that
can be mapped to Kripke structures. In the case of discrete models the
mapping is usually direct, but for continuous models appropriately chosen
discrete abstractions are required [4].

The representation of the dynamics of biological regulatory networks by
means of Kripke structures enables the application of formal verification tech-
niques to the analysis of properties of the networks. In particular, such prop-
erties can be formulated as queries in temporal logic, and verified by means
of model checking algorithms on the Kripke structures. Examples of the kind
of properties that biologists are interested in include the following:

e [s the basal glycerol production level combined with rapid closure of
Fpsl sufficient to explain an initial glycerol accumulation after osmotic
shock? [59]

e Once a cell has executed START, does it slip back into G1 phase and re-
peat START? Or rather, must it execute a FINISH to return to G17 [25]

e Does Shc phosphorylation exhibit a relative acceleration with decreas-
ing EGF concentration and show a decline over time? [74]

Several applications of model checking exist in the bioinformatics and
systems biology literature, e.g., [5, 7, 8, 12, 13, 16, 18, 21, 22, 41, 42, 76].

In our previous work [10, 12], we have developed Genetic Network Ana-
lyzer (GNA), a tool for the qualitative simulation of GRNs, and connected it
to state-of-the-art model checkers like NuSMv [27] and CADP [44].

Most of the above approaches express the properties of interest in clas-
sical temporal logics like CTL [28] and LrL [65]. The application to actual
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biological systems brought a few properties of the network dynamics to the
fore that are not easily expressed in these logics. For instance, questions
about multistability are important in the analysis of biological regulatory
networks [35, 79], but difficult (or impossible) to express in LtL. CTL is ca-
pable of dealing with branching time, important for multistability and other
properties of non-deterministic models. However, it does not do a good job
when faced with questions about cycles in a Kripke structure. Such cycles
may correspond to sustained or damped oscillations in the concentration of
molecular species, underlying cellular rhythms [25, 64]. CTL is not expres-
sive enough to specify the occurrence of oscillations of indefinite length, a
special kind of fairness property [12]. An obvious solution would be to con-
sider CTL* [36] or the propositional u-calculus [60], both of which subsume
CtL and LTL; however, these powerful branching-time logics are complex to
understand and use by non-experts. More generally, temporal logics have dif-
ficulties in expressing experimental observations, which often take the form
of patterns of events corresponding to variations of system parameters (pro-
tein concentrations, their derivatives, etc.). Observations are conveniently
and concisely formulated in terms of regular expressions, but these are not
provided by standard temporal logics such as CTL and LTL.

In this paper, we aim at providing a temporal specification language that
allows expressing properties of biological interest and strikes a suitable com-
promise between expressive power, user-friendliness, and complexity of model
checking. In order to achieve this objective, we propose a specification lan-
guage named CTRL (Computation Tree Regular Logic), which extends CTL
with regular expressions and fairness operators. CTRL is more expressive
than previous extensions of CTL with regular expressions, such as RCTL [15]
and RegCTL [19], whilst having a simpler syntax due to a different choice
of primitive temporal operators, inspired from dynamic logics like PDL [39].
CTRL also subsumes CTL, LtL, and PDL-A [77], allowing in particular the
concise expression of bistability and oscillation properties by using potential-
ity and fairness operators, respectively. The characterization of oscillations
motivated the introduction of fairness operators in CTRL at the same level
as the other temporal operators of the logic. These operators, derived from
the infinite looping operator of PDL-A, provide a more direct description of
the complex cycles underlying oscillations than the operators of other logics
equipped with fairness, such as fair CTL [38]. Although CTRL was primarily
designed for describing properties of regulatory networks in systems biology,
it also enables a succinct formulation of typical safety, liveness, and fairness



properties useful for the verification of concurrent systems in other domains.

As regards the evaluation of CTRL formulas on Kripke structures, we at-
tempt to avoid the effort of building a model checker from scratch by reusing
as much as possible existing verification technology. We adopt as verifica-
tion engine CADP [44], a state-of-the-art verification toolbox for concurrent
asynchronous systems that provides, among other functionalities, on-the-fly
model checking and diagnostic generation for p-calculus formulas on labeled
transition systems (LTss). In order to reuse this technology, we have to move
from the state-based setting (CTRL and Kripke structures) to the action-
based setting (p-calculus and Lirss). The translation from Kripke structures
to Lrss is done in the standard way [28], simply by migrating information
from states to transition labels without changing the structure of the model,
i.e., keeping the same states and transition relations. The translation from
CTRL to an action-based logic is carried out by considering as target language
HMLR [63], an alternative equational representation of the modal p-calculus.
Since HMLR is accepted as input by the EVALUATOR 3.6 [69] model checker
of CADP, the development of a translator from CTRL to HMLR results in
the immediate availability of an on-the-fly model checker equipped with full
diagnostic features (generation of examples and counterexamples).

The CTRL model checking procedure obtained in this way has a linear-
time complexity w.r.t. the size of the formula and the Kripke structure for a
significant part of the logic. This part notably subsumes PDL-A and allows
the multistability and oscillation properties to be captured. The inevitabil-
ity operator of CTRL and its infinitary version (inevitable looping) has an
exponential worst-case complexity w.r.t. the size of its regular subformula.
This complexity becomes linear, however, when the regular subformula is
“deterministic” in a way similar to finite automata. In practice, the usage
of CTRL and the model checker reveals that properties of biological interest
can be expressed and verified efficiently.

We illustrate this point by analyzing a model of the GRN involved in the
carbon starvation response of F. coli. The network consists of key global
regulators of transcription that control each other’s expression as well as
the expression of a large number of other stress response genes. We use
a qualitative model of this network in the form of nine coupled piecewise-
linear differential equations developed in GNA [71, 73]. This model has been
shown to have interesting stability and oscillation properties that are diffi-
cult to analyze by hand though, as the Kripke structures corresponding to
the model simulations consist of 10%-10'° states. We formulate increasingly
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precise CTRL queries which clearly bring out the utility of the regular ex-
pressions and fairness operators of the language. The queries are verified by
exporting the Kripke structure from GNA to CADP and invoking the CTRL
model checker.

Paper outline. Section 2 defines the syntax and semantics of CTRL and dis-
cusses its expressiveness w.r.t. existing widely-used logics. Section 3.1 de-
fines the regular equation systems (RESs), an intermediate equational form
into which CTRL formulas will be translated. Sections 3.2 and 3.3 present
the translations from CTRL to RESs and then to modal equation systems
(MEss). Section 4 describes the on-the-fly model checking procedure for
CTRL, indicates its complexity, and shows its implementation in connection
with GNA and CADP. Section 5 illustrates its application on the example
of E. coli. Section 6 provides some concluding remarks and directions for
future work. Proofs of the translation from CTRL to MESs can be found in
the supplementary material available online.

2. Syntax and semantics

2.1. Computation Tree Regular Logic

CTRL is interpreted on Kripke structures, which provide a natural formal
description of concurrent systems, including biological regulatory networks.
A Kripke structure is a tuple K = (S, P, L, T, sq), where: S is the set of
states; P is a set of atomic propositions (predicates over states); L : S — 2F
is the state labeling (each state s is associated with the atomic propositions
satisfied by s); 7" C S x S is the transition relation; and sy € S is the initial
state. Transitions (s1,s9) € T are also noted s; —¢ sy (the subscript 7 is
omitted if it is clear from the context). The transition relation 7" is assumed
to be total, i.e., for each state s; € S, there exists a transition s; —7 $5. A
path m = 5981 ... Sk ... is an infinite sequence of states such that s; —7 s;41
for every ¢« > 0. The ¢-th state of a path 7 is noted m;. The interval going
from the i-th state of a path 7 to the j-th state of 7 inclusively (where i < j)
is noted 7; ;. An interval m; is called prefix of m. For each state s € 5,
Path(s) denotes the set of all paths going out of s, i.e., the paths 7 such
that m9 = s. In the sequel, we assume the existence of a Kripke structure
K =(S,P,L,T, sq), on which all formulas will be interpreted.

The syntax and semantics of CTRL are defined in Figure 1. The logic
contains two kinds of entities: state formulas (noted ¢) and regular formulas



(noted p), which characterize properties of states and intervals, respectively.
State formulas are built from atomic propositions p € P by using standard
boolean operators and the EF, AF, EF>, AF* temporal operators indexed by
regular formulas p. Regular formulas are built from state formulas by using
standard regular expression operators.

SYNTAX
State formulas:

Q=D (atomic proposition)
| =@ | e1 Ve (boolean connectors)
| EF,p (potentiality)
| AF,p (inevitability)
| EFp° (potential looping)
| AF (inevitable looping)

Regular formulas:

p = (one-step interval)
| p1.p2 (concatenation)
| pilp2 (choice)
| p* (iteration 0 or more times)

SEMANTICS
State formulas:
[plx = {seS|peL(s)}
[Fele = S\ [elx

[erVee]x = [ei]x Ulp2]x
[[EFpSD]]K = {S es ‘ dr e PathK(s).Hz' > 0-770,2' ):K pPAT; € [[(,0]]]{}
[AF,olk = {seS|Vme Pathg(s).3i > 0.m; Erx pAm €[]k}
[[EFSO]]K = {S S S | dr S PathK(s).Vj Z 0.3¢ Z 0.71'0’2' ’:K p]}
[[AFSO]]K = {S es ‘ Ve PathK(s).Vj > 0.3i > 0-770,2' ':K pj}
Regular formulas:
Tij FK @ iff j=i+1AmERKe
Tij FK p1-p2 iff Ik €[i,jlmir Fr p1 AT FK p2
Tij FEK p1lp2 iff KV EK P2
TG4 ':K p* iff dk > 0.71'2'7]' ':K pk

Figure 1: Syntax and semantics of CTRL

The interpretation [¢]x of a state formula denotes the set of states of the
Kripke structure K that satisfy ¢. The interpretation of regular formulas is



defined by the satisfaction relation |=f, which indicates whether an interval
m;; of a path in a Kripke structure K satisfies a regular formula p (notation
m.; Ex p). The notation p/ (where j > 0) stands for the concatenation
p...p, where p occurs j times. The semantics of boolean operators is defined
in the standard way. A state satisfies the potentiality formula EF,p (resp.
inevitability formula AF,¢) iff some (resp. all) of its outgoing paths contain
a prefix satisfying p and lead to a state satisfying ¢. A state satisfies the
potential looping formula EF7® (resp. the inevitable looping formula AF;") iff
some (resp. all) of its outgoing paths consist of an infinite concatenation of
intervals satisfying p. An interval satisfies the one-step interval formula ¢ iff
it consists of two states, the first of which satisfies ¢. An interval satisfies the
concatenation formula p;.ps if it is the concatenation of two subintervals, the
first one satisfying p; and the second one satisfying ps. An interval satisfies
the choice formula p;|py iff it satisfies either p;, or ps. An interval satisfies
the iteration formula p* iff it is the concatenation of (0 or more) subintervals
satisfying p. By definition, an empty interval 7;; satisfies p° for any regular
formula p. A Kripke structure K satisfies a state formula ¢ (notation K | )
iff so € [¢]k-

Figure 2 shows several derived operators on states and intervals defined
in order to facilitate the specification of properties. The trajectory operator
EG,¢ and the invariance operator AG,p are defined as duals of inevitability
and potentiality operators, respectively, similarly to the their CTL counter-
parts (obtained by dropping the p formulas). They express that for some
(resp. each) path going out of a state, all of its prefixes satisfying p lead to
states satisfying ¢. The potential saturation operator EG; and the inevitable
saturation operator AG;| express that some (resp. each) path going out of a
state contains a prefix satisfying p* such that no other larger prefix satisfies
p*; in other words, only a finite number of intervals satisfying p can be con-
catenated at the beginning of the path. The empty interval operator nil is
defined as the iteration (0 or more times) of the false proposition; an interval
satisfies the formula nil iff it contains a single state. The iteration (1 or more
times) operator ‘+’ is defined in the standard way; an interval satisfies p* iff
it is the concatenation of (1 or more) intervals satisfying p.

To facilitate the manipulation of CTRL state formulas, we transform them
in positive normal form (PNF) by propagating the negations downwards,
using the rules in Figure 2, until they reach the atomic propositions p. For
convenience, we also include in the set P the negations of all propositions p,
as well as the boolean constants true and false. State formulas in PNF are



true=pV —p
false = —true
1 A\ p2 = (1 V p2)
p1 = P2 = 71 VP2 implication)
01 P2 = (1 = p2) A (P2 = ¢1) equivalence)

(true, p € P)
(
(
(
(
EG,p = -AF,—¢p Etrajectory)
(
(
(
(

false)
conjunction)

AG,p = —EF = invariance)
EG) = —AF? potential saturation)

>

(D)
T

|

J

m

o
8

inevitable saturation)

empty interval)
iteration 1 or more times)

Figure 2: Derived (boolean, temporal, and regular) operators of CTRL

thus composed of atomic propositions, disjunctions and conjunctions, and all
primitive and derived CTRL temporal operators defined in Figures 1 and 2.

2.2. Examples of temporal properties

We illustrate below the use of CTRL operators for specifying typical tem-
poral properties of biological regulatory networks. The analogy with prop-
erties of communication protocols and concurrent systems is made explicit
through the terminology of safety, liveness and fairness.

Safety properties. Informally, these properties specify that “something bad
never happens” during the functioning of the system. They can be expressed
in CTRL by identifying the sequences of states corresponding to violations of
the safe progression of execution, characterizing them using a regular formula
p, and forbidding their existence in the Kripke structure by checking the
formula AG,false. For example, the CTRL formula below states that it is
impossible to express cell cycle genes ¢g; and gs in response to an external
stress signal:
AGtme*.sigﬁ(gl|92)false

where the atomic proposition sig indicates the presence of the external signal,
and ¢g; and gy the expression of the cell cycle genes. This property can also
be specified in CTL using two nested temporal operators:

AG(sig = —E[sig U (g1 V g2)])

where AG ¢ = —E|true U —¢] is the invariance operator of CTL.
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Liveness properties. Informally, these properties specify that “something
good eventually happens” during the functioning of the system. They can
be expressed in CTRL by capturing the desirable sequences of states, char-
acterizing them using a regular formula p, and expressing their potential or
inevitable presence in the Kripke structure using the EF, and AF, opera-
tors, respectively. For instance, the CTRL formula below states that every
time a particular nutrient nut is present in the medium, it will eventually be
taken up and consumed by the cell, as witnessed by the expression of gene
Jnut coding for an appropriate transporter. This may be preceded by the
expression of one or more genes in the set G, responsible for the uptake and
consumption of other nutrients:

AGtrue* .nutAF(true* .G)* ,gnuttrue

where the atomic proposition G indicates that one or more genes in the
corresponding set are expressed. This property cannot be specified in CTL
because of the two nested * operators in the regular subformula of AF.

Fairness properties. Informally, these properties specify the progression of
certain concurrent processes in the system, which are possibly antagonistic.
In CTRL, fairness properties can be expressed by identifying the infinite
sequences of events denoting the proper progression of a certain process,
characterizing them using the EF’® operator, and requiring their presence
in the Kripke structure. The CTRL formula below captures the oscillatory
expression patterns of two genes g; and g, involved in the circadian rhythm:

EFiue<EFS°

inc_gi.true*.inc_gs.true*.dec_gi .true*.dec_gs.true*

where the atomic propositions inc_g;, dec_gq, inc_go, dec_gs indicate the in-
creasing and decreasing expression of genes g; and ¢, respectively. This
property is unexpressible in CTL because of the repeated alternation of inc_g,
and dec_g,;, but it can be stated in LTL using five temporal operators:

=G((inc_g, N —Finc_g,) V (inc_go A =Fdec_g,)
V' (dec_g; N —Fdec_g,) V (dec_gy N =Finc_g,))

CTRL was designed such that fairness operators (EF° and AF}°) are at the
same level as the other temporal operators of the logic. Compared to other
logics, such as fair CTL [38], in which fairness constraints are added as side



formulas modifying the interpretation of the temporal operators, we believe
that an explicit presence of infinite looping operators in the logic allows a
more direct and intuitive description of complex cycles (e.g., matching regular
expressions containing nested iteration operators) present in the behaviour
of genetic regulatory networks.

2.3. Ezpressiveness

CTRL is a natural extension of CTL [28], whose main temporal operators
can be described using the EF and AF operators of CTRL as follows:

Elp1 U o] = EFy: 2 Alpr U o] = AFg: o

The until operator U of CTL is not primitive in CTRL; this is a difference
w.r.t. other extensions of CTL, such as RoTL [15] and RegCTL [19], which
keep the U operator primitive as in the original logic.

CTRL also subsumes LTL [65], because the potential looping operator
EF> is able to capture the acceptance condition of Biichi automata. As-
suming that the atomic proposition p characterizes the accepting states in a
Biichi automaton (represented as a Kripke structure), the formula below ex-
presses the existence of an infinite sequence passing infinitely often through
an accepting state:

EF>

true*.p.truet

The + operator is necessary in order to avoid empty sequences consisting of a
single state satisfying p. Of course, the EF* operator does not allow a direct
encoding of LTL operators, but may serve as an intermediate form for LTL
model checking; in this respect, EF* is similar to the “never claims” used for
specifying properties in the early versions of the SPIN model checker [51].
Thus, CTRL subsumes both CTL and LTL. This subsumption is strict,
since these two logics are uncomparable w.r.t. their expressive power (i.e.,
each one can describe properties unexpressible in the other one) [28]. In fact,
the CTRL fragment containing the boolean connectors and the temporal op-
erators EF and EF* can be seen as a state-based variant of PDL-A [77]. It
was shown that this logic subsumes CTL*, whose operators can be encoded
(although not in a succinct way) in PDL-A by means of the translation pro-
posed first in [85] and reconsidered later in [30]. This subsumption is strict,
because PDL-A can characterize sequences that match regular expressions
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containing nested iteration operators, such as (a.b)*.c, which cannot be ex-
pressed in CTL* [37]. Since CTRL syntactically subsumes (a state-based vari-
ant of) PDL-A, it follows from the above expressiveness results that CTRL
also subsumes CTL*.

As regards other existing extensions of CTL with regular operators, CTRL
also subsumes RegCTL, whose U operator indexed by a regular formula can
be expressed using the EF operator of CTRL as follows:

Elpr U” o] = EF, ¢ o142

The & operator stands for the intersection of regular formulas; although this
operator is not present in CTRL, its occurrence above can be expanded in
terms of the regular operators available in CTRL by applying the rules below:

plpr=¢ &y (p1-p2) & ¢* = (p1 & ¢*).(p2 & ¢¥)
(p1lp2) & ™ = (p1 & ¢*)|(p2 & ©*) (1) & " = (p1 & p*)*

The subsumption of RegCTL is strict because the U operator of RegCTL
cannot describe an infinite concatenation of intervals satisfying a regular
formula p, which is specified in CTRL using the EF’® operator. In [19] it is
shown that RegCTL is more expressive than RCTL [15], the extension of CTL
with regular expressions underlying the SUGAR [14] specification language;
consequently, CTRL also subsumes RCTL.

3. Translation from CTRL to modal equation systems

Building an efficient model checker for a branching-time temporal logic
equipped with regular expressions, such as CTRL, is a complex and time-
consuming task. Here we aim at facilitating this task by reusing as much as
possible existing verification technology available in the field of concurrent
systems, namely the CADP toolbox [44]. A model checker for CTRL can
thus be obtained by translating this logic into HMLR [63], one of the input
languages accepted by CADP.

This technical section is devoted to the translation of CTRL state formulas
into modal equation systems (MESs), which are the state-based counterpart
of HMLR. Using such a translation to obtain a model checking procedure for
a temporal logic with regular constructs is not common practice, most of the
existing procedures for this kind of logics being based on automata [15, 19].
Therefore, we describe this translation in sufficient detail and we illustrate
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it with examples. Readers from the systems biology field that are not nec-
essarily interested in the technical details of temporal logic translations can
safely skip this section and go directly to Section 4, which provides an overall
view of the CTRL model checker and its application to the analysis of genetic
regulatory networks.

The translation of a CTRL state formula ¢ into a MES involves two steps:
first the formula is translated into a regular equation system (RES), and then
the RES is transformed into a MES. These two steps are purely syntactic,
i.e., they do not depend upon the Kripke structure on which the formulas
and the equation systems are interpreted. We first define the syntax and
semantics of RESs and MESs, and then we detail the two translation steps.

3.1. Regular and modal equation systems

To apply our model checking method, we need to translate CTRL state
formulas into an equational representation, which is more suitable than the
tree-like representation underlying the syntax definition in Figure 1. To
achieve this, we first need to extend the grammar of CTRL state formulas
with propositional variables X € X', which denote sets of states:

=X |p|...

Propositional variables are interpreted w.r.t. a Kripke structure K by an
environment 6 : X — 2°, which is a partial function mapping propositional
variables to state sets. The interpretation of state formulas must be extended
to handle propositional variables: [¢]x0 denotes the set of states satisfying
@ in the context of §, which must map every variable occurring in ¢ to a
state set. The interpretation of propositional variables is defined as follows:
[X]xo = 6(X). The interpretation of the other state formulas defined in
Figure 1 remains unchanged, except that an extra parameter ¢ is added to
the interpretation [ ]. The translation to MESs ensures that all occurrences
of propositional variables in state formulas are positive, i.e., they fall under
an even number of negations. This syntactic monotonicity condition was
proposed initially to ensure the well-definedness of propositional p-calculus
formulas [60].

As intermediate language for translating CTRL state formulas, we use
reqular equation systems (RESs), which are the propositional counterpart
of the PDLR (PDL with recursion) specifications introduced in [69]. The
syntax and semantics of RESs are defined in Figure 3. Equation blocks B
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are sets of fixed point equations having propositional variables X € X in the
left-hand sides and CTRL state formulas (possibly containing propositional
variables) in the right-hand sides. All equations of a block have the same
fixed point sign o € {u,v}, where p and v denote minimal and maximal
fixed points, respectively. The free and bound variables in an equation block
list are defined as follows:

fo(e) =10 bu(e) =0
fu(B.BL) = (fv(B) \ bu(BL)) U fu(BL) bv(B.BL) = bv(B)U bv(BL)
fo{Xi = pihicicn) = Uiy fo(@:) bo({X; = ¢ihicicn) = { X1, 0 X}
SYNTAX
R ::= (X,BL) (regular equation system)
BL :=¢| B.BL (equation block list)
B = {X; Z pi}1<i<n (equation block)
SEMANTICS
[(X,BL)|xk = ([BL]k)(X)
[elxd = []
[[B.BL]]K5 = [[B]]K(5 %) [[BL]]Ké) @ [[BL]]K5
[{Xi = vihicicnlkd = [(095)1/ X1, s (005)n/ Xon]
@5 (25)" — (2°)", @5(Un, ..., Un) = ([0il k(6 @ [U1/ X1, ., Un/ X)) )1<i<n

Figure 3: Syntax and semantics of regular equation systems

The set fv(p;) contains all propositional variables occurring in ;. A
block list BL is closed if fu(BL) = (). We consider that all nonempty block
lists B.BL satisfy the following conditions: bv(B) N bv(BL) = 0 (normal
form) and fu(B) C bv(B)Ubv(BL) (alternation-free). In a block list B.BL,
block B depends upon another block B" of BL if fu(B)Nbv(B') # 0, i.e., B
contains a free variable bound in B’. The alternation-free condition means
that there are no cyclic dependencies between equation blocks, and block B
depends only upon the blocks of BL, placed at his right in the list B.BL. In
a RES R = (X, BL), BL is assumed to be nonempty and closed. X is called
the main variable and must be bound in the first block of BL.

The interpretation of a RES R = (X, BL) on a Kripke structure K =
(S, P, L, T, sq) is the value of variable X as obtained by solving the block
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list BL. The interpretation [BL]x0 of a block list in the context of an
environment 0 is another environment assigning state sets to all variables
bound in BL. Since the blocks of BL depend upon each other from left to
right, the interpretation of BL can be defined inductively, by solving the
blocks from right to left. The notation 6 @ [U;/ X1, ..., U,/X,] stands for the
extension of ¢ with [U;/X,...,U,/X,], i.e., an environment identical to ¢
except for variables X7, ..., X,,, which are mapped to the state sets Uy, ..., U,,
respectively. The empty environment is noted [ |. The interpretation of
an equation block B is the environment mapping the variables bound in B
to the state sets given by the corresponding fixed point of the functional
associated to the block. When BL is closed, the § environment is omitted.
The state formulas in the right-hand sides of equations are assumed to be
syntactically monotonic, which according to Tarski’s theorem [78] ensures
the well-definedness of the functionals associated to blocks.

A modal equation system (MES) M = (X, BL) is a RES where all CTRL
temporal operators occurring in the right-hand sides of equations contain
only atomic regular formulas, i.e., without any regular operator (*.”; ¢|’, 7).
MEss are the propositional counterpart of the HMLR (HML with recursion)
specifications, proposed in [63] as an equational form of the modal p-calculus.

3.2. Translation to reqular equation systems

The translation of a CTRL state formula ¢ into a RES is defined by the
syntactic function t(p) = (tx(¢),tpr(v)) given in Figure 4. The two com-
ponents tx () and tpr () denote the main variable and the equation block
list produced by t(p), respectively. For each translation rule, X denotes
a “fresh” propositional variable, different from all the other variables con-
tained in ¢ and in t(¢). The notation BLj; BLs indicates the concatenation
of two equation block lists BL;, BLy and is defined inductively as follows:
€;BLy = BLs, and (B.BLy); BLy = B.(BLy; BLs).

For simplicity, in the translation of propositional constants we omitted
the empty block list, i.e., we wrote {X £ p} instead of {X £ ple. If ¢
is closed, then the block list produced by the translation is also closed, i.e.,
bu(tpr(p)) = (. The translation given in Figure 4 preserves the interpreta-
tion of formulas, as stated by the proposition below.

Proposition 1 (Translation from CTRL to RESs). Let K be a Kripke
structure and ¢ a state formula of CTRL. Then:

[eld = [t(p)] 0
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for any propositional environment ¢.

t(p) = (X, {X £p})
t(p1 V) = (X, {X Etx(p1) Vix(o2)}-(tpr(e1)iteL(e2)))
t(p1 A o) = (X, {X Etx(p1) Atx(02)}.(taL(e1)itaL(e2)))
t(EF,p) = (X, {X £ EF tx(9)}-tnLp))
t(AF,0) = (X, {X £ AFtx(¢)}-ta(v))
t(EGpp) = (X, {X = EG,tx(¢)}-tnL(¥))
t(AG,p) = (X, {X = AG,tx(¢)}-teL(9))
t(EF>®) = (X, {X = EF,X})
t(AF®) = (X, {X = AF,X})
t(EG,)) = (X, {X £ EG,X})
t(AG,) = (X, {X £ AG,X})

Figure 4: Translation of CTRL state formulas into RESs

To illustrate the translation of CTRL formulas into RESs, we consider the
bistability property [80, 35], which specifies that after an initial state, two
different equilibrium states can be potentially reached. This branching-time
property can be expressed in CTRL as follows:

AGtrue*.imt (EFtrue* eqll A\ EFtrue* eql2)

where the atomic propositions init, eql;, and eql, denote the initial state and
the two equilibrium states, respectively. By applying the translation defined
in Figure 4 to this formula, we obtain the RES below:

<X, {X = AGtrue*.im’tY}-{Y é Zl AN Zg}.
{Zl £ EFtrue*Ul}-{Ul A 6(][1}.{22 £ EFtrue*U2}-{U2 £ eql2}.5>

The ;" operator produced by translating EF e« eql; AEF e eqly was expanded
in terms of the ‘.” operator using the definition of ‘;’.

The size (number of variables and operators) of the RES () produced
by the translation is linear in the size (number of operators) of the formula
©, because every rule in Figure 4 creates, for each operator present in ¢, one
block containing a single equation with one operator in its right-hand side.
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For simplicity, the translation of a state formula ¢ given in Figure 4
does not take care of the state subformulas ¢/ that may occur inside the
regular formulas p. However, these subformulas must also be translated
into RESs in order to be evaluated on a Kripke structure K by the model
checking procedure. This is done by applying the translation recursively
on every subformula v of a regular formula p, yielding an additional RES
t(v) = (tx(¥),tpr(¢¥)). In practice, the block list ¢z () of each additional
RES t(¢) is concatenated to the block list 5. () of the RES ¢(y), and the
main variable ¢y (1) replaces the occurrence of the corresponding subformula
1, as illustrated by the formula EF (AG,,.p)* @, Whose translation yields the RES
(X AX £EFy-Z} {Z £ (3 {Y £ AGue- U} {U = p} ).

However, in order to simplify notations, we can exploit the fact that the
REss produced by translating the subformulas ¢ are closed, and hence their
main variables can be evaluated independently from the RES t(y). This
allows to safely replace each subformula v by a “fresh” atomic proposition
Py, Whose interpretation on K is obtained by evaluating the main variable
tx(1) of the RES t(¢). On the example above, the RES becomes (X, {X £
EF,..Z}.{Z £ ¢}.€), where r has the same interpretation as the variable Y of
the additional RES (Y, {Y = AGuue-U}.{U = p}.c). Therefore, in the sequel
we will restrict ourselves to RESs in which the regular formulas occurring in
the right-hand sides of equations are built only upon atomic propositions.

3.3. Translation to modal equation systems

Let B = {X; < ¢;}1<i<n be an equation block. An equation block {X,, &
Un,Yj = ibncjem is suitable for the substitution of equation X, = ¢, if
fo(ihn) U U;n:n.u fo(;) = fo(pn) and U?:l folpi) N {Yni1, ., Yo} = 0. The
notation {X; = 0 h<icn[Xn = @n = X, = Uy, Y; - Y, }n<j<m| TEpresents
the syntactic substitution of the equation X,, = ¢, by the equations {X, =
Vn,Y; = ¥i}ncjcm in B. This definition of substitution, which allows to
replace only the last equation of a block, is general enough: since all equations
of a block have the same fixed point sign, their order does not influence the
values of the variables defined in the block, and therefore any equation of the
block can be substituted by bringing it in the last position.

The translation of a RES equation block into a corresponding MES equa-
tion block is performed by repeatedly applying various transformations, most
of them being substitutions of equations.
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3.3.1. Operators EF, and AG,

In order to translate the equation blocks of the form {X £ EF,Y} and
{X = AG ,Y '} into MESs, we eliminate the regular expressions p by repeatedly
applying appropriate substitutions. Each equation containing an EF, or AG,
operator in its right-hand side is substituted with a suitable equation block
containing simpler regular formulas, as defined in Figure 5 (Z and U are
“fresh” propositional variables). The application of any substitution given
in Figure 5 preserves the interpretation of equation blocks, as stated by the
proposition below.

| EqQuaTION | SUBSTITUTION BLOCK |
X £EF,, ,,Y | {X£EF, 2 7 £EF,Y}

X £EF,,,Y | {XE£2ZVUZEEF,Y,UEEF,Y}

X£EF,Y |{XEYvVvZ7ZELEF,X}

X Z£AG,, Y | {X ZAG,, Z,Z £ AG,,Y}

X ZAG,, Y | {XZ=ZAUZZAG,Y,U = AG,,Y}

XZAG,Y | {XZYANZZZAG,X}

Figure 5: Substitutions for the EF, and AG, operators

Proposition 2 (Substitution of EF and AG). Let K be a Kripke struc-
ture and By = {X; £ Qiti<icn, Ba = {X; £ @;}1<i<n be two equation blocks.
Then, for any propositional environment ¢, the interpretation of By (resp.
Bs) w.r.t. § does not change when a substitution given in the upper part
(resp. the lower part) of Figure 5 is applied.

By repeatedly applying these substitutions, all occurrences of regular op-
erators in the right-hand sides of the equations can be eliminated. For the
RES of the bistability property, this translation yields the following MES:

<X7 {X = Yi A Y*27 Yi = AsztK }/2 = AGtrueX}-{Y é Zl A Z2}
{Z1 £ ULV Zs, Z3 £ EFqueZ1}{UL £ eqly ).
{Zy £ Uy V Z4, Z4 & EFqueZo} {Us £ eqly} )

The equation block {X £ AGuer.inY } was translated by successively ap-
plying the first and the third substitutions in the lower part of Figure 5.
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The size of the MES equation block resulting from the translation of a
RES equation block B of the form {X £ EF, Y} (resp. {X £ AG,Y}) remains
linear w.r.t. the size of B (and hence linear w.r.t. the size of the initial CTRL
formula ¢), since each substitution in Figure 5 replaces a regular operator
by at most two variables and two temporal operators EF (resp. AG).

3.3.2. Operators AF, and EG,

The translation of the equation blocks {X £ AF,Y} and {X £ EG,Y}
into MESs is more complicated than the translation of their EF, and AG,
counterparts, because the substitutions given in Figure 5 to eliminate the
regular expressions p are no longer valid for the AF, and EG, operators. We
consider below only blocks of the form {X £ AF,Y}, the processing of their
EG, counterparts being dual.

The translation of the {X £ AF,Y} equation blocks into MESs consists
of three steps. First, the RES is temporarily transformed in potentiality form
{X £ EF,Y} and subsequently translated into a potentiality MES by elimi-
nating the regular expression p using the substitutions given in Section 3.3.1.
Then, the resulting MES is transformed in guarded form, by eliminating
all unguarded (i.e., not preceded by a temporal operator) occurrences of
variables in the right-hand sides of equations. Finally, the guarded MES is
determinized, by replacing all occurrences of EF operators in the right-hand
sides of equations by appropriate occurrences of AF operators in order to
retrieve the interpretation of the initial equation block {X £ AF,Y}. We
will illustrate each step of the translation on the following equation block:

{X £ AF(q\p*)*-(qr*)-(p*Iq*)Y}-

Translation to potentiality form. The difficulty of translating an equation
block {X £ AF,Y} into a MES stems from the fact that all transition se-
quences going out of a state have to satisfy p before reaching a state satisfying
Y, whereas the substitutions in Figure 5 allow to eliminate p on individual
sequences only. To avoid this difficulty, we switch temporarily to the poten-
tiality form {X £ EF,Y'}, we eliminate p by applying the substitutions, and
we continue working with the resulting potentiality MES, which character-
izes the existence of individual sequences satisfying p. The size of this MES
is linear w.r.t. the size of the initial block {X £ AF,Y}, as stated in Sec-
tion 3.3.1. Figure 6 shows the potentiality MES obtained from the equation
block above by switching to potentiality form and applying the substitutions
in Figure 5 (all equations have the sign p, omitted for simplicity).
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X = EF(q|p*)*Zl X =73V 7 X =73V 7
Z3 = EFq|p*X Z3 = Zy N Iy Zsy = ZyN Zs
Zs = EF X Z5 = EF X
Z4:EFP*X Zy=Z4gN X2y =ZgVX
Zs = EF,Z4 | Z5 = EF,Z4
7, = EFZs 721 = EF,7; Z, = EF 77
Zr=EFZy Zy =gV Zsy Zr = Jg N Ly
Zs =EF,.Z~ Zs =EF,.Z7
oy = EFP*|q*Y Zo = Zg N Z1o Zy = Zg N Zig
ZgZEFp*Y Zg=711VY Zog=/11 VY
Z11 = EF,Zg Z11 = EF,Zg
Z1g = EFq*Y Z1o =212 VY Z1g=212VY
Z12 = EF 219 Z12 = EF 2y

Figure 6: Translation of {X £ AF (41p*)=.(gr*).(p*|q*) Y } to a potentiality MES

The right-hand sides of the equations of the potentiality MES may contain
unguarded occurrences of propositional variables (i.e., not preceded by any
EF operator), such as variable Z; in the equation X = Z3V Z;. These
occurrences will be eliminated in the next step of the translation.

Translation to guarded form. The translation of a potentiality MES to
guarded form eliminates all unguarded occurrences of variables in the right-
hand sides of equations using the lemma below.

Lemma 1 (Absorption). Let K be a Kripke structure and B = {X; £
@i }1<i<n be an equation block such that ¢, = X,V ¢ and X,, & fu(p). Then:

[[{Xi £ @i}lgign[Xn = Xp V=X, £ 90]]]145 = [[{Xz = Qpi}lgign]]l(é
for any propositional environment ¢.

The equations of a potentiality MES, produced by the rules in Figure 5,
have two possible forms: either unguarded (i.e., containing disjunctions of
variables in their right-hand side), or guarded (i.e., containing a single oc-
currence of an EF operator in their right-hand side). The elimination of
unguarded occurrences of variables is carried out by Algorithm 1. The first
loop of the algorithm applies the absorption lemma and the idempotency of
disjunction on each unguarded equation defining a variable X in order to
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eliminate the unguarded occurrences of X, and afterwards expands inline all
unguarded occurrences of X in all the other equations of the MES. After
executing the first loop on the potentiality MES given in Figure 6, we obtain
the MES shown in Figure 7. Upon termination of the first loop, the formulas
in the right-hand sides of equations may contain only unguarded occurrences
of Y and of variables X defined by guarded equations of the MES. The sec-
ond loop of the algorithm expands inline those variables, thus eliminating all
unguarded occurrences except those of Y. The result of applying the second
loop on the MES in Figure 7 yields the MES shown in Figure 8.

Algorithm 1 Translation of a potentiality MES to guarded form

for all unguarded equations X £ V ;X; do
Eliminate X among X; by applying the absorption lemma
for all unguarded occurrences of X in the rsh of other equations do
Substitute X by \/, X;
end for
end for
for all guarded equations X £ EF,X; do
Substitute X by EF,X; in all unguarded equations
end for

Initial list of 15¢ loop of Algorithm 1
unguarded eqns. | Var. | Updated equations
X =73V 7 X: Zy = Zg\N L3N 7y

Zo = Zg N Zqo Zy: Z7 = Zs N Zog N Zyg
Z3 = Zy N Zs Z3: X=7Z,NV2Z5V Z;

Zy = ZgV X Zy = LgN4+\N Zs N 21
Z7 = Z3 N Zy Zy: X =ZgV 25V Z1\VE5VEr
Zog =711 VY Z3 = Z1N 25N ZgN“s

Z1g=212VY Zy: Zo =711 VYV Zig
Zr=JgN Z1n VY V Zy
Zio: | 2o = Z11 VY V Z1o9V¥

7 =N Z11 VY V Z1oV¥

Figure 7: Translation of a potentiality MES to guarded form (1% part)

The guarded MESs obtained by applying Algorithm 1 can be further
simplified by eliminating duplicate and unreachable equations. In the MES
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Equations after 2" Joop of Algorithm 1
the 15¢ loop Var. | Updated equations
X =75V ZsV 7y VAR X:ZG\/Z5\/EFqZ7
o =711 VYV Zio ZgZEFqZ7\/Z5\/Zﬁ
Zs = 71N Zs N Zg Z4:Z6\/Z5\/EFqZ7
Zy = Zg\N Zs N 2y Zs: | X = ZgVEF X VEF;Z;
Zr=J7sN Z1n VY V Z1s Z3 = EFqZ7 V EFqX V Zg
Zog=711VY Zy = Zg\V EFqX vV EFqZ7
Zig =212 VY Zg: X = EFpZ4 V EFqX V EFqZ7
7, = EF 7y Zy = EFyZ7 \ EF X V EF, 2,
Zs = EF, X Zy=EF,Z, VEF,X VEF,Z7
Zg = EFpZ4 Z3: Z7=EF,.Z7vV Z11 VY V Z19
Zg = EF,.Z7 Z11: | Ly = EFpZQ VYV Zio
Z11 = EFpZQ Z7=EF,.Z7 Vv EFpZQ VYV Zis
VA= EFqu Zg = EFpZQ VY
Zio: | Ly = EFpZQ VYV EFqZu)
Z7=EF,.Z7 Vv EFpZQ VYV EFqu
A EFqu VY

Figure 8: Translation of a potentiality MES to guarded form (2" part)

X =EF,X VEF,XVEF,Z X, = EF,X; V EF,X; V EF,X;
Zr =EF.Z;VEF,Zg VEF, Z19p VY X9 =EF, X4 VEF, X3 VEF, XoVY
Z1o = EFqu VY X3 = EFng VY
Zy = EFPZQ VY Xy = EFpX4 VY

Figure 9: Guarded potentiality MEs after simplifications (left) and renaming (right)

shown in Figure 8, the equations defining X, Z3 and Z4 have identical right-
hand sides, and therefore variables Z4 and Z3 can be replaced by X and
their equations deleted. Also, some of the variables will no longer be refer-
enced after these substitutions, and therefore their equations can be safely
removed. Finally, variables can be renamed in order to have a proper number-
ing, leading to the MES shown in Figure 9. This guarded MES is equivalent
to {X £ EF ()" .(gr).(p*|q) Y }» the potentiality form of our running example.
Intuitively, each variable defined by this MES denotes the suffix of a transi-
tion sequence in the Kripke structure satisfying the regular formula indexing
the EF operator. In this respect, guarded potentiality MESs are similar to
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the equation systems defining the derivatives of regular expressions [20].
The guarded potentiality MESs produced by applying Algorithm 1 have
at most the same number of variables as the original MESs, but may present
in the worst-case a quadratic increase in the number of operators. However,
we observed in practice that the number of variables in the guarded MESs is
much smaller than in the original MESs (thanks to elimination of redundant
equations) and the number of operators remains close to linear w.r.t. the
original MESs, and hence w.r.t. the size of the initial CTRL formula.

Determinization. The last step of the translation consists in determinizing
the guarded potentiality MES obtained so far in order to obtain a MES with
the same meaning as the initial RES {X £ AF,Y}. Consider the following
potentiality MES in guarded form:

{Xi £ \/ (hij NEF,, X;)V (hi A Y)}
j=1

1<i<n

where h;j, h; € Bool and p;; € P for all 1 < 7,5 < n. The coefficients
hij and h; allow to simplify notations: only the terms EF, X; with their
coefficients h;; equal to true (and similarly for the unguarded occurrences of
Y with their h; equal to true) are present in the right-hand sides of equations.
An equation defining variable X; is said to have the index i. Note that the
translation to guarded potentiality form may produce equations containing
guarded occurrences of Y, e.g., formulas EF,Y in their right-hand sides; in
this case, bringing the MES to the form above requires to introduce an extra
equation X,.; = Y and to replace by X,.; all guarded occurrences of YV
(but not its unguarded occurrences). The determinized MES corresponding
to the guarded potentiality MES above is defined as follows:

X &2\ AFQXiunouy V (R(I) AY)

0CcQCprop(I) IC[1,n]

where:

e prop(I) 4 {pij |i € INj € [l,n|Ah;} is the set of atomic propositions
occurring as subscripts of EF operators in the equations of the guarded
potentiality MES having their index in the set I.
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o vars(Q, ) < {j € l,n] | Fi € I.(hij Apij € Q)} is the set of indexes
of propositional variables which occur in the right-hand side of some
equation having its index in the set I and whose corresponding EF
operator is subscripted by some atomic proposition contained in the

set Q.

o h(I) L3 e I.h; is equal to true iff Y occurs unguarded in some
equation having its index in the set I.

In the AF operators of the determinized MES, the subscript () stands for the
conjunction of all the atomic propositions contained in the set Q).

The determinization restores the meaning of the initial equation block
(X £ AF,Y'}, as stated by the proposition below.

Proposition 3 (Determinization correctness). Let K be a Kripke
structure, R = {X; £ AF,Y'} an equation block, and M the MES obtained

from R after translation in guarded potentiality form and determinization.
Then:

(IM]x0)(Xp1y) = ([R]x0)(X1)

for any propositional environment d.

Figure 10 shows the determinized version of the guarded potentiality
MES produced by the previous translation phases from the equation block
(X £ AF (g1p)*.(gr*).(p*|q)Y }- For conciseness, we represent index sets just
by concatenating their elements, e.g., the set {1,2,3} is denoted by 123.
We observe that this MES can be simplified by eliminating duplicate equa-
tions (e.g., the equations defining variables X9, X123, X124 and those defin-
ing Xy, Xo3, Xo4, Xo34) and by absorbing certain operands using the identity
AF, X1 VAF,,X; = AF, X7, yielding the MES on the left of Figure 11. Finally,
the right-hand side formulas of some equations may occur as subformulas in
other equations and can therefore be replaced by their corresponding left-
hand side variables, leading to the final determinized MES shown on the
right of Figure 11. In practice, these simplifications can be carried out incre-
mentally as the equations are generated, avoiding the complete construction
of the determinized MES prior to simplification. Moreover, sometimes it
is possible to determine statically whether certain atomic propositions are
mutually exclusive, which allows to remove the AF operators whose index
subformulas contain those propositions together.
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X1 EAF,X, VAF, X5V AF, X

X129 £ AFpX14 V AFlegg VvV AF,. X5 Vv AquX1234 V AFp,«X124 V AquX123 V AquTX1234 VY
Xio3 £ AFpX14 V AFqX123 VvV AF,. X5 Vv AquX1234 V AFer124 V AFqTX123 V AquTX1234 VY
X124 £ AFpX14 V AFlegg VvV AF,. X5 Vv AquX1234 V AFpTX124 \ AquXlgg V AquTX1234 VY
X1s EAF,X14 VAF, X12 V AFp X124 VY

)(1234é AFPXM \ AFlegg V AF,. X5V AquX1234 V AFer124 \Y AFq7-X123 V Aqu7-X1234 VY
Xy LAF, X,V AF X5V AF, Xy V AFpo Xa1 V A Xo4 V AFgr Xa3 V AF gy Xog VY

Xo3 £ AFPX4 \ AFng VvV AF,. X5V AquX34 V AFPTX24 \% AFqTng V Aqu7>X234 VY

Xoss £ AFpX4 \Y AFng VvV AF,. X5V AquX34 V AFPTX24 V Aqung \Y AqurX234 VY

Xoy £ AFPX4 \ AFng V AF,. X5V AquX34 V AFPT-X24 V AFqTX23 V AqurX234 VY

X3 LEAFX3VY

X3y £ AFpX4 \% AFqX3 V AquX34 VY

X, EAFX, VY

Figure 10: Determinized MES produced from {X £ AF (qip*)* .(ar*).(0* 1) Y }

X, £AF, X, vV AF, X, X, £AF, X VAF, X,

X12E AF, X 14 V AF, X19 V AF, X5 V AF, X 15 VY X12E AF, Xy V AF, X1 V X1y
X1 EAF, X1, VAF X153 VY X1uZEAF,X 14 VAF X195 VY
Xy £AF, X,V AF, X3V AF, Xy V AF,, X34 VY Xy £AF, X5V X34

X3 £AF,X3VY X2 AFp X34V X3V Xy
X34E AF, X4 V AF, X3V AF, X34 VY X3 £AF,X3VY

X, EAFX VY X, £EAF, X4 VY

Figure 11: Determinized MES of {X £ AF )Y’} after simplifications

qlp*)*.(gr*).(p*lg*

The determinization of a guarded potentiality MES defined above is sim-
ilar to the subset construction procedure used for determinizing finite au-
tomata [2]. In the worst-case, the size of the determinized MES resulting
from the translation of an equation block {X £ AF,Y'} is exponential w.r.t.
the size (number of operators and atomic propositions) of the regular for-
mula p. However in practice, the size of determinized MESs obtained after
simplifications is close to linear w.r.t. the size of p, as illustrated by the
final MES shown in Figure 11. When p is deterministic (i.e., each atomic
proposition occurs only once in the right-hand side of each equation of the
guarded potentiality MES used as intermediate form, and all atomic propo-
sitions are mutually exclusive on the states of the Kripke structure), the size
of the resulting determinized MES remains linear w.r.t. the size of p.
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3.3.3. Operators EF?, AF>®, EG,, and AG)

According to the rules givenpin Fig 4, the EF}® and AFJ® operators are
translated into equation blocks of the form {X = EF,X} and {X = AF, X},
respectively. The interpretation of these equation blocks is given by v®,. and
v®,, where the functionals ®,, ®, : 29 — 25 are defined as follows:

¢ (U) = [EF,X]x[U/X] = ([{X1 = EF, X} [U/X])(X1)
. (U) = [AF, X]x[U/X] = (I{X1 £ AR, Xk [U/X])(X0).

The evaluation of the EF)® and AF® operators requires to compute the max-
imal fixed points of the functionals ®, and ®,, which are defined as the mini-
mal fixed points of the functionals associated to the REss R, = { X, £ EF, X}
and R, = {Xj £ AF,X}. Therefore, these operators belong to Ly, the
p-calculus fragment of alternation depth 2 [37], which allows one level of
mutual recursion between minimal and maximal fixed points. The operators
EG, and AG, are handled dually w.r.t. AF>® and EF°, respectively.

4. An on-the-fly model checker for CTRL

The translation from CTRL to MESs presented in Section 3 provides the
basis of a model checking procedure, which was implemented by reusing
as much as possible the on-the-fly verification technology available in the
CADP toolbox [44]. The resulting CTRL model checker was coupled with
the qualitative simulation tool GNA [12], which was enhanced in order to
allow the specification of biological properties as temporal logic formulas.
We outline below the principles of the model checker and its interconnection
with GNA and CADP.

4.1. General architecture

The overall approach that we propose for analyzing the dynamic be-
haviour of GRNs is illustrated on Figure 12. Starting from the abstract
descriptions of a GRN and of a biological property of interest, the modeler
formally specifies, on one hand, the GRN behaviour as a system of piecewise-
linear differential equations together with its initial conditions and, on the
other hand, a temporal logic formula encoding the property. By perform-
ing a qualitative simulation of the network by means of the piecewise-linear
model, GNA produces a Kripke structure representing an abstraction of the
GRN behaviour, which is subsequently converted into an LTs. The temporal
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Figure 12: CTRL translator and its interconnection to GNA and CADP

logic property is also translated automatically by GNA, taking into account
information present in the piecewise-linear model, into a CTRL state formula.
This formula is fed to the CTRL translator, which produces a MES and con-
verts it into a HMLR specification. Finally, this specification and the Lts
are given as input to the EVALUATOR 3.6 model checker of CADP, which car-
ries out the verification and produces a verdict accompanied by a diagnostic,
i.e., a subgraph of the LiTs explaining the verification result. The modeler
can then analyze the diagnostic using GNA in order to understand the truth
value of the temporal property on the Kripke structure corresponding to the
GRN and, if needed, to change the piecewise-linear model appropriately.

4.2. Qualitative simulation of genetic requlatory networks using GNA

The method we use for analyzing the dynamic behaviour of GRNs relies
upon a special class of piecewise-linear differential equation models, origi-
nally introduced by Glass and Kauffman [46]. The piecewise-linear models
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provide a coarse-grained picture of the dynamics of GRNs, well-adapted to
the current lack of quantitative information on many networks of interest.
The models associate a protein concentration variable to each of the genes
in the network, and capture the switch-like character of gene regulation by
means of step functions that change their value at a threshold concentra-
tion of the proteins. The thresholds of the concentration variables define a
hyperrectangular partition of the state space, such that in every region not
located on a threshold hyperplane, the step functions evaluate to 0 or 1,
and the piecewise-linear model reduces to an analytically solvable system of
differential equations. More precisely, in such a region D we have

d
— =P =3P, 1)

where x € R is a vector of protein concentrations, kP € R? is a vector of
(sums of) protein synthesis rate constants, and v” € R x R”. is a diagonal
matrix of (sums of) degradation rate constants. It can be easily shown that
in every D the solutions of (1) monotonically converge towards a focal point
(vP)~t kP. These convergence results can be generalized to the case of regions
located on a threshold hyperplane [11, 34].

The qualitatively homogeneous behaviour inside regions D motivates
the use of discrete abstractions, converting the continuous dynamics of the
piecewise-linear models to discrete transition systems that are formally equiv-
alent to Kripke structures (see [4] for a review and [3, 26, 55, 82| for some
recent examples). We follow the approach developed in [11], which has been
specifically defined for the class of piecewise-linear models considered here
(see also [1, 45]). The states of the resulting Kripke structure correspond
to regions in the state space, while the transitions arise from solutions of
the piecewise-linear model that enter one region from another. The atomic
propositions describe, among other things, the concentration bounds defin-
ing a region and the trend of the variables inside the region (increasing,
decreasing, or steady).

Interestingly, it can be shown that the Kripke structure, and thus the
qualitative dynamics of the system, are completely determined by inequality
constraints imposing a total ordering on the threshold parameters and the fo-
cal parameters P /v for each variable x;, 1 < i < n. The definition of these
constraints can generally be inferred from available data in the experimen-
tal literature or by intuitive reasoning, even in the absence of quantitative
information on parameter values. The inequality constraints are used by
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the computer tool GNA' (Genetic Network Analyzer) [12] to symbolically
compute the Kripke structure for a given piecewise-linear model. We call
the process of computing a Kripke structure containing the states reachable
from given initial conditions a qualitative simulation of the network. GNA
has been used for the qualitative simulation of a number of bacterial reg-
ulatory networks, such as the initiation of sporulation in Bacillus subtilis
[33], quorum sensing in Pseudomonas aeruginosa [83], the carbon starva-
tion response in Escherichia coli [73], and the onset of virulence in Erwinia
chrysanthemi [75].

In order to analyze the Kripke structures generated by qualitative sim-
ulation, GNA has been enhanced to support formal verification of biological
properties by means of CTRL, resulting in the new version 7.0. First of all,
the Kripke structure can be exported to the LiTs format of CADP by applying
the conversion given in [28], which consists in moving the atomic proposi-
tions valid at a state s on the actions labeling the transitions going out of
s. Second, the user can specify biological properties of interest using a ded-
icated property editor, which provides pattern-based property specification
support, following the query schemes proposed in [71], based on a review of
frequently-asked questions by modelers. The translation of the patterns into
CTRL is shown in Table 1. An alternative to the pattern-based property edi-
tor, would be to use live sequence charts [31], providing a graphical property
specification tool [61]. Expert users can also directly specify CTRL formulas
of arbitrary complexity that are not covered by the patterns. The properties
can be exported to a file that the CTRL translator is able to translate into
the HMLR format accepted by CADP. In order to achieve a tighter integra-
tion between the two tools, and allow the modeler to analyze the verification
results in the GNA environment, a Web server-based connection between the
tools has been implemented (Monteiro et al., in preparation).

4.3. On-the-fly CTRL model checking using CADP

The most direct way of obtaining a model checker for CTRL was to take
advantage of existing verification technology. As verification engine, we use
Capp? (Construction and Analysis of Distributed Processes) [44], a state-
of-the-art verification toolbox for concurrent asynchronous systems. CADP

L'GNaA is distributed by the company Genostar and freely available for non-profit aca-
demic research purposes at http://ibis.inrialpes.fr/gna.
’http://www.inrialpes.fr/vasy/cadp
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Pattern | CTRL formula

Occurrence/Exclusion pattern

It is possible for a state ¢ to occur EFiues

It is not possible for a state ¢ to occur —EFtruer
Consequence pattern

If a state ¢ occurs, then it is possibly followed by a state 1 AGiryer (¢ = EFtyuert))
If a state ¢ occurs, then it is necessarily followed by a state v AGirue (p = AFtuer )
Sequence pattern

A state © is reachable and is possibly preceded at some time by a state ¢ EFtrues..trues ¥

A state 1 is reachable and is possibly preceded all the time by a state ¢ EF 1)

A state 1) is reachable and is necessarily preceded at some time by a state ¢ | EFyue-® A =EF ()< 0
A state 1 is reachable and is necessarily preceded all the time by a state ¢ EFirue ¥ A AGrryer (5 = AGypyer )

Invariance pattern
A state ¢ can persist indefinitely EGiruesp
A state ¢ must persist indefinitely AGiryer

Table 1: Rules for translating the patterns (with all their variations) into CTRL

offers a wide range of functionalities assisting the user throughout the design
process: compilation and rapid prototyping, random execution, interactive
and guided simulation, model checking and equivalence checking, test gen-
eration, and performance evaluation. The toolbox accepts as input process
algebraic descriptions in LoTos [54] or CHP [66], as well as networks of
communicating automata in the EXp language [62].

The tools of CADP operate on labeled transition systems (LTSs), which
are represented either explicitly (by their list of transitions) as compact
binary files encoded in the BcG (Binary Coded Graphs) format, or im-
plicitly (by their successor function) as C programs compliant with the
OPEN/CZESAR interface [43]. CADP contains the on-the-fly model checker
EVALUATOR 3.6 [69], which evaluates regular alternation-free p-calculus
(Lpy®) formulas on implicit Lrss. The tool works by translating the ver-
ification problem in terms of the local resolution of a boolean equation
system, which is performed using the algorithms available in the generic
CHESAR_SOLVE library [67]. EVALUATOR 3.6 uses HMLR as intermediate lan-
guage: Luj™ formulas are translated into HMLR specifications, whose eval-
uation on implicit LTSs can be straightforwardly encoded as a local boolean
equation system resolution [29, 69]. The tool also generates full diagnostics
(examples and counterexamples) illustrating the truth value of the formulas.

In order to reuse EVALUATOR 3.6, we had the choice of translating CTRL
formulas either to Lui® formulas, or to HMLR, specifications. We adopted
the second solution because it leads to a more succinct translation and avoids
the translation step from Lu;” to HMLR present in EVALUATOR 3.6. This
technical choice motivated the definition of the translation from CTRL to
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MEss in the first place. The architecture of the CTRL translator (about
12,000 lines of code) is shown in Figure 12. The tool takes as input a CTRL
state formula and translates it to a MES following the phases described in
Section 3, which are different for the EF, and AF, operators and their dual
counterparts. The MES obtained is then converted into a HMLR specification
by expanding the basic CTRL temporal operators in terms of HML modalities
as described in [68].

Complexity. Table 2 summarizes the complexity of our model checking pro-
cedure for CTRL. The EF, and EF® operators, together with their respective
duals AG, and AG;, are evaluated in linear-time w.r.t. the size of the formula
and the size of the Kripke structure by applying the boolean equation sys-
tem resolution algorithms given in [67, 70]. Moreover, the evaluation of these
operators has a memory complexity O(|p|-|S]|), meaning that only the states
(and not the transitions) of the Kripke structure are stored. This fragment of
CTRL is the state-based counterpart of PDL-A [77], which is more expressive
than CTL* [36]. Of course, this does not yield a linear-time model checking
procedure for CTL* (nor for its fragment LTL), because the translation from
CTL* to PDL-A is not succinct [85]. However, the linear-time evaluation of
the EF® operator allows an efficient detection of complex cycles describing
oscillation properties [22].

Table 2: Complexity of model checking CTRL operators on K = (S, P, L, T, so)

Operator Complexity

p deterministic | p nondeterministic
EF, AG, O(lpl - (IS1+1T7))
AF, EG, | O(pl - (ISI+T])) | O@" - (S| +]T]))
EFX  AG, O(lpl - (IS +17']))
AF EG, [ O(pl - (ISI+IT1)) | 0% - (S| +|T1)%)

The AF, operator and its dual EG, are evaluated in linear-time only when
the regular subformula p is deterministic. In the general case, these oper-
ators are evaluated in exponential-time w.r.t. the size of p (because of the
determinization phase) but still in linear-time in the size of the Kripke struc-
ture. In practice, the size of temporal formulas is much smaller than the
size of Kripke structures, which reduces the impact of the factor 2/l on the
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total cost of model checking. Finally, the AF’® operator and its dual EG;
are evaluated in linear-time when p is deterministic by applying a symmetric
version of the boolean equation system resolution algorithm in [70]; in the
general case, these operators are evaluated in doubly exponential-time w.r.t.
the size of p and in quadratic-time w.r.t. the size of the Kripke structure.
This complexity seems difficult to lower, since the boolean equation systems
produced by translating these operators are of alternation depth 2 and have a
general shape (arbitrary amounts of disjunctive and conjunctive equations).

5. Verification of genetic regulatory networks

5.1. Model of carbon starvation response in E. coli

To assess the applicability of CTRL, we have analyzed a model of the car-
bon starvation response in the bacterium FE. coli. In the absence of essential
carbon sources in its growth environment, an F. coli population abandons ex-
ponential growth and enters a non-growth state called stationary phase. This
growth-phase transition is accompanied by numerous physiological changes
in the bacteria [52], and controlled by a complex genetic regulatory net-
work integrating various environmental signals. A key part of this network
is shown in Figure 13.

The molecular basis of the adaptation of the growth of F. coli to the nutri-
tional conditions has been the focus of extensive studies for decades [48, 50].
However, notwithstanding the enormous amount of information accumulated
on the genes, proteins, and other molecules known to be involved in the
stress adaptation process, it is currently not understood how the response of
the cell emerges from the regulatory network. Moreover, with some excep-
tions [17, 24], numerical values for the kinetic parameters and the molecular
concentrations are absent, which makes it difficult to apply traditional meth-
ods for the dynamical modeling of GRNs.

This has motivated the development of a piecewise-linear model of the
carbon starvation network, using the tools presented in Section 4. More
precisely, the dynamics of the network are described by 9 coupled piecewise-
linear differential equations, and 59 inequality constraints on the parameter
values. The qualitative analysis of a network of this size and complexity gen-
erates huge Kripke structures: the entire state set consists of approximately
O(10'%) states, while the subset of states that is most relevant for our pur-
pose, i.e., the states that are reachable from an initial state corresponding
to a particular growth state of the bacteria, still consists of O(10%) states.
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Figure 13: Network of key genes, proteins, and regulatory interactions involved in the
GRN controlling the carbon starvation response in E. coli [73].

It is obvious that Kripke structures of this size cannot be analyzed by visual
inspection, and that formal verification techniques are needed to get a better
insight into the transient and asymptotic dynamics of the network.

5.2. Analysis of carbon starvation response model

A first question of interest concerns the attractors of the system and their
reachability. The first attractor identified by means of GNA is a state in the
Kripke structure corresponding to an asymptotically stable steady state of
the piecewise-linear model. This state is characterized by a low basal ex-
pression level of the stable RNAs, an indicator of growth arrest and thus of
stationary phase. The second attractor corresponds to another steady state
of the piecewise-linear model, which is also stable as shown by the mathe-
matical analysis in [47]. It has a high expression level of the stable RNAs,
characteristic of the high growth rate in exponential phase. The steady state
is asymptotically reached by means of damped oscillations of the concen-
trations of some of the proteins and the stable RNAs. Under the discrete
abstraction of the piecewise-linear dynamics, the damped oscillations appear
as a terminal cycle in the Kripke structure (the eventual transition to the
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stable steady state is ignored as it does not occur in a finite number of tran-
sitions).

We label the above attractors agqy (the stationary-phase steady state)
and a.., (the damped oscillations leading to the exponential-phase steady
state) and check the following property:

AGtrue* (EFtrue* aemp V EFtrue* CLstat) (2)

The CTRL model checker returns true, confirming that ag, and a.., are
the only attractors of the system. Can they both occur for a given input,
that is, under fixed nutrient conditions? This would show that the system
is bistable. We introduce the atomic proposition sig to denote the carbon
starvation input signal, and specify the following CTRL property:

(EFsig* Qezp A EFsig* CLstat) V (EF—\sig* Qezp A EFﬁsig* asmt) (3)

Both are false, indicating that for given nutrient conditions the attractors
are mutually exclusive. More precisely, if sig is present (nutrient depletion)
then the stationary-phase attractor is inevitably reached, whereas in the
absence of sig (nutrient availability), the system necessarily evolves towards
the exponential-phase attractor. That is, the model checker returns true for
the following property:

AGirer ((sig = AFig= astar) N (msig = AF g% Geap)) (4)

In mathematical terms, the system is therefore not bistable, but has a monos-
table steady-state response to each of the two possible inputs (nutrient de-
pletion ws. nutrient availability).

The damped oscillations predicted by the model are an unexpected and
hitherto unobserved phenomenon. It would therefore be interesting to better
characterize the predictions on the molecular level. We have computed by
means of GNA the part of the Kripke structure reachable from an initial
state corresponding to the stationary-phase steady state with the stress signal
switched off (—sig). This initial state mimicks the physiological state of the
bacteria at the nutrient upshift. The resulting Kripke structure consists of
9603 states.

We first check which concentrations are oscillating in the terminal cycle
Qezp, for each of the proteins and the stable RNAs. Let dec_rrn (incorrn)
represent a decreasing (increasing) concentration of stable RNAs (which are
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transcribed from the rrn operons). The following CTRL property is true,
confirming the predicted (damped) oscillations for the concentration of stable
RNAs:

EF e EF>S

aczp-(inc_rrnt true*.dec_rrnt)* (5)
A similar property is true for GyrAB and Fis, regulators of both the DNA
supercoiling level and the accumulation of stable RNAs in the cell. It points
at the role of the negative feedback loop involved in the homeostatic control
of the DNA supercoiling level in causing the damped oscillations [73].

We can check a stricter property by requiring that all paths in the Kripke
structure lead to the terminal cycle with an oscillating stable RNA concen-
tration:

AGtrue* EFO?L

agpp-(tnc_rrn’t true*.dec_rrnt)t (6)

Property (7) is false, confirming that some paths do not end up in this cycle.
This can be explained by the fact that the Kripke structure contains several
nonterminal cycles in addition to the terminal cycle a..,. However, we can
impose a path restriction on the AG operator to guide the model checker
towards the terminal cycle:

AGtT“e*-aezp EFZ;%EZ,.(inc_rrnJr.true".clec_rrnJr)+ (7)
The CTRL model checker returns true for property (8), proving that all paths
satisfying the restriction reach the terminal cycle where the concentration of
stable RNAs continues to oscillate. Interestingly, the following property is

also true:

oo
AGtrue* -dec_CrpT.acap EF adup-(inc_rrn ¥t true*.dec_rrnt)+ (8)

This suggests that the decrease of the concentration of Crp drives the system
towards the terminal cycle.

The CTRL formulas above illustrate the usefulness of regular expressions
for characterizing sequences of states in a concise manner. The nested it-
eration operators present in the regular formulas make the CTRL formulas
unexpressible using standard temporal logics such as CTL or LTL. In addi-
tion, the EFJ® operator enables a natural formulation of infinite repetitions of
sequences defined by p, such as those corresponding to (damped) oscillations
in the E. coli example.

34



6. Conclusions and future work

Applications of model checking in systems biology have demonstrated
its usefulness for understanding the dynamic behaviour of regulatory net-
works in living cells, but also outlined certain limitations in expressiveness
and user-friendliness. Our work aims at alleviating these limitations in or-
der to promote the practical usage of model checking in the bioinformatics
and systems biology communities. The temporal logic CTRL that we pro-
posed, an extension of CTL with regular expressions and fairness operators,
allows a natural and concise description of typical properties of biological
interest, such as the presence of multistability or oscillations in the concen-
trations of molecular species. We were able to obtain an on-the-fly model
checker for CTRL by defining and implementing a translation from CTRL to
HMLR, and by reusing the verification and diagnostic generation features of
the EVALUATOR 3.6 model checker of CADP. This modular architecture al-
lowed us to reduce the development effort and to take advantage of existing,
robust model checking technology.

The extension of classical temporal logics with regular language con-
structs to increase their expressiveness and user-friendliness is a long-standing
line of research. One of the first proposals in this direction was ETL [86],
an extension of LTL with regular grammars, which is strictly more expres-
sive than LTL while still having the same complexity of evaluation on Kripke
structures. Another manner of increasing expressiveness is to enhance tem-
poral operators with automata on infinite sequences; this was attempted for
CTL [49] and CTL* [81]. Despite their expressive power, these extensions are
difficult to implement and use in practice because of their complex syntax.

A more user-friendly approach, which led to successful implementations,
is to index temporal operators by regular expressions instead of automata.
FORSPEC [6] and EAGLE [9] are extensions of LTL with regular expressions
and data handling mechanisms, dedicated respectively to hardware and run-
time verification. RCTL [15] is an extension of CTL with regular expressions,
which served subsequently as basis for the SUGAR [14] and PsL [53] spec-
ification languages used for hardware verification. RegCTL [19] is another
extension of CTL with regular expressions, more expressive than RCTL, ob-
tained by indexing the Until operator of CTL with regular expressions. Our
proposal is in line with these latter approaches, but focuses on the transla-
tion of CTRL to the modal p-calculus, which among other things allows us to
reuse the on-the-fly verification technology available for the latter formalism.
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This contrasts with the model checking approaches proposed for the other
extensions of CTL, which are most of the time based on automata.

In this paper, we have employed CTRL for the verification of dynamic
properties of GRNs modeled by piecewise-linear differential equations. The
continuous dynamics of these models can be converted into discrete state
transition graphs that are formally equivalent to Kripke structures. The
computer tool GNA is able to generate the state transition graphs and export
them as Kripke structures to CADP. This allows the use of CADP for verifying
CTRL properties on GRNs, as illustrated on the carbon starvation network
in E. coli.

The application of CTRL in systems biology and bioinformatics is not re-
stricted to the class of models considered in this paper though. CTRL is inter-
preted on Kripke structures, which provide a general description of dynamical
systems that implicitly or explicitly underlie many of the existing discrete
formalisms used for the modeling of regulatory networks in the cell, such
as Boolean networks and their generalizations, Petri nets, and process alge-
bras [23, 40]. In addition, other types of continuous models of regulatory net-
works, by defining appropriate discrete abstractions, can possibly be mapped
to Kripke structures as well. As a consequence, CTRL can be combined with
many of the other approaches proposed for the application of formal verifi-
cation tools to biological regulatory networks [5, 8, 12, 16, 21, 22, 41].

We plan to continue our work on several directions. First, we will extend
the CESAR_SOLVE [67] library of CADP with resolution algorithms handling
boolean equation systems of alternation depth 2 [84] in order to obtain an
on-the-fly evaluation of the AF’® operator when the regular formula p is
nondeterministic. Second, the translation from CTRL to HMLR can be op-
timized by adding static analysis features on the GNA atomic propositions
in order to reduce the size of the HMLR specifications produced. Third, a
distributed version of the CTRL model checker can be obtained by coupling
it with the distributed boolean equation system resolution algorithms pro-
posed in [56, 57]. Fourth, we will develop tools to further support non-expert
users in applying formal verification to the analysis of biological regulatory
networks ([71], Monteiro et al., in preparation).
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A. Proofs of the translation from CTRL to MESs

A.1. Translation from CTRL to RESs

A few additional definitions and lemmas are required in order to prove
Proposition 1. Given a propositional environment 6 = [Uy/Xq,...,U,/X,],
its support is defined as supp(d) = {Xi,..., X,,}, i.e., the set of variables
that are mapped by ¢ to state sets. It is straightforward to show that, for
environments with disjoint supports, the @ operator is associative, commu-
tative, and has the empty environment | | as neutral element. Moreover,
supp([B]kd) = bv(B) and supp([BL]xd) = bv(BL) for any Kripke struc-
ture K, equation block B, equation block list BL, and environment 4.

Lemma 2. Let K be a Kripke structure, B an equation block, and 1, 09 two
propositional environments such that supp(d1) N supp(dy) = O and fo(B) C
supp(d1). Then:

[[B]]K((Sl @ 52) - [[B]]K51

Proof Let B = {X; = ¢;}1<i<n be an equation block and d;, 5, two propo-
sitional environments as stated in the hypothesis. The semantics of B in

the context of an environment § is determined by the associated functional
s 1 (25)" — (29)" defined as follows:

(I)(;(Ul, ceey Un) = <[[S01]]K((51 @ 52) @ [Ul/Xl, ceey Un/Xn]»lgzgn
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To prove the lemma, we show that the two functionals ®,¢s,) and
s, are identical, i.e., [¢]x((61 @ d2) @ [U1/ X1, ..., Un/X,]) = [¢]k(01 @
U1/ X4, ...,U,/X,]) for any formula ¢ and any Uy, ...,U, C S. We proceed
by structural induction on ¢.

o i =7
[p]x((61 @ 62) @ [Ur /X1, ..., Un/ X])
={seS|peL(s)} by def. of [ ]
= [Pl (61 @ [Uy/ X1, ..., Un/ X5]) by def. of [ ].
o = X:

Two cases are possible.

1. X € {Xy,..., Xy}, i.e,, X is bound in B. Let ¢ € [1,n] such that
[Xi]x((61 @ 02) @ [Ur/ X1, ..., Un/ X0))

= U1/ X1, ., Un ) X0 (X5) by def. of @
=U by def. of [ ]
= [Xi]x (61 @ [U1/ X1, ..., U,/ X)) by def. of [ ].

2. X ¢{Xy,...,X,}, e, X is free in B. This means X € supp(d;).
[X]k((01 @ 02) @ [Ur/ X7, ..., Un/ X,])

= (01 © 62)(X) by def. of @
= 0,(X) fo(B) Z supp(6)
= [X]kd by def. of [ ]
= [X]k (61 © [U1/ X, ..., Un/ X)) by def. of @.

o =V s (similarly for ¢ ::= 1 A p):

Y1 V 902]][(((51 %) 52) %) [Ul/Xl, ceey Un/Xn])

[[@1]][{((51 @ 52) %) [Ul/Xl, cey Un/Xn]))U

[[QOQ]]K(((Sl %) 52) %) [Ul/Xl, ey Un/Xn])) by def. of [[ ]]

o1l (61 @ [Ur/ X1, ., Un/ X)) U 2] k (61 @ [Ur / X1, -, Un / X))
by inductive hypothesis

= l¢1 Vol (61 @ U/ X1, ..., Un/ X)) by def. of [ ].

_ —~ —~ =

o ¢ = EF,p (similarly for ¢ := AF,p | EG,p | AG,p):
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[[EFp(p]]K((51 @ (52) @ [Ul/Xl, ceny Un/Xn])
={s €S| 3Ir € Pathk(s).3i > 0.7, Fx p A

i € @]k ((61 @ d2) @ [Ur/ X1, ..., U,/ X))} by def. of [ ]
= {s € S| 3r € Pathk(s).3i > 0.m; =x p N

i € [l (01 © U1/ X1, ..., Un /X)) } by inductive hypothesis
= [[EFpap]]K((;l o Ui/ X1, ... Un/ X0]) by def. of [ ].

o o = EFY® (similarly for ¢ == AF% | EG, | AG):
[EFX]k (01@d2) = [EF°] 61 because EFS° is closed, so its interpretation
is independent of any environment 9.

O

Lemma 3. Let K be a Kripke structure and BLq, BLsy be two closed equation
block lists. Then:

[BLy; BLs]k = [BL1]k @ [BLs]k

Proof Let K, BL,, BLy as stated in the hypothesis. We proceed by struc-
tural induction on BL;.

Ix by def. of ;
[BL:]x
@ [[BLQ]]K by def. of [[ ]]

e Bl ::= B.BlL:
[(B.BLy); BLy]x = [B.(BLy; BLa)]

by def. of ;

= [B]k([BL1; BL]
by def. of [ ]

= [B]x([BLi]lx @ [BL2] k) @ ([BLi]k © [BL2] k)
by ind. hyp.

= [B]x([BLilx) @ ([BLi]x @ [BLa]k)
by Lemma 2

= ([[BHKE)[[BLJ]K) © [BLi]k) © [BLa]k

[B.BLIx  [BLalx
by def. of [ ].

k) @ [BL1; BLy] i
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(I
Proof (Proposition 1). Let K be a Kripke structure, ¢ be a state formula
of CTRL, and ¢ be a propositional environment. We proceed by structural
induction on ¢.

[(X,{X £ pW]xs by def. of ¢

= ([{X = p}]xd)(X) by def. of []
= [p]kd by def. of [ ].

e =1 Vo (similarly for ¢ ::= 1 A p9):

[t(01 V 02)l K0 = [(XAX E tx (1) Vitx(02)}-(t2(01)s tpr(92))] 50
by def. of t

= ({X £ tx(e1) Vix(2)}-(ta(er);tee(p2))]k6)(X)
by def. of [ ]

(X = tx(1) Vitx(02) k(8 @ [tpr(er); tarle:)] ko)
O([tar(w1);tpr(p2)]xd))(X)

by def. of [ ]
{X Etx(er) Vix(p2) (0 @ [tsr
tx(01)]x(0 @ [tr(p1)]xd @ [taL(
tx(p2)]x (6 @ [tar(p1)]xd @
= [tx K0) U [tx(p2)]

1) K
2) K
()] ke ([tBL(p1)]xd) U

by Lemma 2

= [t(e1)]xd U [t(p2)] k0
by def. of ¢

= [p1]xd U [wo] k6
by ind. hyp.
= i1 V 2] 0
by def. of [ ].

o ¢ = EF,p (similarly for ¢ := AF,p | EG,p | AG,¢p):
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[t(EF,@)]x0 = [(X, {X = EF,tx(9)}te(9))]xd
by def. of t
= ([tsr ()]0 @ [{X = EFtx (0)}x ([t5e(9)]x6))(X)
by def. of [ ]
([{X = EFtx (o) M ([t (9)] k) (X)

= [{EFptx (@)} k ([t8L(9)]x0)
by def. of [ ]

={s €S| 3r € Pathg(s).3i > 0.m; =x p A
i € [tx(@)x([tsr(0)]Kx0)}
by def. of [ ]
={s €S| 3Ir € Pathg(s).3i > 0.m,; Fx p A
i € [plxd}
by ind. hyp.
= [EF,©]xd
by def. of [ ].

o o= EF® (similarly for ¢ ::= AG):
[t(EF)] k6 = [(X, {X = EF, X })]k by def. of t.
— ([{X ZEF,X}i)(X) = v® by def. of [].
where @ : 25 — 25 ®(U) = [EF,X]x[U/X]. Note that the § envi-

ronment is omitted in the definition of ® because the equation block
{X Z EF,X} is closed.

The lattice (27,0, S, N, U) being finite, the maximal fixed point v® has
also the following iterative characterization [58]:

v® =) ®'(S), where ®°(S) =S5, (S) = [EF,X]x[®'(5)/X].

J=0

Intuitively, the terms ®7(S) contain those states from which there is
an outoing sequence having a prefix that matches p:

®1(S) = {s € S| Ir € Path(s).Fi > 0.7 Ex p'}

This can be easily shown by induction on j. For j = 0, we take ¢ = 0
(empty prefix). For the inductive step, we have:
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QItHS) = {s € S| Ir € Pathy(s).Fi > 0.7; Ex pAm € DI(S)}
by def. of ®
= {s € S| 3r € Pathk(s).3i > 0.
Toi Fx p A3’ € Pathg(m;).31 > 0., ko)
by ind. hyp.
= {s € S| 3Ir € Pathg(s).3i > 0.1, Ex P}
repl. i by i + L.
To show that [EF°]x C v®, let s € [EF°]x and j > 0. From the
definition of EF3°, there exists 7 € Path(s) and i > 0 such that
7o Erx p/, which implies s € ®7(S). Since this holds for every j > 0,
it means that s € (5 ®/(9), i.e., s € vP.

To show that v® C [EF]k, let s € v®. Since v® is a fixed point of
®, we have:
v = O(vd) = [EF, X]x[v®/X]

={s € S| 3Ir € Pathk(s).3i > 0.m; Fx p A7 € vP}.

Based on this, we construct the following path:
ﬁ:ﬁio _)..._)ﬁl.l _)..._)ﬁl.z _)..._)ﬁij...

where 7;, € v® for every j > 0, ig = 0, T;, = s, and the intervals
Ty —> " — T — -+ — Ty, are defined as follows. Since 7;, € v®,
according to the equation above, there exists m € Path(7;;) and [ > 0
such that mo; F=x p and m € v®. We take i;41 = i; + [ and for
each m € [ij,4j41], T = Tm—s;- The infinite path 7 is such that for
every j > 0, there exists ¢ = 4; such that 7o, =k p’, and therefore
s € [EFX]k.

O

A.2. Translation from RESs to MESs

Some additional definitions and lemmas are needed in order to prove the

translation. Let B = {X; = ¢;}1<i<, be an equation block and ®s : (2%)" —
(25", ®5(Uy, ..., Uy,) = {[@il k (6@ (U / X1, .., Un ) X)) ) 1<i<n be its associated
functional in the context of a Kripke structure K and an environment §. For
a given | € [1,n], the projection of ®; on the equations [[,n], noted ®'" :
(25)n—H1 5 (25)71+ s defined as follows: ®5"(U, ..., U,) = ([,]x(6 @
U/ X, ....Un/ X)) i<j<n. Similarly, the projection of a value (U, ...,U,) €
25)" on the fields [I,n] is defined as (U, ..., Un)in) = (Ui, ..., Uy).
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A.2.1. Operators EF, and AG,

Lemma 4. Let B = {X; £ ¢;}1<i<n be an equation block, K be a Kripke
structure, § be an environment, and ®5 : (2°)" — (25)" be the functional
associated to B, K, and 6. Then, for alll € [1,n]:

ln _
T3l /X otshr/Xir] = (OP6)1s - (0Ps)n)

where ®F"  (25)71+1 — (257714 s the projection of ®5 on the equations
1, n].

Proof Let B, K, d, and [ as stated in the hypothesis. We show the equality
by double inclusion, only for ¢ = pu, the proof for the case ¢ = v being
symmetric.

Inclusion “J7”: By definition of fixed points we have u®s = ®5(uds), meaning
that for all [ < j <n:

(1®s); = [l (0 @ [(uPs)1/ Xa, s (1®5)n / Xo]) =
[eil i ((6 @ [(1Ps)1/ Xas ooy (1®)11/ Xia]) @ [(0®@s)1/ Xt s (11 P5)n/ X))

This in turn means that:
L,n
ég@[(g%)l/xl ,,,,, (U<1>6)171/X171}((Nq)6)la s (1 Ps)n) = ((1Ps)1, -, (1P5)n)

e., ((u®s)y, ..., (uPs),) is a fixed point of (I>6®[(0¢6)1/X1 (0®)1_1/X1_ 1]’ and

.....

therefore it is greater than the least fixed point of this functional:

In
P50 (0051 /X1nloa) 1 /X1 ) E (PO (1®P5)n).

Inclusion “J”: We use the iterative characterization [58] of u®;s on the finite
lattice (2°",(), 5™, M, L)) (the operations M and LI are the pairwise extensions
of N and U):

pds = | J @5(0"), where ®J(0") =07, DET(D") = By(@5(0")).

k>0

.....

Base Step- (‘I)g(@ ))[l,n] = (@ ) = (r Hl C Nq)&@ [(0®s)1/X1,....(0®s)1_1/X1_1]"
Inductive step. We have:
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(@5 0™) 1) = (Ps(PE(D™))) 1.}
= ([0;]x (6 @ [(PF(O™)1/ X1, oo, (PF(D™))n/ Xn])i<sin
by def. of ®
(il k(6 @ [(P5(0™))1/ X, ..., (RF(O™))1-1/X14]) ©
[((I)’g(@"))l/Xl, s (RF(O™)n/ Xn])i<jzn
C ([¢]1x((0 @ [(1®s5)1/ X1, ..., (1Ps)i—1/Xi—1]) @
[(R5O™)1/ X1y ey (PF0™) )/ X)) i<j<n

by monotonicity
In k((n k(pn
®5®[(M¢6)1/X1 ----- (l@é)zq/xzfl]((q}é(@ iy wees (25(07))n)

by def. of ®\"
I,n
= Lo /X i1/ X1 (@ (Q) )).n)
= (I)5®[(#‘1’6)1/X1 ~~~~~ (1®s)i1—1/X1-1] K 5®[(U‘I’5)1/X1 ----- (U(I)(S)l—l/xl—l]>
by ind. hyp.
= 1S ()1 /X (0B) 11 /X ]
by def. of pu.
Thus, (,U(I)&)[l,n] = (Ukzo (I)lg(@n))[l,n] = Ukzo@lg(@n))[lm} C
In .
:“(I)s@[(a%)l/xl _____ (0Bs)1r/X1_1]’ which concludes the proof. O

The following lemma allows to replace an equation of a block by a set of
equations, provided that the interpretation of the variable in the left-hand
side of the equation remains unchanged in the original and the substituting
block w.r.t. all environments.

Lemma 5 (Substitution). Let B = {X; = ¢;}1<i<n be an equation block,
and let {X,, = ,,Y; = 0, tnejom be another block suitable for the substitu-
tion of the equation X, = ¢, such that ([{X, = ©.}]x0)(X,) = ([{ X, =
U, Y = 0 e jemlk0)(Xy) for any Kripke structure K and environment 6.
Then:

([[{Xz = %‘hgz‘gn[Xn = on = X, = P, Y} = ¢j]n<j§m]]K5)(Xz) =
({Xi = vihi<icnl K0)(X3)

for alli € [1,n] and for any K, §.

Proof We show the lemma for ¢ = p, the proof for the case ¢ = v being

symmetric. Let ®3™ @ (25)™ — (2%)™ be the functional associated to the
substituted equation block, defined as follows:

q);vm(U17 ey Un7 Wn+17 ) Wn) g
(el k(6 @ [Ur) X1, ooy Un ) X, Woit ) Yosts ooy Wi/ Y,
[k (6 @ [U1/ X1, ., Unf X, Wasr /Yo, oo, Wn/ YD1 <icninsim
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We first show that ((u®;™)y, ..., (u®;™),) is a fixed point of the functional ®;
associated to B and 6. From the definition of u®;™, it follows that [¢;]x (6@

(O™ )1/ X1, s (BOE™ ) Ko, (HBS Vst Vs s (HOE ) Vi) =
(u®;™); for all i € [IL,n — 1]. The suitability condition
U folei) N {Yesr,....Ym} = 0 implies that all formulas ¢,
for i € [l,n — 1] depend only upon Xj,..,X, and therefore
[piic(8 @ [(p®5™)1/ X ey (D5™)n/ X)) = (p®5™);.  To show that
this equality also holds for ¢ = n, we apply Lemma 4 for [ = n on the
substituted block and we obtain:

.....

where @3+ (25)m 1 5 (25)m7+1 g the projection of ®5™ on the equa-
tions [n,m]. From the hypothesis of the lemma and the definition of the
interpretation [{X, = ¥, Y; = ¥, }nej<m]x 0, this implies:

({Xn Z 0k (6 @ [(u®5™)1/ X1, ooes (@5 ™ Vo1 / X)) (X)) = (u®5™)
or, according to the definition of [{X,, = ¢, }]x0:

n o 1,m
P (™)1 /X (O™ 1 /X a] — PG

where @7 : 25 — 2% ®HU) = [pu]x(6 @ [U/X,]). Since (u®;™), is by

definition a fixed point of q)5®[(u‘1>§’m)1/X1 ..... (BB Xa] this means:

(Tenl k(6 @ [(u®5™)1/ X1, ooy (45 ™) 1/ X 1])D
[(B25™) /X)) (5™ )n) = (15" )

ie.,

([en]x (6@ [(,U(I)é’mh/Xl, ey (M(I)é’m)n/Xn]))((M(I)é’m)n) — (Mq);m)n.

Therefore, <(,u(I>§’m),~>1§i§n is a fixed point of ®s.

It remains to show that this is indeed the minimal fixed point of ®s.
Since the lattice (2°™ 0, S™, M, ) is finite (the operations M and LI being the
pairwise extensions of N and U), the minimal fixed point u@é’m also has an
iterative characterization [58]:

poy = (@) om)

k>0
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where (BL7)0(0m) = 07, (L)1) = BL7((@L™)E(p™)).
We show, by induction on &, that ((®5™)5(0™)); C (uds); for all i € [1,7]
and k > 0. Let i € [1,n].
Base step. ((95)°(0™)); = 0 C (u®s);.
Inductive step. For i € [1,n — 1], we have:
(@51 (@™)); = (@57 ((P5™)F(0™)))s
= [l k(8 @ [((@5™)F(@™)1/ X1, s (P5™)E O™/ Yol
by def. of [ ]
= [l k(8 @ [((@5™)F(@™)1/ X1, oo (P5™)E (™)) X))
by suitability
C lpilx (6 @ [(1®s)1/ X1, oo, (1Ps)n/ X))
by ind. hyp.
= (1®s);
by def. of u®ds.
For 1 = n, we have:
(@5 O™ = [Dal s (8 @ [((@5™ ) (07))1/ X1, oo (@5 )E(O™) o/ Yon])
C [l (6@ [(R5™VEO™))1/ X1, ooy (5™ (O™) )1/ X,
(HP5"™ )/ Xy oo (1P )/ Yom])

= ([{Xn & 90, Y5 = ¥} ncjeml i
(6 @ [((@5™)HO™))1/ X1 ooy (@5 O™))-1/ Xn1])) (Xn)
by def. of [ ]
= ([Xa = on]x
(6 @ [((@5™)F(O0™)1/X1s coey (@5 (O0™))-1/ Xna])) (Xn)
by hyp.

5®[((‘1’1m) @)1 /X150, (25 )R (O™)) -1/ Xn-1]
by def. of [ ]

S[(pPs)1/ X1,y (P n—1/Xn—1]
by ind. hyp.
= (Nq)5)n
by Lemma 4.
The last application of Lemma 4 above considers the block
= {X; £ @i}ici<n and takes | = n. This concludes the proof that
<(,Uq>(1;’m)i>1§i§n is the least fixed point of ®s. O

C pudy

Lemma 5 allows to prove the correctness of a substitution by focusing only
on the equations involved in the substitution, as illustrated in the proof
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below.

Proof (Proposition 2). Let K be a Kripke structure, B; = {X; £ ©it1<i<n
and By = {X; Z ©i h<i<n two equation blocks, and § a propositional en-
vironment as stated in the hypothesis. We show the proposition only for
blocks of type B; and the substitutions in the upper part of Figure 5, the
other cases being dual.

e Substitution X £ EF, )Y := X £ EF, Z,Z £ EF,,Y. It is sufficient
to show that this substitution satisfies the condition in the hypothesis
of Lemma 5:

([{X = EFp Y} 0)(X) = ({X = EF,, Z, Z £ EF, Y }]10)(X).

By applying the definition of [ | and simple properties about substitu-
tion of variables in a RES, we obtain:

({X & EF,, 0, Y HK6)(X)
= [[EFm-sz]]K(S
={s€ S| 3Ir € Pathk(s).3i > 0.m; Ex pr.p2 AT € [Y]k}
— {s € S| 3 € Pathy(s).3i > 0.3k € [0,1].
Tok Fr pLATri Fr p2 AT € [Y]k}
= {s € S| 3Ir € Pathg(s).3k > 0.
o,k ):K P1 A T > k’.’ﬂ'kﬂ' ):K 02 NT; € [[Y]]K}
= {s € S| 3dr € Pathg(s).3k > 0.m ) =x p1 A 3In" € Pathy(my).3i > k.
Thi Fr p2 AT € [Y]i}
= {s € S| 3Ir € Pathk(s).3k > 0.mp; =x p A7 € [EF,, Y]k}
= [[EFplEFP2Y]]K5
= ([{X = EF,EF,,Y}]k0)(X)
= ({X £EF,, Z,Z £ EF,,Y }]£0)(X).

e Substitution X £ EF,,,,Y := X £ ZVU,Z £EF, Y,U £EF,Y. As
above, it is sufficient to show that:

({X £ EF,, 1, Y Hkd)(X) =
({X £2ZVU,Z£EF,Y,U £EF,,Y}kd)(X).

By applying the definition of | ] and simple properties about substitu-
tion of variables in a RES, we obtain:
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([[{X £ EFPl\mY}]]Ké)(X)

= [EF,, 15 YK 6

= {s€ S| 3Ir € Pathk(s).3i > 0.m0,; Ex prlp2 A € [Y]K0}

={s e S|3Ir e Pathg(s).3i > 0.(mo; FEx p1V 70 FEx p2) N
T € [[Y]]K(S}

= {S cs ‘ dr € PathK(s)Elz > O.((ﬂ'g’i ’:K p1L N\ T € [[Y]]K(S) V
(M0 Ex p2 A € [Y]K0))}

= {S < S ‘ 3 - PathK(s)Elz Z 0.71'0’2' ’:K P1 /\7TZ' c [[Y]]K(S V
3w € Pathg(s).3i > 0.mp,; Ex p2 A € [Y]k0}

= [EF,,Y VEF,,Y]xé

= ([{X £ EF,,Y VEF,,Y}]x6)(X)

= ({X£2ZVvU ZEEF,Y,U£EF,Y}xd)(X).

Substitution X £ EF,.Y := X £ Y Vv Z,Z £ EF,X. As above, it is
sufficient to show that:

({X £ EFYHxO)(X) = ({X £Y V Z,Z £ EF, X}]x4)(X).

Let A = ([{X £ EF,.Y}]xd)(X). We have:
({X £ EF,-Y}gd)(X) = by def. of [ ]
[EF - Y]Kd =
{8 es | dr e PathK(S)HZ > 0.7'('07@' ):K p* NT; € [[Y]]K(S} =
{8 c S | dr e PathK(s)Elz Z 0.3k Z 0.7'('07@' ):K pk N € 5(Y)}
Let B=([{X £Y V Z,Z £ EF,X}]x0)(X). We have:
(IX £Y Vv Z ZEEF,X}]x0)(X) = by subst. on Y
([{X £ Y VEF,X}k0)(X) = nd;
where the functional ®; : 29 — 29 is defined as follows:
O5(U) =Y VEF,X]x (0 @ [U/X])
=[Y]xk(d 0 [U/X])U[EF,X]x (6 @ [U/X])
=0(Y) U [EF,X]x[U/X].

The lattice (2°,0,.S,N, U) being finite, the minimal fixed point u®; has
also the following iterative characterization [58]:

pds = U (I)k(@)v

k>0
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where ®0(0) = 0, BF+1(0) = 5(V) U [EF, X]x[®*(0)/X].

Intuitively, ®**1(()) contains those states having an outgoing sequence
that matches p’ for some j € [0, k] and leads to a state in §(Y):

OFH () = (s € S | Ir € Paths(s).3i > 0.35 € [0, k].
0, ):K p] N € 5(Y)}

This statement can be easily shown by induction on k.
Base step.
©1(0) = o(Y) U [EF, X][°(0)/X]

(Y
E ) U [EF Xk [0/ X]

Y)
€ S| Im € Pathk(s).moo Ex p° Ao € 6(Y)}
by choosing 7,7 = 0.

5
5
J
{

Inductive step.
PE2(P) = ®(PFT1()) by def. of ®
=0(Y)U{s € S|3Im e Pathk(s).3i > 0.
Toi Ex p A € ®FTH(0)} by ind. hyp.
=0(Y)U{s e S|3Im e Pathk(s).3i > 0.m; Fx p A
In’ € Pathg(m;).3i" > 0.35 € [0, k.
mho o AT € 6(Y)}
=0(Y)U{s € S| 3Ir e Pathk(s).3i > 0.35 € [0, k].
moi FEx PP AT €0(Y)} repl. i by i+ 4/
—5(Y)U{se€ S |3re Pathi(s).3i >0.3j € [1,k+1].
To,i ’:K /ﬂ NT; € (5(Y)}
— {s€ 8|3 € Pathw(s).3i > 0.35 € [0,k +1].
T0,i ):K p7 N € 5(Y)}

From the above statement, we obtain:

B = Ukzo Ok (0) = @°(0) U Ukzo OF(0) = UkZO (D)

= Uiso{s € S| 37 € Pathg(s).3i > 0.35 € [0, k].
0, ):K pPNAT; E 5(Y)}

={seS|Ik> 0.3r € Pathg(s).3i > 0.35 € [0, k].
700, ):K p7 N ™ € 5(Y)}

={s € 5| 3r € Pathg(s).3i > 0.3k > 0.35 € [0, k].
0, ):K pj N € 5(Y)}

={s € S| 3Ir € Pathk(s).3i > 0.3k > 0.m; Ex p" A7 €6(Y)}
choose 7 =k

= A
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A.2.2. Operators AF, and EG,
Translation to gquarded form.

Proof (Lemma 1). Let K be a Kripke structure, B = {X; £ @i }1<i<n be an
equation block and ¢ a propositional environment as stated in the hypothesis.
It is sufficient to show that the absorption substitution satisfies the condition
in the hypothesis of Lemma 5:

([{X £ X V@}]xd)(X) = ({X = }]x6)(X)

which amounts to show, applying the definition of [ |, that:

puds = [[@]]K5

where the functional ®5 : 25 — 2% is defined as ®s(U) = [X V ¢]x(6 @
[U/X]) = U U [p]xd. The lattice (2°,0,5,N,U) being finite, the minimal
fixed point u®;s has also the following iterative characterization [58]:

pds = | @*(0), where @§(0) =0, @5 (0) = @5(0) U []x0.

k>0

To obtain the desired equality, it is therefore sufficient to show that ®5™(()) =
[©] k6 for every k > 0. We proceed by induction on k.
Base step: ®L(0) = ®Y(0) U [¢]xd = [¢] k0.
Inductive step:
L (0) = DED) U [¢]kd by def.
= [plxd U[plxd by ind. hyp.
=[] k0.

Determinization.

Several definitions and lemmas are needed in order to prove Proposition 3.
Consider a Kripke structure K and the following potentiality RES:

j=1

{XZ- L \n/(hij ANEF,, X;) V (h; A Y)} (%)
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where h;j,h; € Bool and p;; are regular formulas for all 1 < 4,7 < n.
Unguarded occurrences of variables X; in the right-hand sides of the equa-
tions are obtained by taking p;; = nil. RESs of the form (x) are encoun-
tered throughout the translation from a potentiality RES to its guarded
form. For instance, a potentiality RES {X; £ EF,Y} can be rewritten as
{x, £ EF,Xs, X, £ Y}, which is in the form above by considering n = 2,
hi1 = false, hiy = true, p1o = p, hy = false, hyy = hyy = false, and hy = true.
Similarly, a guarded potentiality RES is a particular case of form (x) in which
all regular formulas p;; are simply atomic propositions p;;.

To each propositional variable X; of the potentiality RES (%) and environ-
ment ¢ is associated a path predicate Pj; : Pathx — Bool characterizing the
paths denoted by X; in the context of §. These path predicates are defined
by the following equation system:

{Pé,i(ﬂ-) £ \/ (h” A Ell” Z 0.7'('0711.]. ): Pij A P&,j(ﬂ-lij,oo)) V (hz N T € (S(Y))}
j=1 1<i<n
where 7. o, denotes the suffix of path 7 starting at the state of index [;;.

The translation from a potentiality MEs {X; £ EF,Y} to its guarded
form preserves the path predicate associated to the main variable X, as
shown by the lemma below.

Lemma 6. Let K be a Kripke structure, R = {X; £ EF,Y'} be an equation
block, M be its corresponding guarded potentiality MES in the form (x), and
Ps; be its associated path predicates. Then:

Psi(m) =31 >0.m; EpAmedY)
for any ™ € Pathy and any propositional environment §.

Proof Let K be a Kripke structure and 0 be a propositional environment.
Let the equation block R = {X; £ EF,X,, X, £ Y} in form (). Its associ-
ated path predicates are defined as follows:

Psi(m) = 312 > 0.1, = pr2 A Psa(Tis,00)
P572(7T) = Ty € 5(Y)

where m € Pathy. After appropriate renamings, we obtain the desired equal-

ity:
P571(7T) =4l > 0.7‘(‘071 ): pATE 5(Y)
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It remains to show that this equality also holds along the translation of R
into guarded form. This translation consists of two phases: elimination of the
regular operators present in p (Proposition 2) and elimination of unguarded
occurrences of variables (Lemma 1). The substitutions performed in both
phases preserve the path predicates associated to the variables defined by
the substituted equations. This can be shown using similar arguments as in
Proposition 2 and Lemma 1; we show below the path predicate preservation
only for the first rule in Proposition 2, leaving the other ones as exercises for
the interested reader.

This rule transforms the RES R = {X £ EF, ,,Y} into the RES

R ={X £EF, Z,Z £ EF,,Y}. The predicate P;, associated to X; in R’ is
defined as follows:

Py (m) =31 > 0.m01 = pr A P§o(T1,00) by def. of Ps,
=3l > O.Wo,l ): p1 N\ 3 > 0~7Tl,l+l’ ): P2 N\ Ty € 5(Y) by def. of Péz
=4l Z 0.3l 2 0.7‘(‘071 ): L1 N T4 ): P2 A T € 5(Y)
=3k >0.35 > 0.m; F pr ATj = p2 AT € 0(Y)
by taking k =1+ and j =1
=3k >035 >0m; Ep AT Ep2 AT €6(Y) by def. of py.ps

which coincides with the definition of P5; in R. Thus, the path predicate
P51 associated to X; in R remains unchanged during the translation of R
into guarded form, which shows the desired equality. a

The relation between the path predicates associated to a guarded poten-
tiality MES and the interpretation of the corresponding determinized MES
is given by the lemma below.

Lemma 7. Let K be a Kripke structure, M be a guarded potentiality MES
in the form (%), and Ps; be its associated path predicates. The determinized
MES corresponding to M is defined as in Section 3.3.2. Then:

([HXI = Vococpropry AF@Xvars@.) V (R(I) A Y)}Iql’n]]] K5> (X))

{s € S| Vr € Pathk(s).3j € J.Ps(m)}
for any indez set J C [1,n] and any propositional environment d.

Proof Let K, M, 9, and Ps; as stated in the hypothesis. The functional
Dy - (25)2 R (25)2 ~! associated to the determinized MES corresponding
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to M is defined as follows:

@5((Us)scina) = { | Vacocmentn AFeXursion V (h(1) AY)]

(60 [Us/Xslocqim) )

I1C[1,n]

The interpretation of the determinized MES is equal to u®s. Let U = ({s €
S | Vi € Pathk(s).3j € J.Ps;(m)})jcnn. We must show that pds = U,
which we split into a double inclusion.

Inclusion C.. By Tarski’s theorem [78], showing that pu®s; C U amounts to
show that ®5(U) C U. We have:

25(U) = ( [Vacacomnn AFXursian V (D) AY)]
(60 [{s € S | ¥x € Pathy(s).3j € J.Ps(m)}/ Xslscqim) )

1)

Let I C [1,n] and s € (®s5(U));. By using the definition of ®; and
the interpretation of AF, and doing a simple first order reasoning, this is
equivalent to the disjunction of the two conditions below:

(a) 30 € Q C prop(I).(s = Q ANVm € Pathg(s).35 € vars(Q,I).Ps ;(71.00))
(b) h(I) ANs € o(Y).

We must show that s € Uy, i.e., that Vr € Path(s).3i € I.Ps;(7). By
applying the definition of path predicates, this expands as follows:
Ve Path(s)flz c ](Elj S [1, n](hw NS ): Dij N P5J(7T17oo)) V (hl NS € (5(Y)))

which is equivalent to the disjunction of the two conditions below:

(a’) Vr e Pdth(S)Elj < [1,71](3@ c ]<h2J AN ):ng) N Pé,j<7T1,oo>>
(b)) Ji € Lhi As € 8(Y).

Two cases are possible, depending on the fact that (a) or (b) holds.

Case (a). Let @ C prop(I) such that s € @ and for all 7 € Pathg(s)
there exists j € vars(Q),I) such that Ps;(m ). Let m € Pathg(s).
From condition (a), we can choose j € vars(Q, I) such that Ps;(m o).
Based on the definition of wvars(Q, ), we can choose i € I such that
pij € @ and h;; = true. Since s = @ and p;; € @, it follows that
s = pi; (recall from Section 3.3.2 that () stands for the conjunction of
all atomic propositions that it contains). This implies condition (a’).
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Case (b). Assume that h(I) = true and s € 6(Y). From the definition of
h(I), it follows that we can choose i € [ such that h; = true. This
implies condition (b’).

Inclusion O.. The equation system defining the path predicates associated
to M is defined as follows:

{P&j(ﬂ') £ \n/ (hfyk N\ T ):pjk VAN P&,k(ﬂ'l,oo» V (hj N Ty € 5<Y))}

1<j<n

For simplicity, we assume that all predicates occurring in the right-hand
sides of equations are defined by some other equations of the system; this
corresponds to the fact that M does not have free propositional variables
excepting Y, whose interpretation is given by the environment 6. The func-
tional I1s : (Pathx — Bool)” — (Pathix — Bool)™ associated to this system
is defined below:

H(;(Pl, ,Pn) = <)\7T (\/ (h]k A o ): pjk A Pk(ﬂ'l,oo)) V (h] A\ 0 - 5(Y))> >

1<j<n

It is straightforward to check that the functional Il5 is continuous on
the lattice ((Pathx — Bool)", (Ar.false)™, (Am.true)”, M, ), where LI and M
are the pointwise extensions of disjunction and conjunction operations on
path predicates. Therefore, its minimal fixed point ulls, which gives the
interpretation of the equation system, has the following iterative characteri-
zation [58]:

plls = |_| IT% (A .false)™), 9(( M7 false)™) = (Ar.false)™.

k>0

We note (P§)1<j<n = II§((Am.false)”). From the iterative characteriza-
tion of ulls and the definition of LI, we have:

Ps j(m) = <|_|<P§fj>1<j<n> (r) = 3k > 0.P}(m).

k>0

To obtain the desired inclusion, we use the following statement:
Wk > 0. (<{s € S| Vr & Pathi(s).3j € JPE(m)}) e € ,@5) (%)
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To show that U C u®s, let J C [1,n] and let s € U, which means that
for all m € Pathk(s), there exists j € J such that Ps (7). The definition of
P; ;(m) above ensures that we can find k& > 0 such that Py’;(7). By applying
(xx) for that k, we obtain s € (u®s);, which implies in turn the desired
inclusion U C u®s.

It remains to show the (xx) statement. We proceed by induction on k.

Base step.

({s € S| Vr € Pathk(s).3j € J.ng(ﬂ)})]qlm = by def. TI?((A\r.false)™)

({s € S| Vm € Pathk(s).3j € Jfalse}) ;cpy ;= (0)scpn S nds.

Inductive step. Let U* = ({s € S'| V& € Pathy(s).3j € J.Py;(7)})sciin-
We show below that Ut C ®5(U*), which together with the inductive hy-
pothesis and the definition of minimal fixed points implies U1 C &5(U*) C
Os(uds) = puds, i.e., the desired inequality.

Let J C [1,n] and let s € (U*1);, which means that for every ™ €
Path (s) there exists j € J such that ng;-’l(ﬁ). From the definition of Ils

and P(Skj, we have:

P () = \/ (hji Ao = pju A Piy(mi00)) V (B Ao € 5(Y).
=1

By expanding this equality and doing a simple first order reasoning, the
conditions above can be rewritten as the disjunction of the two conditions
below:

(c) ¥ € Pathg(s).3l € [1,n].(35 € J.(hji As | pj) A Pyy(T100))
(d)dj € JhjAnsed(Y).

Let s € (®s(U*));. From the definition of @, this is equivalent to:

s € [ Vocaemnn AFeXunsin V (M) AY)] (60 [(UF)1/Xe)iciim)

Using the definition of U* and the interpretation of AF, and doing a
simple first order reasoning, this is equivalent to the disjunction of the two
conditions below:

() 30 € Q < prop(J).(s = Q AV € Pathy(s).3l € vars(Q, J). Py (T100))
(d') h(J)ANsed(Y).

Two cases are possible, depending on the fact that (c¢) or (d) holds.
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Case (c). Let the set of atomic propositions ) be defined as follows:

Q= |J {palicJnle[ln]Askp}

w€Pathi (s)

Condition (c) guarantees that () is not empty and the definition of
prop(J) implies that @ C prop(J). Since s [= pj for every p; € Q,
it follows that s = @ (recall from Section 3.3.2 that ) stands for
the conjunction of all atomic propositions that it contains). Let 7 €
Pathg(s). From condition (c), we can find [ € [1,n] and j € J such
that hj; and s = py and Pj (71 .+). Since p;; € @ by definition of @,
from the definition of vars(Q,J) it follows that [ € vars(Q,J). This
implies condition (c’).

Case (d). Let j € J such that h; = true. From the definition of h(J),
it follows that h(J) = true. Since s € §(Y) from condition (d), this
implies condition (d’).

This concludes the proof of the lemma. O

We are finally ready to prove Proposition 3.

Proof (Proposition 3).

Let K be a Kripke structure, § be a propositional environment, R =
{X, £ AF,Y'} an equation block. Let Ps; be the path predicates associated
to the guarded potentiality MES obtained by translating R, and let M be
the MEs further obtained after determinization.

We have:

([M]k0)(Xqy) = by Lemma 7

{s € S| Vm € Pathk(s).Ps1(m)} = by Lemma 6

{s € S |Vr e Pathk(s).A > 0.1y =pAmedY)} = by def. of AF,Y

and [ ]
([{X1 £ AR, Y} k0)(X1).
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