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MINIMAL TIME PROBLEMS WITH MOVING TARGETS

AND OBSTACLES

OLIVIER BOKANOWSKI1,2,3 AND HASNAA ZIDANI3

Abstract. We consider minimal time problems governed by nonlinear
systems under general time dependent state constraints and in the two-
player games setting. In general, it is known that the characterization
of the minimal time function, as well as the study of its regularity prop-
erties, is a difficult task in particular when no controllability assumption
is made. In addition to these difficulties, we are interested here to the
case when the target, the state constraints and the dynamics are allowed
to be time-dependent.

We introduce a particular ”reachability” control problem, which has
a supremum cost function but is free of state constraints. This auxiliary
control problem allows to characterize easily the backward reachable
sets, and then, the minimal time function, without assuming any con-
trollability assumption. These techniques are linked to the well known
level-set approaches. Partial results of the study have been published
recently by the authors in SICON. Here, we generalize the method to
more complex problems of moving target and obstacle problems.

Our results can be used to deal with motion planning problems with
obstacle avoidance.

Keywords: Minimal time problem, moving targets, time-dependent state con-

straints, motion planning, obstacle avoidance, Hamilton-Jacobi-Bellman equations,

level set method, reachable set (attainable set).

1. Introduction

The regularity and characterization of the minimal time function is a
widely studied topic (see [6], [10], [1], [8, 9] [5] and references therein).

When there is no state constraint, and under some local metric properties
around the target, the minimal time function T is the unique continuous
viscosity solution of an Hamilton-Jacobi (HJ) equation. See [1] in the one-
player game setting and for corresponding Hamilton-Jacobi-Bellman (HJB)
equation satisfied by T .

In the presence of state constraints K (where K is a non-empty closed
subset of Rd), the minimum time function (and more generally the value
function of an optimal control problem) is not necessarily continuous, unless
some controllability assumption is made on the boundary of K.
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In the work of [9], no controllability assumption is assumed and a char-
acterization is obtained involving non-smooth analysis.

In the present paper, we follow some ideas developed in [5] in order to
treat minimum time function and capture basin for two-player games. We
are mainly interested by the case of a moving target and time-dependent
state constraints, and the dynamics will be time-dependent as well.

We refer to [21, 11, 1, 19] and references therein for an introduction and
some results for deterministic two-player games with infinite horizon.

Acknowlegments. This work was supported by the EU under the 7th
Framework Programme FP7-PEOPLE-2010-ITN, GA number 264735-SADCO.

2. Setting of the problem

Let A and B be two nonempty compact subset of Rm and Rp respectively.
For t ≥ 0, let At := {α : (0, t) → A, measurable} and Bt := {α : (0, t) →
B, measurable}. We consider a dynamics f : Rd × [0,+∞[×A × B → Rd
such that

(H1) f is Lipschitz continuous

and, for every x ∈ Rd and (α, β) ∈ At×Bt, its associated trajectory y = yα,βx
defined as the (absolutely continuous) solution of

ẏ(s) = f(y(s), s, α(s), β(s)), for a.e. s ∈ [0, t],(1a)

y(0) = x.(1b)

To simplify, we shall assume that f is globally Lipschitz in all its variables
(although weaker assumptions can be made for part of the results).

We also assume that (Kt)t≥0 is a family of closed sets of Rd (set of ”con-
straints”), and that (Ct)t≥0, an other family of closed sets (set of ”targets”).

We consider a game involving two players, starting at time t = 0. The
first player wants to steer the system (initially at point x) to the target Ct
in some minimal time t ≥ 0, and by staying in Kt (and using her input
α), while the second player tries to steer the system away from Ct or from
Kt (with her input β). More precisely we will say that the trajectory is
”admissible on [0, t]” if it satisfies the constraints on the time interval [0, t]:

yα,βx (θ) ∈ Kθ, ∀θ ∈ [0, t].

We define the set of non-anticipative strategies for the first player, as
follows:

Γt :=

{
a : Bt → At, ∀(β, β̃) ∈ Bt and ∀s ∈ [0, t],(
β(θ) = β̃(θ) a.e. θ ∈ [0, s]

)
⇒(

a[β](θ) = a[β̃](θ) a.e. θ ∈ [0, s]
) }

.

Then we are interested to characterize the following capture basin for the
first player:

CapfC,K(t) :=
{
x ∈ Rd, ∃a ∈ Γt, ∀β ∈ Bt,(2) (

ya[β],β
x (t) ∈ Ct, and ya[β],β

x (θ) ∈ Kθ, ∀θ ∈ [0, t]
)}
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Thus x ∈ CapfC,K(t) means that there exists a non anticipative strategy

a ∈ Γt such that for any adverse strategy β ∈ Bt, we have y
a[β],β
x (t) ∈ Ct (we

reach the target Ct at time t).
This setting includes the case of a fixed target Ct ≡ C or of a fixed con-

straint Kt ≡ K. It also contains the particular case of a one-player game (it
suffices to take B = {b0} a fixed value, Bt = {β} a fixed constant function
and then any α ∈ At represents an admissible non-anticipative strategy).

We are also interested in computing the minimal time function T (x) de-
fined by

T (x) := inf

{
t ≥ 0, ∃a ∈ Γt,∀b ∈ Bt,

ya[β],β
x (t) ∈ Ct and

ya[β],β
x (θ) ∈ Kθ, ∀θ ∈ [0, t]

}
Since we have T (x) = inf{t ≥ 0, x ∈ CapfC,K(t)}, it is sufficient to charac-

terize the sets CapfC,K(t).

It is well known that the set CapfC,K(t) is linked to a control problem.

Indeed, consider some Lipschitz continuous function ϑ0 : Rd × R → R such
that

ϑ0(x, t) ≤ 0⇐⇒ x ∈ Ct,(3)

and consider the control problem:

u(x, t) := inf
a∈Γ

max
β∈Bt

{
ϑ0(ya[β],β

x (t), t),(4)

β s.t. y
a[β],β
x admissible on [0, t]

}
(5)

(with value u(x, t) = +∞ if for any strategy a there is no admissible trajec-
tory).

Let us assume that f is affine in the variable a :

(H2) f(x, t, a, b) = f1(x, t, b) + f2(x, t, b) · a

(a similar assumption, such as f(x, t, A, b) convex for all b, could also be

assumed). As in [7] we have that CapfC,K(t) is a closed set.

Under (H2), the capture basin is related to the negative region of u(., t) :

CapfC,K(t) = {x ∈ Rd, u(x, t) ≤ 0}.(6)

However the characterization of u by means of an HJB equation is not
easy because of the state constraints, unless some strong assumptions are
satisfied. Our aim in this paper is to give a simple way to characterize the
capture basin.

In section 3, we first discuss some existing and related results. In section 4
we present our results. An appendix contains the proofs.
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3. Discussion

For the unconstrained case, several works have been devoted to the char-
acterization of the value function u as a continuous viscosity solution of a
Hamilton-Jacobi equation, see [12, 1]. In presence of state constraints (and
when Kt ≡ K and is different from Rd), the continuity of this value function
is no longer satisfied, unless the dynamics satisfy a special controllability as-
sumption on the boundary of the state constraints. This assumption called
“inward pointing qualification (IPQ)” condition was first introduced by [18].
It asks that at each point of K there exists a field of the system pointing
inward K. Clearly this condition ensures the viability of K (from any initial
condition in K, there exists an admissible trajectory which could stay for
ever in K). Under the (IPQ) condition, the value function u is the unique
continuous constrained viscosity solution of a HJB equation with a suitable
new boundary condition.

Unfortunately, in many control problems, the (IPQ) condition is not sat-
isfied and the value function u could be discontinuous. In this framework,
Frankowska introduced in [13] another controllability assumption, called
“outward pointing condition.” Under this assumption it is still possible
to characterize the value function as the unique lower semi-continuous (l.s.c.
for short) solution of an HJB equation.

In absence of any controllability assumption, the function u is discon-
tinuous and its characterization becomes more complicate, see for instance
[20, 4] and the references therein. We refer also to [8, 9] for a characterization
based on viability theory.

Several papers in the literature deal with the link between reachability
and HJB equations. In the case when K = Rd, we refer to [16] and the
references therein. The case when K is an open set in Rd is investigated in
[15]. We also refer to [14] for a short discussion linking the reachable sets
under state constraints to HJB equations. The treatment in this reference
assumed a C1 value function.

In a recent work [5], the case Kt ≡ K, Ct ≡ C and with no time de-
pendency in the dynamics, has been investigated. It was shown that the

capture basin CapfC,K can be characterized by means of a control problem

whose value function is continuous (even Lipschitz continuous). Let us re-
call here the main idea. For simplicity we consider also the one-player game
(f(x, t, a, b) ≡ f(x, a)). We first consider continuous functions g : Rd → R
and ϑ0 : Rd → R such that

g(x) ≤ 0⇐⇒ x ∈ K and ϑ0(x) ≤ 0⇐⇒ x ∈ C.

Then we introduce the new control problem:

ϑ(x, t) := inf
α∈At

{
max

(
ϑ0(yαx (t)), max

θ∈[0,t]
g(yαx (θ))

)}
.
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It is proved in [5] that the value function ϑ is the unique continuous viscosity
solution of the equation:

min
(
∂tϑ(x, t) +H(x,Dxϑ(x, t)), ϑ(x, t)− g(x))

)
= 0,(7a)

for t ∈ [0,+∞[, x ∈ Rd,
ϑ(x, 0) = max(ϑ0(x), g(x)).(7b)

where H(x, p) := maxa∈A
(
− f(x, a) · p

)
, and furthermore we have

CapfC,K(t) = {x, ϑ(x, t) ≤ 0}.

The main feature of (7) is to use a modelization with a supremum cost,
in order to handle easily the state constraints and to determine the corre-
sponding capture basins. This idea generalizes the known level-set approach
usually used for unconstrained problems. Moreover, the continuous setting
opens a large class of numerical schemes to be used for such problems (such
as Semi-Lagrangian or finite differences schemes). We refer to [5] for nu-
merical results and comparison of various approaches for state-constrained
problems.

We shall now consider the general problem of moving (or time-dependent)
targets as well as moving obstacles.

N otations. Throughout the paper | · | is a given norm on Rd (for d ≥ 1).
For any closed set K ⊂ Rd and any x ∈ K, we denote by d(x,K) the distance
from x to K: d(x,K) := inf{|x− y|, y ∈ K}. We shall also denote by dK(x)
the signed distance function to K, i.e., with dK(x) := d(x,K) for x /∈ K,
and dK(x) := −d(x,Rd\K) for x ∈ K.

4. Main results

We assume that

(H3) the set-valued applications θ  Kθ and θ  Cθ are upper semi-
continuous.

We recall that if (Qt)t≥0 denotes a family of subsets of Rd+1, then the set
valued map t Qt is said to be ”upper semi-continuous” if

∀ε > 0, ∃α > 0, ∀θ ∈ [t− α, t+ α], Qθ ⊂ Qt + εB(0, 1).

Remark 1. For every t ≥ 0, the set CapfC,K(t) contains the initial positions

which can be steered to the target (exactly) at time t. Of course, we can also
define the ”backward reachable set”, which is the set of points from which
one can reach the target Ct before time t. This set is also a capture basin for
the dynamics f̃ where

f̃(x, t, (a, λ), b) := λf(x, t, a, b), λ ∈ [0, 1]

(see [16, 5]).
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We start by embedding the position y(t) and time t into a ”space time”
space. To do so, we set for every z = (y, t) ∈ Rd × R, the set-valued map
F : Rd+1 × [0,+∞)×A× B  Rd+1 such that :

F (z, a, b) :=
{
f(y, t, a, b)

}
×
{

1
}
,

and we remark that F satisfies similar Lipschitz continuity and linearity
assumptions as in (H1) and (H2). For a given ξ ∈ Rd×R and (α, β) ∈ At×Bt,
we can then consider z = zα,βξ , the absolutely continuous solution of

ż(s) = F (z(s), α(s), β(s)), a.e. s ∈ [0, t], z(0) = ξ.

(we shall simply denote z = zξ if there is no ambiguity). Any solution zξ(s) =
(y(s), η(s)) of the previous system satisfies equivalently, if ξ = (x, t0),{

ẏ(s) = f(y(s), t0 + s, α(s), β(s)), s ≥ 0, y(0) = x,

η(s) = t0 + s, s ≥ 0

Moreover, let also introduce two subsets of Rd+1:

C :=
⋃
t≥0

Ct × {t} and K :=
⋃
t≥0

Kt × {t}.

We have the following elementary result :

Lemma 1. Under (H3), the sets C and K are closed subsets of Rd+1.

Hence there exists Lipschitz continuous functions ϑ0 : Rd+1 → R and
g : Rd+1 → R such that

ϑ0(ξ) ≤ 0⇔ ξ ∈ C.(8)

and

g(ξ) ≤ 0⇔ ξ ∈ K(9)

(for instance we may choose ϑ0(ξ) := dC(ξ) and g(ξ) := dK(ξ)). In particu-
lar, for any t < 0 we have ϑ0((x, t)) > 0 and g((x, t)) > 0.

We can then define a capture basin associated to the new dynamics F :

CapFC,K(τ) :=

{
x ∈ Rd+1, ∃a ∈ Γτ , ∀β ∈ Bτ ,(10) (

z
a[β],β
ξ (τ) ∈ C, and z

a[β],β
ξ (θ) ∈ K, ∀θ ∈ [0, τ ]

)}
Notice that in the case ξ = (x, 0), we have zξ(t) = (yx(t), t) where yx is a

trajectory for the dynamics f . Hence

yx(t) ∈ Ct ⇔ zξ(t) ∈ C,

and in the same way,

yx(t) ∈ Kt ⇔ zξ(t) ∈ K.

Therefore we can easily deduce the following result:

Proposition 1. For all t ≥ 0, we have

x ∈ CapfC,K(t) ⇔ (x, 0) ∈ CapFC,K(t).(11)
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Since CapFC,K(s) has a fixed state constraint C and fixed target K and an

autonomous dynamics F , we can use the results of [5].
We consider the control problem, for ξ ∈ Rd+1 and τ ≥ 0:

ϑ(ξ, τ):=

min
a∈Γτ

max
β∈Bτ

{
max

(
ϑ0(z

a[β],β
ξ (τ)), max

θ∈[0,τ ]
g(z

a[β],β
ξ (θ))

)}
(12)

where we recall that the Lipschitz function g is related to the obstacle K by
(9) (we note that for t < 0 and τ ≥ 0, we have ϑ(x, t, τ) > 0).

It is the use of the supremum norm that will enable us to deal with the
controllability problem, because now (12) has no “explicit” state constraint.
In fact, in this new setting, the term maxθ∈[0,τ ] g(zξ(θ)) plays a role of a pe-
nalization that a trajectory zξ would pay if it violates the state-constraints.
Theorem 2 will show the advantage of considering (12), because ϑ will be
characterized as the unique continuous solution of an HJB equation.

Theorem 1 (Characterization of the capture basin).
Assume (H1)-(H3). Let ϑ0 (resp. g) be Lipschitz continuous functions sat-
isfying (8) (resp. (9)). Let ϑ be the value function defined by (12). For
every τ ≥ 0, we have:

CapFC,K(τ) =

{
ξ ∈ Rd+1, ϑ(ξ, τ) ≤ 0

}
.

In particular, we have,

CapfC,K(τ) =

{
x ∈ Rd, ϑ(x, 0, τ) ≤ 0

}
.

Now, the function ϑ can be characterized as the unique solution of a
Hamilton-Jacobi equation. More precisely, considering the Hamiltonian

HF (ξ, P ) := max
a∈A

min
b∈B

(
− F (ξ, a, b) · P

)
,(13)

by using [3] (see also [17, 5]), we have

Theorem 2. Assume (H1), and that ϑ0 and g are Lipschitz continuous.
Then ϑ is the unique continuous viscosity solution of the variational inequa-
tion (or ”obstacle” problem)

min(∂τϑ+HF (ξ, Dξϑ), ϑ− g(ξ)) = 0,(14a)

τ > 0, ξ ∈ Rd+1,

ϑ(ξ, 0) = max(ϑ0(ξ), g(ξ)), ξ ∈ Rd+1.(14b)

For sake of completeness the notion of viscosity solution is recalled in the
appendix (see Definition 1).

Application. We are thus able to compute capture basin using regular
functions. There are numerous schemes that can approximate the value
function ϑ of the previous HJB or HJI equations. This gives a way to
compute the set CapFC,K(t). Then in view of Theorem 1 we can find the

points x that belong to CapfC,K(t).
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Remark 2. From a theoretical point of view, the choice of g is not impor-
tant, and g can be any Lipschitz function satisfying (9). Of course, the value
function ϑ is dependent on g, while the set {ξ ∈ Rd+1, ϑ(ξ, t) ≤ 0} does not
depend on g.

There are other informations in the function ϑ. For instance, let yα,βx,t
denotes the solution of the differential equation (1a) and such that y(t) = x
(instead of y(0) = x). For s ≥ t, we define

CapfC,K(t; s) :=
{
x ∈ Rd, ∃a ∈ Γ, ∀β ∈ B,(15) (

ya[β],β
x (s) ∈ Cs, and ya[β],β

x (θ) ∈ Kθ, ∀θ ∈ [t, s]
)}

Then we have

Proposition 2. For any τ ≥ 0,

CapfC,K(t; t+ τ) = {x ∈ Rd, ϑ(x, t, τ) ≤ 0}.

Indeed this comes from the fact that yα,βx (s) = yᾱ,β̄x,t (s+ t) (where ᾱ(s) :=

α(s− t) and β̄(s) := β(s− t)), and thus for ξ = (x, t) we can deduce that

zξ(τ) ∈ C ⇔ yx,t(τ) ∈ Cτ
and

zξ(τ ∈ K ⇔ yx,t(τ) ∈ Kτ .
In other words, ϑ(x, t, τ) ≤ 0 (for some τ ≥ 0) is equivalent to say that there
exists some non-anticipative strategy a[·] such that (for any adverse strategy
β) we can reach the target Ct+τ at time t+ τ starting from x at time t.

Appendix A. Proofs of the main results

For sake of simplicity these proofs are given in the one-player game setting.
Proof of Theorem 1. We reproduce here the idea of the proof that can be
found in [5]. Assume that ξ ∈ CapFC,K(τ). Then there exists an admissible
trajectory zξ such that

ϑ0(zξ(t)) ≤ 0, and zξ(θ) ∈ K for every θ ∈ [0, τ ].

Hence, maxθ∈[0,τ ] g(zξ(θ)) ≤ 0, and we have:

ϑ(ξ, τ) ≤ max(ϑ0(zξ(τ)), max
θ∈[0,τ ]

g(zξ(θ))) ≤ 0.

Conversely, assume that ϑ(ξ, τ) ≤ 0. Then there exists a trajectory zξ for
the dynamics F , such that

0 ≥ ϑ(ξ, τ) = max(ϑ0(zξ(τ)), max
θ∈[0,τ ]

g(zξ(θ))).

Thus, for all θ ∈ [0, τ ], g(zξ(θ)) ≤ 0, i.e. zξ(θ) ∈ K, and zξ is an admissible
trajectory. Moreover, we have ϑ0(zξ(τ)) ≤ 0, hence zξ(τ) ∈ C and we can

conclude that ξ ∈ CapFC,K(τ). �
Proof of Theorem 2. It is based on a dynamic programming principle (DPP)
for ϑ that we shall not reproduce here (see for instance [3, Proposition 3.1]).

We recall here the definition of viscosity solution for (7) (the definition in
the case of (14) is similar).
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Definition 1 (Viscosity solution). An upper semi-continuous (resp. lower
semi-continuous) function ϑ : Rd×R+ → R is a viscosity subsolution (resp.
supersolution) of (7) if ϑ(x, 0) ≤ ϑ0(x) in Rd (resp. ϑ(x, 0) ≥ ϑ0(x)) and
for any (x, t) ∈ Rd×(0,∞) and any test function φ ∈ C1(Rd×R+) such that
ϑ−φ attains a maximum (resp. a minimum) at the point (x, t) ∈ Rd×(0,∞),
then we have

min(∂tφ+H(x,∇φ), ϑ− g(x)) ≤ 0

(resp. min(∂tφ+H(x,∇φ), ϑ− g(x)) ≥ 0) .

A continuous function ϑ is a viscosity solution of (7) if ϑ is a viscosity
subsolution and a viscosity supersolution of (7).

The fact that ϑ is the unique solution of (7) follows from the comparison
principle for (7) (which is classical, see for instance [2]), and the fact that
the Hamiltonian function H satisfies

|H(x2, p)−H(x1, p)| ≤ C(1 + |p|) |x2 − x1|,
|H(x, p2)−H(x, p1)| ≤ C|p2 − p1|,

for some constant C ≥ 0 and for all xi, pi, x and p in Rd. �
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Mathématiques & Applications (Berlin). Springer-Verlag, Paris, 1994.

[3] E. N. Barron and H. Ishii. The Bellman equation for minimizing the maximum cost.
Nonlinear Nanalysis T.M.A, 13:1067–1090, 1989.

[4] O. Bokanowski, N. Forcadel, and H. Zidani. Deterministic state constrained optimal
control problems without controllability assumptions. To appear in ESAIM: COCV,
page DOI: 10.1051/cocv/2010030, 2010.

[5] O. Bokanowski, N. Forcadel, and H. Zidani. Reachability and minimal times for
state constrained nonlinear problems without any controllability assumption. SIAM
J. Control Optim., 48(7):4292–4316, 2010.

[6] P. Cannarsa and C. Sinestrari. Convexity properties of the minimum time function.
Calc. Var. Partial Differential Equations, 3:273–298, 1995.

[7] P. Cardaliaguet. A differential game with two players and one target. SIAM Journal
on Control and Optimization, 34(4):1441–1460, 1996.

[8] P. Cardaliaguet, M. Quincampoix, and P. Saint-Pierre. Optimal times for constrained
nonlinear control problems without local controllability. Appl. Math. Optim, 36:21–42,
1997.

[9] Pierre Cardaliaguet, Marc Quincampoix, and Patrick Saint-Pierre. Pursuit differ-
ential games with state constraints. SIAM Journal on Control and Optimization,
39(5):1615–1632, 2000.

[10] Giovanni Colombo, Antonio Marigonda, and Peter R. Wolenski. Some new regularity
properties for the minimal time function. SIAM J. Control Optim., 44:2285–2299,
2006.

[11] R. J. Elliott and N. J. Kalton. The existence of value in differential games. American
Mathematical Society, Providence, R.I., 1972. Memoirs of the American Mathemati-
cal Society, No. 126.

[12] M. Falcone, T. Giorgi, and P. Loreti. Level sets of viscosity solutions : some applica-
tions to fronts and rendez-vous problems. SIAM J. Applied Mathematics, 54(5):1335–
1354, 1994.



10 OLIVIER BOKANOWSKI AND HASNAA ZIDANI

[13] H. Frankowska and S. Plaskacz. Semicontinuous solutions of Hamilton-Jacobi-
Bellman equations with degenerate state constraints. J. Math. Anal. Appl.,
251(2):818–838, 2000.

[14] A Kurzhanski and P. Varaiya. Ellipsoidal techniques for reachability under state
constraints. SIAM J. Control Optim., 45:1369–1394, 2006.

[15] J. Lygeros. On reachability and minimum cost optimal control. Automatica, 40:917–
927, 2004.

[16] I. Mitchell, A. Bayen, and C. Tomlin. A time-dependent Hamiliton-Jacobi formulation
of reachable sets for continuous dynamic games. IEEE Transactions on automatic
control, 50(7):947–957, 2005.

[17] M Quincampoix and O Serea. A viability approach for optimal control with infimum
cost. Annals. Stiint. Univ. Al. I. Cuza Iasi,s.I a, Mat, XLVIII:113–132, 2002.

[18] H. M. Soner. Optimal control with state-space constraint. I. SIAM J. Control Optim.,
24(3):552–561, 1986.

[19] P. Soravia. Pursuit-evasion problems and viscosity solutions of Isaacs equations. SIAM
J. Control Optim., 31(3):604–623, 1993.

[20] P. Soravia. Optimality principles and representation formulas for viscosity solutions
of Hamilton-Jacobi equations.ii. equations of control problems with state constraints.
Diff. and Int. Equations, 12(2):275–293, 1999.

[21] P. P. Varaiya. On the existence of solutions to a differential game. SIAM J. Control,
5:153–162, 1967.


