
HAL Id: inria-00636102
https://inria.hal.science/inria-00636102

Submitted on 26 Oct 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Economic receding horizon control without terminal
constraints

Lars Grüne

To cite this version:
Lars Grüne. Economic receding horizon control without terminal constraints. Automatica, 2013, 49
(3), pp.725-734. �10.1016/j.automatica.2012.12.003�. �inria-00636102�

https://inria.hal.science/inria-00636102
https://hal.archives-ouvertes.fr


Economic receding horizon control without terminal

constraints∗

Lars Grüne
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Abstract: We consider a receding horizon control scheme without terminal constraints in which

the stage cost is defined by economic criteria, i.e., not necessarily linked to a stabilization or

tracking problem. We analyze the performance of the resulting receding horizon controller with a

particular focus on the case of optimal steady states for the corresponding averaged infinite horizon

problem. Using a turnpike property and suitable controllability properties we prove near optimal

performance of the controller and convergence of the closed loop solution to a neighborhood of the

optimal steady state. Several examples illustrate our findings numerically and show how to verify

the imposed assumptions.

1 Introduction

In this paper we investigate the performance of receding horizon control schemes with gen-
eral stage costs. In receding horizon control — often also called model predictive control
(MPC) — a feedback law is synthesized from the first elements of finite horizon optimal
control sequences which are iteratively computed along the closed loop solution. This pro-
cedure has by now become a standard method for the optimization based stabilization and
tracking control of linear and nonlinear systems. In stabilization problems, the stage cost
of the underlying finite horizon optimal control problem typically penalizes the distance to
a desired equilibrium or time varying reference solution. While there is an ample literature
on the analysis of stabilizing receding horizon schemes — see, e.g., the survey paper [10] or
the monographs [8, 12] and the extensive lists of references therein — results for schemes
employing stage costs not related to stabilization and tracking are much more scarce. Due
to the fact that in these schemes the stage cost ℓ usually reflects an economic criterion
rather than a distance to a reference, they are often called economic MPC or economic
receding horizon control.
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The receding horizon approach to economic problems is on the one hand appealing because
it naturally yields a control function in feedback form. However, a probably even more
important advantage is its ability to solve infinite horizon optimal control problems numer-
ically with much lower computational effort than classical approaches like, e.g., dynamic
programming. This is because the finite horizon problems have to be solved only locally in
space and are thus much less affected by the curse of dimensionality, i.e., by the growth of
computational complexity with increasing space dimension. Indeed, as, e.g., the examples
in [8] show, using state-of-the-art optimization algorithms the method is nowadays able to
handle even discretized PDE models with satisfactory accuracy.

When using receding horizon control in order to reduce the computational burden at-
tached to infinite horizon optimal control problems, the question whether the resulting
solution approximates the infinite horizon optimal solution becomes important. Indeed,
while research in stabilizing MPC is often focused on issues like stability and feasibility,
approximate optimality is the natural property to look at when the main objective is the
optimization of a given cost criterion. While stability-like properties like the convergence
to optimal steady states are of interest in economic problems, too, they are in general
not a meaningful criterion on their own but only an additional feature once near optimal
performance can be ensured. For economic receding horizon control schemes, these issues
have recently been investigated in [1, 6, 2]. In these papers, conditions are derived under
which the receding horizon closed loop shows optimal performance in terms of the averaged
infinite horizon problem with the same stage cost. Moreover, conditions for the conver-
gence of the closed loop solution towards an optimal equilibrium or a periodic solution are
given. The central idea of the particular receding horizon approach in these references is
as follows: first, one determines an optimal equilibrium or periodic orbit for the infinite
horizon averaged problem and then this solution is used as a terminal constraint for the
finite horizon optimal control problem to be solved in each step of the receding horizon
scheme.

In contrast to these references, in this paper we do not impose any terminal constraints.
Thus, roughly speaking, we investigate whether a receding horizon control scheme is able
to find an optimal operating point or orbit “by itself”, i.e., without having to compute this
point or orbit a priori and providing it as additional information to the algorithm. This
approach reduces the amount of preparatory computations which are needed in order to
set up the scheme, simplifies the optimal control problem to be solved in each step and will
often lead to a larger operating region of the resulting controller, because in the absence
of terminal constraints we do not need to worry about the feasibility of these constraints
for the finite horizon optimal control problem.

The price we pay for these simplifications is on the one hand a more involved analysis using
stronger assumptions on the underlying finite horizon problems. To this end, we provide
sufficient conditions based on a turnpike property and certain controllability assumptions
which will be rigorously verified for a number of examples in this paper. On the other hand,
our approach only yields approximate optimal performance instead of exact optimal per-
formance as in the case of optimal equilibrium or periodic terminal constraints. However,
we will prove that the performance converges to the optimal one as the receding optimiza-
tion horizon grows and by numerical simulations we illustrate that the gap to optimality
actually decreases rapidly for increasing optimization horizon. Moreover, the conditions
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we impose allow to prove approximate optimality of the receding horizon closed loop not
only in an infinite horizon averaged sense but also in a finite horizon averaged sense during
the transient phase, i.e., on the time interval until a neighborhood of the optimal steady
state is reached. To the best of our knowledge results on approximately optimal transient
behavior have not been obtained before in the economic MPC literature. While our general
results are formulated in an abstract setting which covers various types of optimal solu-
tions including certain types of periodic orbits, for the derivation of checkable sufficient
conditions we focus on the particular case of optimal equilibria.

The paper is organized as follows. After formulating the problem and premilinary results
in Section 2 we discuss three motivating examples in Section 3. These examples on the
one hand illustrate the very good performance of the receding horizon scheme without
stabilizing terminal constraints and on the other hand help to identify reasonable conditions
to be imposed in the subsequent sections. General results on value convergence are given
in Section 4, in which we first present a proposition which derives performance bounds
from the existence of certain trajectories and then present a theorem which gives sufficient
conditions on the finite horizon optimal trajectories and value functions under which such
trajectories can be constructed. The conditions of this theorem are further investigated
in Sections 5 and 6. Here we derive checkable sufficient conditions based on a turnpike
property and suitable controllability conditions which can be rigorously checked in all our
motivating examples. While Sections 5 and 6 mainly focus on the case of optimal steady
states, in Section 7 we present an example which shows that our results also apply to
certain classes of optimal periodic orbits. In Section 8 we investigate the limiting behavior
of the receding horizon closed loop. Particularly, we give conditions for the convergence of
the receding horizon closed loop solution towards (a neighborhood of) the infinite horizon
optimal solution and show that the estimates derived in this section also imply approximate
optimality during the transient phase, cf. Remark 8.7. Finally, Section 9 concludes the
paper.

2 Problem formulation and preliminaries

We consider discrete time control systems with state x ∈ X and control values u ∈ U ,
where X and U are normed spaces with norms denoted by ‖ · ‖. The control system under
consideration is given by

x(k + 1) = f(x(k), u(k)) (2.1)

with f : X × U → X. For a given control sequence u = (u(0), . . . , u(K − 1)) ∈ UK or
u = (u(0), u(1), . . .) ∈ U∞, by xu(k, x) we denote the solution of (2.1) with initial value
x = xu(0, x) ∈ X.

For given admissible sets of states X ⊆ X and control values U ⊆ U and an initial value
x ∈ X we call the control sequences u ∈ U

K satisfying

xu(k, x) ∈ X for all k = 0, . . . ,K

admissible. The set of all admissible control sequences is denoted by U
K(x). Similarly, we

define the set U
∞(x) of admissible control sequences of infinite length. Since the emphasis

of the analysis in this paper is on optimality rather than on feasibility, for simplicity of
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exposition we assume U
∞(x) 6= ∅ for all x ∈ X, i.e., that for each initial value x ∈ X we

can find a trajectory staying inside X for all future times. This condition may be relaxed
if desired, using, e.g., the techniques from [8, Sections 8.2–8.3] or [11].

Given a feedback map µ : X → U , we denote the solutions of the closed loop system

x(k + 1) = f(x(k), µ(x(k)))

by xµ(k) or by xµ(k, x) if we want to emphasize the dependence on the initial value x =
xµ(0). We say that a feedback law µ is admissible if it renders the admissible set X (forward)
invariant, i.e., if f(x, µ(x)) ∈ X holds for all x ∈ X. Note that U

∞(x) 6= ∅ for all x ∈ X

immediately implies that such a feedback law exists.

Our goal is now to find an admissible feedback controller which yields trajectories with
guaranteed bounds on the average cost, preferably as small as possible. To this end, for a
given running cost ℓ : X × U → R we define the averaged functionals and optimal value
functions

JN (x, u) :=
1

N

N−1∑

k=0

ℓ(xu(k, x), u(k)), VN (x) := inf
u∈UN (x)

JN (x, u),

J∞(x, u) := lim sup
N→∞

JN (x, u) and V∞(x) := inf
u∈U∞(x)

J∞(x, u).

Here we assume that ℓ is bounded from below on X, i.e., that ℓmin := infx∈X,u∈U ℓ(x, u)
is finite. This assumption immediately yields JN (x, u) ≥ ℓmin and J∞(x, u) ≥ ℓmin for all
admissible control sequences. In order to simplify the exposition in what follows, we assume
that (not necessarily unique) optimal control sequences for JN exist which we denote by
u∗

N,x. Formally, we assume that for each x ∈ X and each N ∈ N there exists u∗
N,x ∈ U

N (x)
satisfying

VN (x) = JN (x, u∗
N,x).

Similarly to the open loop functionals, we can define the average cost of the closed loop
solution for any feedback law µ by

JK(x, µ) =
1

K

K−1∑

k=0

ℓ(xµ(k, x), µ(xµ(k, x)))

J∞(x, µ) = lim sup
K→∞

JK(x, µ).

In order to find a feedback µ we will apply a receding horizon control scheme, also known
as model predictive control (MPC). This method consists of solving the open loop opti-
mization problem of minimizing JN (x, u) with initial value x = xµ(k) at each sampling
instant k for some given optimization horizon N ∈ N and then defining the feedback value
µ(x) = µN (x) to be the first element of the corresponding optimal control sequence, i.e.,

µN (x) = u∗
N,x(0).

Since nowadays efficient algorithms for the necessary online minimization of JN (x, u) are
available (see, e.g., [8, Chapter 10]), this method is computationally feasible for large classes
of systems.
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Our goal in this paper is to derive upper bounds for the functionals JK(x, µN ) and
J∞(x, µN ) depending on the optimization horizon N . While the upper bounds we de-
duce are in general not necessarily optimal, we are able to identify certain situations in
which they actually are. Particularly, in the presence of optimal equilibria we can formulate
checkable sufficient conditions for this property which are linked to the classical turnpike
property and certain controllability assumptions, cf. the discussion at the end of Section 6.
Still, our general setting does not necessarily need the existence of an optimal equilbrium,
cf. e.g., Examples 5.7 and 7.1.

We end this section by introducing some basic notation and preliminary results. For subsets
Y ⊂ X we denote the distance of a point x ∈ X to Y by |x|Y := infy∈Y ‖x − y‖. The open
ball with radius δ > 0 around a set Y ⊂ X will be denoted by Bδ(Y) := {x ∈ X | |x|Y < δ}.
For sets consisting of one element Y = {y} we also write Bδ(y) instead of Bδ(Y). With K∞

we denote the set of continuous functions α : R
+
0 → R

+
0 which are strictly increasing and

unbounded with α(0) = 0. With LN we denote the set of functions δ : N → R
+
0 which are

(not necessarily strictly) decreasing with limk→∞ δ(k) = 0.

In our analysis we will make extensive use of the dynamic programming principle, cf. [3].
The form of this principle which applies here states that for the optimal control sequence
u∗

N,x for the problem with finite horizon N and each K ∈ {1, . . . , N − 1} the equality

VN (x) =
1

N

K−1∑

k=0

ℓ(xu∗
N,x

(k, x), u∗
N,x(k)) +

N − K

N
VN−K(xu∗

N,x
(K, x)) (2.2)

holds. As a consequence, for µN (x) = u∗
N,x(0) we get

VN (x) =
1

N
ℓ(x, µN (x)) +

N − 1

N
VN−1(f(x, µN (x))).

This implies the equation

ℓ(x, µN (x)) = NVN (x) − (N − 1)VN−1(f(x, µN (x))). (2.3)

3 Motivating examples

In order to illustrate how receding horizon control without terminal constraints performs
for problems with economic cost, we look at three motivating examples. All simulations
in this section and in the remainder of the paper were carried out with the MATLAB
routine nmpc.m (cf. [8, Appendix A] and www.nmpc-book.com) which uses the fmincon

optimization routine.

Example 3.1 (see also [7]) Consider the control system

x(k + 1) = 2x(k) + u(k)

with X = U = R and U = [−2, 2]. The running cost ℓ is chosen such that the control effort
is penalized quadratically, i.e., ℓ(x, u) = u2 and we consider the admissible sets X = [−a, a]
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with a = 0.5 and a = 1. Hence, the optimal control problem consists of keeping the system
inside the admissible set X with minimal average control effort, cf. also [7].

For this problem, it is easily seen that an optimal way of keeping the solutions inside X

in the infinite horizon averaged sense is to steer the system to the equilibrium xe = 0 in
a finite number of steps k′ and set u(k) = ue = 0 for k ≥ k′ which leads to J∞(x, u) = 0.
Since ℓ(x, u) ≥ 0 for all x and u, this is the optimal value of J∞, i.e., V∞(x) = 0 for all
x ∈ X.

As shown in [7], this example does not satisfy the usual conditions imposed on receding
horizon control schemes in the literature. Nevertheless, the receding horizon feedback µN

produces approximately optimal closed loop solutions. Figure 3.1 shows the infinite horizon
averaged value J∞(x, µN ) for the receding horizon strategy thus obtained for different
optimization horizons N and the two admissible sets X = [−1, 1] (solid) and X = [−0.5, 0.5]
(dashed). The values are plotted on a logarithmic scale and indicate that J∞(x, µN ) → 0
exponentially fast as N → ∞.
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Figure 3.1: J∞(x, µN ) for N = 2, . . . , 15 and x = 0.5, X = [1, 1] (solid) and X = [−0.5, 0.5]
(dashed)

We observe: for increasing optimization horizon N the closed loop infinite horizon averaged
values J∞(x, µN ) improve and approach the optimum V∞(x) = 0 as N → ∞. On the other
hand, for the larger admissible set X = [−1, 1] the values are larger — despite the fact that
the infinite horizon optimal value does not depend on the choice of X.

Figure 3.2 shows the corresponding closed loop trajectories for X = [−0.5, 0.5] with opti-
mization horizon N = 5 (solid) and N = 10 (dashed).

It is interesting to compare the closed loop trajectories with the optimal open loop trajec-
tories in each step of the scheme, as illustrated in Figure 3.3 for X = [−1, 1] and N = 5.
While the closed loop trajectory approaches a neighborhood of x∗ = 0, the optimal open
loop trajectories tend towards the upper boundary x = 1 of the admissible set X = [−1, 1].

Example 3.2 The second example is a simple one dimensional economic growth model
introduced in [4], see also [9]. While the problem was considered in discounted form in these
references, here we consider a version with averaged optimality criterion. Furthermore, we
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Figure 3.2: xµN
(k, x) for N = 5 (solid) and N = 10 (dashed), both for x = 0.5 and

X = [−0.5, 0.5]
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Figure 3.3: Optimal predictions xu∗
N,x

(k, xµN
(k)) (dashed) within the receding horizon

optimization for N = 5, x = 0.5 and X = [−1, 1]

change the sign of the stage cost in order to convert the original maximization problem
into a minimization problem such that it fits our setting. The dynamics of the system is

x(k + 1) = u(k)

and the stage cost is
ℓ(x, u) = − ln(Axα − u).

Here we use the parameters A = 5 and α = 0.34 and impose the state constraints X = [0, 10]
and the control constraints U = [0.1, 5]. Observing that each x ∈ U = [0.1, 5] is an
equilibrium for the (unique) control value u = x, the optimal equilibrium value of the
stage cost is

ℓe := min
x∈U

ℓ(x, x),

which (with the help of Maple) evaluates to ℓe = − ln(3)−ln(11)+50 ln(2)/33+50 ln(5)/33−
17 ln(17)/33 ≈ −1.467276 and is attained at xe = 1717/331016/3317/100 ≈ 2.234421. Figure
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3.4(left) shows the MPC closed loop trajectory (solid) and the optimal predicted open loop
trajectory (dashed) for each sampling instant for N = 5 and initial value x0 = 5.
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Figure 3.4: Closed loop trajectory xµN
(k, x0) (solid) and optimal predictions xu(k, xµN

(k))
(dashed) for Example 3.2 for N = 5 and x0 = 5 (left) and J∞(5, µN )− ℓe for N = 2, . . . , 10
(right)

Here, the open loop trajectories first approach and then stay near a value of x ≈ xe for a
while before they eventually tend to 0. The resulting MPC closed loop trajectory converges
to x ≈ xe. Since the trajectory converges to a point near xe, one may expect that the infinite
horizon optimal cost is also close to the optimal equilibrium cost ℓe. Figure 3.4(right), in
which the difference J∞(5, µN ) − ℓe is plotted for different optimization horizons N on
a logarithmic scale confirms that this is indeed the case; more precisely, the difference
decreases exponentially for growing N . The figure also shows that even for rather small
optimization horizons the difference between the MPC average closed loop value J∞(5, µN )
and the optimal equilibrium value ℓe is very small.

Example 3.3 Our final example in this section is an unmatched setpoint example taken
from [1], where it was considered with terminal constraints. The dynamics is again one-
dimensional with dynamics and cost function

x(k + 1) = 0.5x(k) + 15u(t) − 7.5, ℓ(x, u) =

{
50u2 + δx2, x > 0
0.25x2 + 50u2 + 3.34xu, x < 0.

where δ > 0 is a small value in order to make the cost function strictly convex; in our
computations we chose δ = 0.01. The goal of the x-part of cost function is to keep the
state at x∗ = 0, however, since the control needed for staying at this equilibrium is u∗ = 0.5,
the cost in this equilibrium is ℓ(x∗, u∗) = 12.5 and thus this is not the optimal equilibrium
in terms of the cost function. In fact, the optimal equilibrium is given by xe = −2145/536 ≈
−4.002 with control ue = 393/1072 and ℓe = ℓ(xe, ue) = 124857/21440 ≈ 5.824, which can
be seen as a compromise between the distance to the desired state x∗ = 0 and the necessary
control effort, measured in terms of the stage cost.

Figure 3.5(left) shows the MPC closed loop trajectory (solid) and the optimal predicted
open loop trajectory (dashed) for each sampling instant for N = 5 and initial value x0 = 5.
For the computations we imposed the state and control constraints X = U = [−10, 10].



ECONOMIC RECEDING HORIZON CONTROL 9

0 2 4 6 8 10 12 14
−8

−6

−4

−2

0

2

4

6
open loop trajectories (dashed) and closed loop trajectory (solid)

n

x
(n

)

2 4 6 8 10
10

−11

10
−10

10
−9

10
−8

10
−7

10
−6

10
−5

N

J
∞

(5
,µ

N
)−

g
*

Figure 3.5: Closed loop trajectory xµN
(k, x0) (solid) and optimal predictions xu(k, xµN

(k))
(dashed) for Example 3.2 for N = 5 and x0 = 5 (left) and J∞(5, µN )− ℓe for N = 2, . . . , 10
(right)

The behavior is similar to Figure 3.4(left) in Example 3.2: the open loop trajectories first
approach and then stay near a value of x ≈ xe for a while before they eventually tend to
a value near −8. The resulting MPC closed loop trajectory converges to x ≈ xe. Again,
one may thus expect that the infinite horizon optimal cost is also close to the optimal
equilibrium cost ℓe. Figure 3.5(right) shows the difference J∞(5, µN ) − ℓe is plotted for
different optimization horizons N on a logarithmic scale. Again, the figure confirms that the
averaged value of the MPC closed loop is close to the optimal equilibrium value, although
in this example numerical errors in the optimization routine become visible for N ≥ 5
which prevent the convergence to be as nice as in Figure 3.1 or 3.4(right). Still, the values
are very close to the optimal equlibrium value ℓe.

4 Value convergence

Our goal in this section is to investigate the dependence of J∞(x, µN ) on N . The following
Proposition 4.1 gives an upper bound for this value. Its proof uses the classical receding
horizon proof technique to prolong a suitable control sequence of length N in order to obtain
a sequence of length N +1 for which the difference between JN+1 and VN can be estimated.
However, since we have seen in Figure 3.3 that the optimal trajectories for the finite horizon
problem end up at the boundary of the admissible set, in the setting considered in this paper
it is in general not efficient to construct a suitable prolonged control sequence by adding
an additional element at the end. Instead, we use control sequences in which an additional
element is inserted at an arbitrary place into the control sequence. In the following theorem
we assume that a suitably extended control sequence with an additional element inserted
at time kN,x has already been constructed and formulate conditions on this sequence under
which we can derive estimates on J∞(x, µN ). Sufficient conditions under which such a
sequence can be constructed will then be introduced in the subsequent Theorem 4.2. In
order to facilitate this construction, in Proposition 4.1 we do not assume optimality of the
control sequence and corresponding trajectory without the additional element, but rather
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only approximate optimality with a suitable bound on the error term.

Proposition 4.1 Assume there are N0 > 0 and δ1, δ2 ∈ LN such that for each x ∈ X and
N ≥ N0 there exists a control sequence uN,x ∈ U

N+1 and kN,x ∈ {0, . . . , N} satisfying the
following conditions.

(i) The inequality

J ′
N (x) :=

1

N

N∑

k=0
k 6=kN,x

ℓ(xuN,x
(k, x), uN,x(k)) ≤ VN (x) + δ1(N)/N

holds.

(ii) There exists ℓ0 ∈ R such that for all x ∈ X the inequality

ℓ(xuN,x
(kN,x, x), uN,x(kN,x)) ≤ ℓ0 + δ2(N)

holds.

Then the inequalities

JK(x, µN ) ≤
N

K
VN (x) −

N

K
VN (xµN

(K)) + ℓ0 + δ1(N − 1) + δ2(N − 1) (4.1)

and

J∞(x, µN ) ≤ ℓ0 + δ1(N − 1) + δ2(N − 1) (4.2)

hold for all x ∈ X, all N ≥ N0 + 1 and all K ∈ N.

Proof: Fix x ∈ X and N ≥ N0 + 1. Abbreviating x(k) = xµN
(k, x), from (2.3) for any

k ≥ 0 we get

1

K
ℓ(x(k), µN (x(k))) =

N

K
VN (x(k)) −

N − 1

K
VN−1(x(k + 1)).

Summing up for k = 0, . . . ,K − 1 then yields

JK(x, µN ) =
1

K

K−1∑

k=0

ℓ(x(k), µN (x(k)))

=

K−1∑

k=0

(
N

K
VN (x(k)) −

N − 1

K
VN−1(x(k + 1))

)

=
N

K
VN (x(0)) −

N − 1

K
VN−1(x(K))

+
1

K

K−1∑

k=1

(
NVN (x(k)) − (N − 1)VN−1(x(k))

)
. (4.3)
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Now we investigate the terms in (4.3). Property (i) with N − 1 in place of N and x = x(k)
implies

(N − 1)VN−1(x(k)) ≥ (N − 1)J̃N−1(x(k)) − δ1(N − 1).

Furthermore, by optimality of VN we get

VN (x(k)) ≤ JN (x(k), uN−1,x(k)).

Combining these inequalities, using the definition of JN and J ′
N and (ii), for the summands

of (4.3) we get

NVN (x(k)) − (N − 1)VN−1(x(k))

≤ NJN (x(k), uN−1,x(k)) − (N − 1)J ′
N−1(x(k)) + δ1(N − 1)

= ℓ(xuN−1,x(k)
(kN−1,x(k), x(kN−1,x(k))), uN−1,x(k)(N − 1)) + δ1(N − 1)

≤ ℓ0 + δ2(N − 1) + δ1(N − 1). (4.4)

Recalling that x(0) = x and inserting (4.4) for k = 1, . . . ,K − 1 into (4.3) yields

JK(x, µN ) ≤
N

K
VN (x) −

N − 1

K
VN−1(x(K))

+
K − 1

K

(
ℓ0 + δ2(N − 1) + δ1(N − 1)

)
.

Using (4.4) for k = K and dividing by K furthermore yields

−
N − 1

K
VN−1(x(K)) ≤ −

N

K
VN (x(K)) +

1

K

(
ℓ0 + δ2(N − 1) + δ1(N − 1)

)
.

Thus, we get

JK(x, µN ) ≤
N

K
VN (x) −

N

K
VN (x(K)) + ℓ0 + δ2(N − 1) + δ1(N − 1),

i.e., (4.1). Inequality (4.2) follows from (4.1) by letting K → ∞ since VN (x(K)) ≥
ℓmin.

In order to check whether the conditions of Proposition 4.1 are satisfied for a given exam-
ple, we need to be able to construct the control sequence uN,x of length N + 1 from an
optimal control sequence with horizon N by inserting an additional element at time kx.
The following theorem gives conditions on the finite horizon optimal value functions and
trajectories under which such a construction is possible. Its statement is constructive in
the sense that uN,x meeting the assumptions of Proposition 4.1 is explicitly constructed in
the proof and the conditions imposed in the proposition can be rigorously checked for all
our motivating examples, as shown in the subsequent sections.

Theorem 4.2 Assume that there exists a set Y ⊆ X and a value ℓ0 ≥ 0 such that for
each x ∈ Y there is a control value u ∈ U with f(x, u) ∈ Y and ℓ(x, u) ≤ ℓ0. Assume
furthermore that there exist δ̄ > 0 such that the following properties hold.
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(a) There exists γf , γℓ ∈ K∞ such that for all δ ∈ (0, δ̄] and all x ∈ Bδ(Y) there is ux ∈ U

such that f(x, ux) ∈ X and the inequalities

|f(x, ux)|Y ≤ γf (δ) and ℓ(x, ux) ≤ ℓ0 + γℓ(δ)

hold.

(b) There exists N0 ∈ N0 and γV ∈ K∞ such that for all δ ∈ (0, δ̄], all N ∈ N with
N ≥ N0 and all x ∈ Bδ(Y) and y ∈ Y the inequality

|VN (x) − VN (y)| ≤ γV (δ)/N

holds.

(c) There exists σ ∈ LN and N1 ∈ N with N1 ≥ N0 for N0 ∈ N0 from (b), such that for
each x ∈ X and each N ≥ N1 there exists an optimal trajectory xu∗

N,x
(·, x) satisfying

|xu∗
N,x

(kx, x)|Y ≤ σ(N) for some kx ∈ {0, . . . , N − N0}.

Then there exists N2 ∈ N such that the inequalities

JK(x, µN ) ≤
N

K
VN (x) −

N

K
VN (xµN

(K)) + ℓ0 + ε(N − 1) (4.5)

and

J∞(x, µN ) ≤ ℓ0 + ε(N − 1) (4.6)

hold for all x ∈ X, K ∈ N, all N ≥ N2 + 1 and ε ∈ LN given by ε(N) = γV (σ(N)) +
γV (γf (σ(N))) + γℓ(σ(N)). If, in addition,

VN (y) ≤ VN (x) (4.7)

holds for all N ∈ N, y ∈ Y and x ∈ Bδ̄(Y), then the assertion holds for ε(N) =
γV (γf (σ(N))) + γℓ(σ(N)).

Proof: We first prove the general case and discuss the modifications for the case (4.7) at
the end of the proof. We show that the assumptions of Proposition 4.1 hold for δ1(N) =
γV (σ(N)) + γV (γf (σ(N))) and δ2(N) = γℓ(σ(N)) and then use this theorem in order to
conclude the assertion. Note that δ1, δ2 ∈ LN and thus also ε ∈ LN.

To establish the assumptions of Proposition 4.1, we choose N2 ≥ N1 such that σ(N2) ≤ δ̄
and γf (σ(N2)) ≤ δ̄ holds for σ from (c) and γf from (a). Now pick N ≥ N2, x ∈ X and
the corresponding optimal control u∗

N,x ∈ U
N (x) from (c). Let kx be the time index from

(c), abbreviate x′ = xu∗
N,x

(kx, x) and let ux′ be the control value from (a) for x = x′. Let

x′′ = f(x′, ux′) and let u∗
N−kx,x′′ be an optimal control sequence for initial value x = x′′

and horizon N − kx. Using these values, we define the control sequence uN,x ∈ U
N+1(x)

by

uN,x(k) :=





u∗
N,x(k), k = 0, . . . , kx − 1

ux′ , k = kx

u∗
N−kx,x′′(k − kx − 1), k = kx + 1, . . . , N.

(4.8)
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This implies

xuN,x
(k, x) = xu∗

N,x
(k, x), for k = 0, . . . , kx,

|x′|Y ≤ σ(N), |x′′|Y = |f(x′, ux′)|Y ≤ γf (σ(N)) (4.9)

and

ℓ(x′, ux′) ≤ ℓ0 + γℓ(σ(N)). (4.10)

Using the fact that (b) implies VN (y) = VN (y′) for all y, y′ ∈ Y, from (4.9) and (b) it
follows that we can pick an arbitrary y ∈ Y in order to conclude the inequality

VK(x′′) ≤ VK(y) +
γV (γf (σ(N)))

K

≤ VK(x′) +
γV (σ(N)) + γV (γf (σ(N)))

K
= VK(x′) +

δ1(N)

K
(4.11)

for any K ∈ N with K ≥ N0. By (c) we have that K = N − kx ≥ N0. Now we distinguish
two cases:

In case N − kx ≥ 1 we can use (4.11) with K = N − kx ≥ N0 in order to obtain

1

N − kx

N∑

k=kx+1

ℓ(xuN,x
(k, x), uN,x(k)) = JN−kx

(x′′, u∗
N−kx,x′′) = VN−kx

(x′′)

≤ VN−kx
(x′) +

δ1(N)

N − kx
. (4.12)

Setting kx,N = kx in Assumption (i) of Proposition 4.1, in case N − kx ≥ 1 we then obtain

J ′
N (x) =

1

N

N∑

k=0
k 6=kx

ℓ(xuN,x
(k, x), uN,x(k))

=
1

N

kx−1∑

k=0

ℓ(xuN,x
(k, ũx(k)) +

1

N

N∑

k=kx+1

ℓ(xuN,x
(k, uN,x(k))

= VN (x) −
N − kx

N
VN−kx

(x′) +
N − kx

N

1

N − kx

N∑

k=kx+1

ℓ(xuN,x
(k, uN,x(k))

≤ VN (x) −
N − kx

N
VN−kx

(x′) +
N − kx

N

(
VN−kx

(x′) +
δ1(N)

N − kx

)

= VN (x) + δ1(N)/N,

where we have used (2.2) in the third step and (4.12) in the fourth step. This shows
Assumption (i) of Proposition 4.1 with δ1(N) = γV (σN ) + γV (γf (σ(N))).

In case N − kx = 0 we obtain

J ′
N (x) =

1

N

N∑

k=0
k 6=kx

ℓ(xuN,x
(k, x), uN,x(k)) =

1

N

N−1∑

k=0

ℓ(xuN,x
(k, ũx(k)) = VN (x)
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and thus Assumption (i) of Proposition 4.1 holds with arbitrary δ1(N). Hence, in both
cases Assumption (i) of Proposition 4.1 holds with δ1(N) = γV (σN ) + γV (γf (σ(N))).

Furthermore, from (4.10) we get

ℓ(xuN,x
(kx, x), uN,x(kx)) = ℓ(x′, ux′) ≤ ℓ0 + γℓ(σ(N)),

i.e., Assumption (ii) of Proposition 4.1 with δ2(N) = γℓ(σ(N)). Thus, Proposition 4.1
applies and (4.5) and (4.6) follow with ε(N) = δ1(N)+δ2(N) = γV (σ(N))+γV (γf (σ(N)))+
γℓ(σ(N)). This finishes the proof in the general case.

In case (4.7) holds, we can improve (4.11) to

VK(x′′) ≤ VK(y) +
γV (γf (σ(N)))

K
≤ VK(x′) +

γV (γf (σ(N)))

K

which shows that we can choose δ1(N) = γV (γf (σ(N)) in this case. Continuing as above
with this modified δ1 shows the assertion with ε(N) = δ1(N) + δ2(N) = γV (γf (σ(N))) +
γℓ(σ(N)).

While Condition (a) from Theorem 4.2 is quite easy to check using continuity of f and
ℓ, Conditions (b) and (c) are much more difficult to verify. In the next two sections we
will thus discuss checkable sufficient conditions for Conditions (b) and (c). We start with
Condition (c).

5 Optimal steady states and the turnpike property

Condition (c) demands that the optimal solution “passes by” near the set Y. In this
section we mainly investigate this property for the important special case where Y =
{xe} is an equilibrium. We will in particular derive a checkable sufficient condition based
on the so called turnpike property and an asymptotic controllability condition. Some
remarks on more general cases of Y are given at the end of the section. We start with the
following definition which defines infinite horizon optimality of an optimal steady state or
equilibrium.

Definition 5.1 A pair (xe, ue) ∈ X×U is called an equilibrium or steady state if f(xe, ue) =
xe holds. For a given steady state and stage cost ℓ we say that the system is optimally

operated at steady state if for each initial value x ∈ X and each admissible control sequence
u ∈ U

∞(x) the inequality

lim inf
N→∞

JN (x, u) ≥ ℓ(xe, ue)

holds.

A checkable sufficient condition for this property is obtained by the following procedure
taken from [2]. We define a modified cost

ℓ̃(x, u) := ℓ(x, u) + λ(x) − λ(u) (5.1)
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for a given function λ : X → R. One easily verifies that the inequality minx∈X,u∈U ℓ̃(xe, ue) ≤
ℓ̃(xe, ue) = ℓ(xe, ue) holds. Now we assume that the identity

min
x∈X,u∈U

ℓ̃(x, u) = ℓ(xe, ue) (5.2)

holds, a property referred to as dissipativity in [2]. One easily checks that this property is
satisfied for Example 3.1 for λ ≡ 0. A little computation (with the help of Maple) reveals
that (5.2) holds for Example 3.2 with λ(x) = σx with σ = 1716/331017/3310/561 ≈ 0.230553.
For Example 3.3, inequality (5.2) holds for λ(x) = σx with σ = 41619/26800 ≈ 1.552948.
Thus, for both examples we can choose λ as a linear function which is also the approach
taken in [6] and [5, Section 4.4].

The following result is a modified version of [2, Theorem 2] to our setting without terminal
constraints.

Theorem 5.2 Assume that there exists λ : X → R
n satisfying (5.2) for some steady state

(xe, ue) ∈ X × U and C := 2 supx∈X |λ(x)| < ∞. Then the system is optimally operated at
the steady state (xe, ue).

Proof: We define

J̃N (x, u) :=
1

N
ℓ̃(xu(k, x), u(k)).

Then one easily checks that for each x ∈ X and u ∈ U
N (x) the identity

J̃N (x, u) = JN (x, u) +
λ(x)

N
−

λ(xu(N, x)

N
(5.3)

holds. Since u is admissible we get x ∈ X and xu(N, u) ∈ X and we can conclude

J̃N (x, u) ≤ JN (x, u) +
C

N
. (5.4)

On the other hand, due to (5.2) we immediately get J̃N (x, u) ≥ ℓ(xe, ue). This yields

lim inf
N→∞

JN (x, u) ≥ lim inf
N→∞

J̃N (x, u) −
C

N
≥ ℓ(xe, ue)

and thus shows the assertion.

Since in all our examples a continuous λ satisfying (5.2) can be found and X is bounded,
hence |λ(x)| is bounded over X, this theorem is applicable.

An immediate consequence of Definition 5.1 is the following corollary.

Corollary 5.3 Assume that the system is optimally operated at the steady state xe, ue

and let the assumptions of Theorem 4.2 hold for Y = {xe}. Then there exists N2 ∈ N such
that the inequality

J∞(x, µN ) ≤ V∞(x) + ε(N − 1) (5.5)

holds for all x ∈ X and all N ≥ N2 + 1 for ε ∈ LN specified in Theorem 4.2. In particular,
this implies the identity

lim
N→∞

J∞(x, µN ) = V∞(x) (5.6)

for all x ∈ X.
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Proof: From Definition 5.1 it follows that V∞(x) ≥ ℓ(xe, ue) holds. On the other hand,
the choice of Y immediately implies that the value ℓ0 in Theorem 4.2 can be chosen as
ℓ0 = ℓ(xe, ue). Now (5.5) follows directly from Theorem 4.2 and (5.6) follows since ε ∈ LN

and the obvious inequality J∞(x, µN ) ≥ V∞(x).

Now we proceed with the derivation of a sufficient condition for Theorem 4.2(c). In order to
link the optimality at steady states to this condition we use the following stronger version
of (5.2).

There exists γ ∈ K∞ such that the inequality

min
u∈U

ℓ̃(x, u) ≥ ℓ(xe, ue) + αℓ(‖x − xe‖) (5.7)

holds for all x ∈ X. Again with the help of Maple one checks that this condition is satisfied
for the functions λ specified above for Example 3.2 and 3.3. It is not satisfied for Example
3.1 with λ ≡ 0, but one can check that it holds, e.g., for λ(x) = x2/2. Figure 5.1, which
shows minu∈U ℓ̃(x, u) for the three examples, also clearly indicates that (5.7) is satisfied.
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Figure 5.1: The functions x 7→ minu∈U ℓ̃(x, u) for Example 3.1, 3.2 and 3.3 (left to right)

The following theorem shows a consequence from (5.7) which is known as the turnpike
property, cf. [5, Section 4.4]. Here we present it in a discrete time version and provide a
quantitative estimate for the value Qε.

Theorem 5.4 Assume that there exists λ : X → R
n satisfying (5.7) for some αℓ ∈ K∞

and a steady state (xe, ue) ∈ X × U and C := 2 supx∈X |λ(x)| < ∞. Then for each x ∈ X,
each δ > 0, each control sequence u ∈ U

N (x) satisfying J(x, u) ≤ ℓ(xe, ue) + δ/N and each
ε > 0 the value

Qε := #{k ∈ {0, . . . , N − 1} | ‖xu(k, x) − xe‖ ≤ ε}

satisfies the inequality Qε ≥ N − (δ + C)/αℓ(ε).

Proof: Using (5.4) we obtain the inequality

J̃N (x, u) ≤ JN (x, u) +
C

N
≤ ℓ(xe, ue) +

δ + C

N
. (5.8)

Now assume that Qε < N − (δ + C)/αℓ(ε). This means that there exists a set N ⊆
{0, . . . , N − 1} of N − Qε > (δ + C)/αℓ(ε) times instants such that ‖xu(k, x) − xe‖ > ε
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holds for all k ∈ N . This implies

J̃N (x, u) =
1

N

∑

k∈N

ℓ(xu(k, x), u(k))︸ ︷︷ ︸
≥ℓ(xe,ue)+αℓ(ε)

+
1

N

∑

k∈{0,...,N−1}\N

ℓ(xu(k, x), u(k))︸ ︷︷ ︸
≥ℓ(xe,ue)

≥
N − Qε

N
(ℓ(xe, ue) + αℓ(ε)) +

Qε

N
ℓ(xe + ue)

= ℓ(xe, ue) +
N − Qε

N
αℓ(ε)

> ℓ(xe, ue) +
(δ + C)/αℓ(ε)

N
αℓ(ε) = ℓ(xe, ue) +

δ + C

N
.

This contradicts (5.8) and thus proves the theorem.

The last ingredient we need in order to conclude Condition (c) of Theorem 4.2 from the
turnpike property is an asymptotic controllability property with respect to the stage cost
ℓ. For its formulation we need the following subclass of KL-functions.

Definition 5.5 We define the class KLS as the class of summable KL functions which
sum up to a K function, i.e., as the class of functions β ∈ KL for which the infinite sum∑∞

k=0 β(r, k) is finite for all r ≥ 0 and for which γβ : R
+
0 → R given by

γβ(r) :=
∞∑

k=0

β(r, k)

satisfies γβ ∈ K.

The asymptotic controllability property we need is now as follows: We assume that there
exists β ∈ KLS such that for each x ∈ X and each N ∈ N there is a control function
u ∈ U

N (x) such that the inequality

ℓ(xu(k, x), u(k)) ≤ ℓ(xe, ue) + β(‖x − xe‖, k) (5.9)

holds for all k = 0, . . . , N − 1.

This property again holds for all examples from Section 3. Indeed, in all examples it is
possible to steer the system to xe in one step using an appropriate control value ux and the
corresponding values of ℓ becomes the smaller the closer x is to xe. Defining the control
sequence u = (ux, ue, ue, . . .) then yields (5.9) where β can be chosen as summable because
we have ℓ(xu(k, x), u(k)) = ℓ(xe, ue) for all k ≥ 1.

With this property we can now prove the main theorem of this section.

Theorem 5.6 Assume that there exists λ : X → R
n satisfying (5.7) for some αℓ ∈ K∞

and a steady state (xe, ue) ∈ X×U and C := 2 supx∈X |λ(x)| < ∞. Assume, moreover, that
X is bounded and that (5.9) holds. Then Condition (c) of Theorem 4.2 holds for Y = {xe}.
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Proof: The asymptotic controllability assumption immediately yields the inequality

JN (x, u) ≤ ℓ(xe, ue) +
1

N
(γβ(‖x − xe‖).

Hence, since X and thus ‖x − xe‖ is bounded for all x ∈ X we get the inequality

VN (x) ≤ ℓ(xe, ue) +
δ

N

with δ = γβ(maxx∈X(‖x − xe‖). Now we choose N1 = N0 and set σ(N) arbitrary for
N ≤ N1 and

σ(N) := α−1
ℓ

(
δ + C

N − N0

)

otherwise, with αℓ ∈ K∞ from (5.7). Clearly, this function lies in LN because as N → ∞
the argument of α−1

ℓ tends to 0 and thus α−1
ℓ does so, too, since inverse functions of K∞

functions are again K∞ functions. This choice of σ implies

Qσ(N) ≥ N −
δ + C

αℓ(σ(N))
= N0.

Hence, there are at least N0 time instants k for which ‖xu(k, x) − xe‖ ≤ σ(N) holds and
consequently at least one of these k must satisfy k ∈ {0, . . . , N − N0}. Condition (c) thus
holds if we choose kx as this k.

Since we have shown during this section that all examples from Section 3 satisfy the con-
ditions of Theorem 5.6, we have thus proved that all examples satisfy Condition (c) of
Theorem 4.2. The proof of Theorem 5.6 moreover reveals why the closed loop value is
larger for larger X. Since both δ and C depend on X, both constants grow as X becomes
larger. Consequently, σ(N) in Condition (c) increases and thus ε(N −1) in (4.6) increases,
too. We like to remark, however, that the construction in the proof of Theorem 5.6 does
not necessarily yield the smallest possible σ(N). In fact, in our examples αℓ is a polyno-
mial which implies that σ(N) from the proof satisfies σ(N) = O(1/Nκ) for some κ > 0.
Numerical evaluation of the optimal trajectories, on the other hand, shows that in all our
examples σ(N) decays exponentially in N .

While we conjecture that many arguments in this section can be generalized from the
case Y = {xe} to arbitrary sets Y, for the sake of brevity we restrict ourselves to a brief
discussion of an extension of Corollary 5.3 by means of two examples. It is an easy exercise
to show that this corollary remains true for general subsets Y ⊆ X if the right hand side
ℓ(xe, ue) in the inequality in Definition 5.1 is replaced by ℓ0 from Proposition 4.2. The
following two examples show the opportunities and limitations of this generalization.

Example 5.7 We consider the state and control value space with X = U = R and ad-
missible sets consisting of only two elements X = U = {0, 1}. We use the dynamics
x(k + 1) = u(k) and the cost function

ℓ(0, 0) := 1, ℓ(0, 1) := 0, ℓ(1, 0) := 0 and ℓ(1, 1) = 1.

Clearly, for each N ≥ 1 the optimal control sequence can be given in feedback form as
u(k) = 1 if x(k) = 0 and u(k) = 0 if x(k) = 1, hence the open loop optimal trajectories
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jump periodically from 0 to 1 and back. The resulting MPC feedback law is µN (x) = 1
if x = 0 and µN (x) = 0 if x = 1 and the resulting closed loop value is J∞(x, µN ) = 0 for
each x ∈ X which is also the optimal value V∞(x) because ℓ(x, u) ≥ 0 for all x ∈ X, u ∈ U.

Due to the discrete nature of the state space Conditions (a) and (b) of Theorem 4.2 are
trivially satisfied for δ = 1/2 and since the open loop optimal trajectories are periodic
Condition (c) is satisfied for any nonempty set Y ⊆ X. However, for Y = {0} or Y = {1}
any ℓ0 meeting the assumptions must satisfy ℓ0 ≥ 1 and thus cannot be used in order to
conclude limN→∞ J∞(x, µN ) = 0. The only choice for which we can get the optimal value
ℓ0 = V∞(x) = 0 is Y = X = {0, 1}. The reason for this behavior lies in the fact that the
system is not optimally operated at any of the steady states 0 or 1. Rather, the optimal
solutions need to jump periodically between the two steady states and the more flexible
choice of Y = {0, 1} allows to take this fact into account.

Example 5.8 While in Example 5.7 it is possible to obtain a tight estimate for Y = {0, 1},
by slightly modifying the example we can construct the situation in which the identity
limN→∞ J∞(x, µN ) = V∞(x) holds but cannot be concluded from Theorem 4.2 regardless
of how Y is chosen. Changing ℓ in Example 5.7 to

ℓ(0, 0) := 1, ℓ(0, 1) := 0, ℓ(1, 0) := 1/2 and ℓ(1, 1) = 1

one easily sees that the optimal trajectories remain the same for all N ≥ 1 and that
the infinite horizon optimal value which coincides with the MPC closed loop value equals
V∞(x) = J∞(x, µN ) = 1/4. However, regardless of how Y is chosen it is impossible to meet
the conditions of Proposition 4.2 with ℓ0 < 1/2.

Remark 5.9 These examples show that one can in general only conclude the tight up-
per bound limN→∞ J∞(x, µN ) = V∞(x) from Proposition 4.2 if the system is optimally
operated at steady state or if the stage cost is constant along the infinite horizon optimal
trajectories in Y. While these are admittedly special situations, they cover the important
case of optimal equilibria as well as certain types of periodic behavior as illustrated by
Example 7.1, below. Generalizations of our results to larger classes of optimal orbits will
be investigated in future research.

6 Controllability conditions

In the last section we have seen that the turnpike property together with an asymptotic
controllability property can be used in order to conclude Condition (c) of Theorem 4.2. In
this section we show a similar result for Condition (b) of Theorem 4.2. Again, we focus
on the special case Y = {xe}. We present a sufficient condition for the required continu-
ity property of VN based on the turnpike property and the following local controllability
condition:

Assumption 6.1 There exists δc > 0, d ∈ N and γx, γu, γc ∈ K∞ such that for each
trajectory xu1(k, x) with u1 ∈ U

d(x) satisfying xu(k, x) ∈ Bδc
(xe) for all k = 0, . . . , d and

all x1, x2 ∈ Bδc
(xe) there exists u2 ∈ U

d(x) satisfying

xu2(d, x1) = x2
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and the estimates

‖xu2(k, x1) − xu1(k, x)‖ ≤ γx(max{‖x1 − x‖, ‖x2 − xu1(d, x)‖}),

‖u2(k) − u1(k)‖ ≤ γu(max{‖x1 − x‖, ‖x2 − xu1(d, x)‖})

and

|ℓ(xu2(k, x1), u2(k)) − ℓ(xu1(k, x), u1(k)| ≤ γc(max{‖x1 − x‖, ‖x2 − xu1(d, x)‖})

for all k = 0, . . . , d − 1.

This assumption is satisfied for all examples from Section 3 with d = 1. More precisely,
for Example 3.1 we can choose u2(0) = x2 − 2x1, for Example 3.2 we set u2(0) = x2 and
for Example 3.3 we choose u2(0) = (x2 − x1/2 + 7.5)/15. One checks that the distance of
these control values to u1(0) is proportional to the distance of x1 and x2 to x and xu1(1, x),
respectively. This yields the existence of γx and γu and from this the existence of γc follows
by continuity of ℓ in x and u. Moreover, one can verify that for sufficiently small δc > 0
the value u1(0) must be in the interior of U, thus u2(0) is also contained in U and is thus
admissible.

More generally, we conjecture that for systems with X ⊆ R
n and U ⊆ R

m we can conclude
Asumption 6.1 by linearization techniques if the linearization of f in (xe, ue) is controllable
and the trajectory xu1(k, x) and the values u1(k) lie in the interior of X and U, respectively.

The following lemma shows an important consequence from Assumption 6.1 and the turn-
pike property. For its proof we need another assumption on the modified stage cost ℓ̃,
namely the existence of αu ∈ K∞ such that the inequality

ℓ̃(x, u) ≤ ℓ(xe, ue) + αu(‖x − xe‖ + ‖u − ue‖) (6.1)

holds. This property is again satisfied for all examples for the modified stage costs from
the last section because these are Lipschitz in x and u and satisfy ℓ̃(xe, ue) = ℓ(xe, ue).

Lemma 6.2 Let the asumptions of Theorem 5.4 and Assumption 6.1 as well as (6.1) hold.
Then there exists N1 > 0, a function P : N → N with P (N) ≥ N/2 and η : N × R

+
0 → R

+
0

with η(N, r) → 0 if N → ∞ and r → 0 such that the open loop optimal trajectories with
horizon N ≥ N1 starting in x1 ∈ Bδc

(xe) satisfy

‖xu∗
N,x1

(k, x1) − xe‖ ≤ η(N, ‖x1 − xe‖)

for all k = 0, . . . , P (N).

Proof: Using Assumption 6.1 with x1 from the assumption, x = x2 = xe and u1 ≡ ue we
get the estimate

Jd(x1, u2) ≤ ℓ(xe, ue) + γc(‖x1 − xe‖)

and xu2(d, u2) = xe. Picking N ≥ d and extending the control sequence u2 by setting
u2(k) = ue for k = d, . . . , N we thus obtain

JN (x1, u
∗
N,x1

) ≤ JN (x1, u2) ≤ ℓ(xe, ue) +
d

N
γc(‖x1 − xe‖).
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Hence, we can apply Theorem 5.4 to x = x1 and u = u2 with δ = dγc(‖x1 − xe‖).

We pick ε > 0 and N ∈ N such that Qε ≥ 2d holds in Theorem 5.4. We set P (N) to be
the largest k such that ‖xu∗

N,x1
(k, x1) − xe‖ ≤ ε holds. With this choice, P (N) ≥ Qε ≥ 2d

holds. Now we use Assumption 6.1 with x1 = x = xe, u1 ≡ ue and x2 = xu∗
N,x1

(P (N), x1)

and denote the resulting control sequence by ū2. This sequence satisfies

Jd(x
e, ū2) ≤ ℓ(xe, ue) + γc(ε).

Now we pick the control sequence u2 from the beginning of the proof and define a new
control sequence ū via

ū(k) =





u2(k), k = 0, . . . , d − 1
ue, k = d, . . . , P (N) − d − 1
ū2(k − P (N) + d), k = PN − d, . . . , P (N) − 1
u∗

N,x1
(k), k = P (N), . . . , N − 1.

By construction of ū the corresponding trajectory satisfies

xū(k, x1) =





xu2(k, x1), k = 0, . . . , d
xe, k = d, . . . , P (N) − d
xū2(k − P (N) + d, xe), k = PN − d, . . . , P (N)
xu∗

N,x1
(k, x1), k = P (N), . . . , N.

Using the fact that by the optimality principle the last piece of the trajectory is optimal
for horizon N − P (N), we obtain

JN (ū, x1) =
P (N)

N
JP (N)(ū, x1) +

N − P (N)

N
VN−P (N)(xu∗

N,x1
(P (N), x1))

and

JN (u∗
N,x1

, x1) =
P (N)

N
JP (N)(u

∗
N,x1

, x1) +
N − P (N)

N
VN−P (N)(xu∗

N,x1
(P (N), x1)).

Subtracting the second from the first inequality and using the optimality of JN (u∗
N,x1

, x1)
implies

JP (N)(u
∗
N,x1

, x1) ≤ JP (N)(ū, x1).

Moreover, since xū(P (N), x1) = xu∗
N,x1

(P (N), x1), by (5.3) we get

JN (u∗
N,x1

, x1) − JP (N)(ū, x1) = J̃N (u∗
N,x1

, x1) − J̃P (N)(ū, x1)

and thus
J̃P (N)(u

∗
N,x1

, x1) ≤ J̃P (N)(ū, x1). (6.2)

From the construction of ū via Assumption 6.1 we now get the estimates

‖xū(k, x1) − xe‖ ≤ γx(‖x1 − xe‖) and ‖ū(k) − ue‖ ≤ γu(‖x1 − xe‖)

for k = 0, . . . , d − 1 and

‖xū(k, x1) − xe‖ ≤ γx(ε) and ‖ū(k) − ue‖ ≤ γu(ε)
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for k = P (N) − d + 1, . . . , P (N), while for k = d, . . . , P (N) − d we get xū(k, x1) = xe and
ū(k) = ue. Using (6.1), for the modified functional this implies

J̃P (N)(ū, x1) ≤ ℓ(xe, ue)+
d

P (N)
αu(γx(‖x1−xe‖)+γu(‖x1−xe‖))+

d

P (N)
αu(γx(ε)+γu(ε)).

On the other hand, if we assume that ‖xu∗
N,x1

(k, x1) − xe‖ ≥ ∆ for some ∆ > 0 and some

k ∈ {0, . . . , P (N) − 1}, then from (5.7) we get

J̃P (N)(x1, u
∗
N,x1

) ≥ ℓ(xe, ue) +
αℓ(∆)

P (N)
.

Hence, in case that

∆ > α−1
ℓ (dαu(γx(‖x1 − xe‖) + γu(‖x1 − xe‖)) + dαu(γx(ε) + γu(ε)))

we get the inequality

J̃P (N)(x1, u
∗
N,x1

) > J̃P (N)(ū, x1)

which contradicts (6.2). Thus, we get

∆ ≤ α−1
ℓ (dαu(γx(‖x1 − xe‖) + γu(‖x1 − xe‖)) + dαu(γx(ε) + γu(ε))).

The assertion now follows by choosing ε = α−1
ℓ (2(δ + C)/N) which implies P (N) ≥ Qε ≥

N/2 as well as ε → 0 as N → ∞. Setting N1 = 4d then ensures P (N) ≥ 2d for N ≥ N1

and defining

η(N, ‖x1 − xe‖) := α−1
ℓ (dαu(γx(‖x1 − xe‖) + γu(‖x1 − xe‖})) + dαu(γx(ε) + γu(ε)))

finally shows the assertion.

Remark 6.3 Under the assumptions of Lemma 6.2 we can conclude that there exists
σ′ ∈ LN such that the assertion of Theorem 5.6 holds with P (N) = ⌈N/2⌉, where ⌈r⌉ for
r ∈ R denotes the smallest integer m with m ≥ r. Indeed, following the proof of Lemma
6.2 and choosing σ(N) = α−1

ℓ (2(δ + C)/N) yields Qσ(N) ≥ N/2 such that we can ensure
that ‖xu∗

N,x
(k, x) − xe‖ ≤ σ(N) holds for some k ≤ N/2. Applying then Lemma 6.2 with

x1 = xu∗
N,x

(k, x) and N ′ = N − k yields k + P (N ′) ≥ k + ⌈(N − k)/2⌉ ≥ ⌈N/2⌉ which
implies

‖xu∗
N,x

(⌈N/2⌉, x) − xe‖ ≤ η(N, σ(N)) =: σ′(N).

In fact, in all our examples numerical simulations show that the distance ‖xu∗
N,x

(k, x)−xe‖

becomes minimal for k = ⌈N/2⌉.

Using Lemma 6.2 we can now prove the following main theorem of this section which gives
a sufficient condition for Theorem 4.2(b).

Theorem 6.4 Let the assumptions of Theorem 5.4 as well as Assumption 6.1 and (6.1)
hold. Then Condition (b) of Theorem 4.2 holds for Y = {xe}.
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Proof: We choose N0 ∈ N so large and δ̄ > 0 so small that N0 ≥ N1 and δ̄ ≤ δc for the
values from Lemma 6.2 and Assumption 6.1 holds and such that η(N, r) < δc in Lemma
6.2 holds for all N ≥ N0 and r ∈ (0, δ̄). We show the desired inequality in Condition (b)
for all x, y ∈ Bδ̄(x

e) which particularly implies the assertion for y ∈ Y, i.e., y = xe.

By Lemma 6.2 and since η(N, δ̄) ≤ δc and P (N) ≥ d (cf. the construction in the proof of
Lemma 6.2) we know that the optimal trajectory starting in x satisfies

xu∗
N,x

(k, x) ∈ Bδc
(xe)

for k = 0, . . . , d. Thus, we can apply Assumption 6.1 with this x, x1 = y, u1 = u∗
N,x and

x2 = xu∗
N,x

(d, x) in order to conclude that there exists u2 ∈ U
d(y) such that xu2(d, y) =

xu∗
N,x

(d, x) and ℓ(xu2(k, y), u2(k)) ≤ ℓ(xu∗
N,x

(k, x), u∗
N,x(k)) ≤ γc(‖y − x‖) (note that ‖x2 −

xu1(d, x)‖ = 0 by choice of x2). Extending the control sequence u2 by setting u2(k) =
u∗

N,x(k) for d, . . . , N − 1 then yields

VN (y) ≤ JN (y, u2) =
1

N

N−1∑

k=0

ℓ(xu2(k, y), u2(y))

≤
1

N

N−1∑

k=0

ℓ(xu∗N,x(k, x), u∗N, x(x)) +
d

N
γc(‖y − x‖)

= VN (x) +
d

N
γc(‖y − x‖).

Setting γV (r) = dγc(‖y − x‖) we thus obtain

VN (y) ≤ VN (x) + γV (‖x − y‖)/N

and by exchanging x and y we get the converse inequality which shows Condition (b) of
Theorem 4.2.

Since we have already verified throughout this and the preceding section that all examples
from Section 3 satisfy the assumptions of Theorem 5.6, this shows that Condition (c) of
Theorem 4.2 holds for all these examples. Together with the results from the previous
section and the observation that Condition (a) of Theorem 4.2 holds because of continuity,
this shows that for all examples Theorem 4.2 can be applied with Y = {xe} and ℓ0 =
ℓ(xe, ue). Furthermore, since Corollary 5.3 applies for our examples we obtain the optimal
asymptotic estimate limN→∞ J∞(x, µN ) = V∞(x) for all x ∈ X.

Moreover, one can check that for our examples the functions γf , γℓ and γV in Conditions
(a) and (b) of Theorem 4.2 are actually polynomials. Together with the (numerically
observed) fact that σ(N) from Theorem 5.6 decays exponentially in N , cf. the discussion
after the proof of Theorem 5.6, this yields that the error term ε(N − 1) constructed in the
proof of Theorem 4.2 decays exponentially in N , too.

7 An example of an optimal periodic solution

In this section we present an example which illustrates that — as discussed in Remark
5.9 — our conditions also apply to periodic optimal solutions if the stage cost is constant
along these solutions.
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Example 7.1 Consider the two dimensional control system with x = (x1, x2)
T ∈ R

2 and
u = (u1, u2)

T ∈ R
2 given by

x(k + 1) = A(u2(k))(2x(k) + u1(k)x(k)/‖x(k)‖),

for x(k) 6= 0 and x(k + 1) = 0 for x(k) = 0, where

A(u2) =

(
cos u2 sinu2

− sinu2 cos u2

)
∈ R

2×2

and ‖ · ‖ is the Euclidean norm. We choose the admissible set as the ring X = {x ∈
R

2 | 3/4 ≤ ‖x‖ ≤ 2}, the control value set as U = [−5, 5] × [−1, 1] and the stage cost as
ℓ(x, u) = (u1 + 1)2 + (u2 − 0.1)2. With this cost function, one easily sees that it is optimal
to first steer the system to the circle S = {x ∈ R

2 | ‖x‖ = 1} and then use the control
u∗ = (−1, 0.1)T . Indeed, since f(x, u∗) ∈ S and ℓ(x, u∗) = 0 for all x ∈ X, using u∗ we
stay on S with stage cost 0 and thus for any control sequence ux which first steers the
system from x ∈ X to S in finitely many steps and then uses the control ux(k) = u∗ we
get J∞(x, ux) = 0. Since ℓ ≥ 0, this is obviously the optimal value. Since u∗

2 = 0.1 and
thus A(u∗

2) 6= Id, the corresponding optimal trajectory is not an equilibrium but a periodic
orbit.

Figure 7.1(left) shows the resulting receding horizon closed loop trajectories for N = 4, 6, 8
and initial values x0 = (0, 2)T (outer trajectories) and x0 = (0, 3/4)T (inner trajectories),
respectively. The corresponding averaged infinite horizon closed loop costs J∞(x0, µN ) for
x0 = (0, 2)T and N = 2, . . . , 14 are plotted in Figure 7.1(right) on a logarithmic scale.
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Figure 7.1: left: xµN
(k, x) for N = 4 (solid), N = 6 dashed and N = 8 (dotted) for

x0 = (0, 2)T (outer trajectories) and x0 = (0, 3/4)T (inner trajectories)
right: infinite horizon closed loop costs J∞(x0, µN ) for x0 = (0, 2)T and N = 2, . . . , 14

As we see, the resulting limit cycle depends on the initial value and its radius is > 1 for
x0 = (0, 2)T , < 1 for x0 = (0, 3/4)T and converges to 1 in both cases for increasing N .
Furthermore, in both cases for increasing N the solutions improve and the infinite horizon
closed loop costs approach the optimal value V∞(x0) = 0 exponentially fast. We expect
that a formal proof of this property can be obtained by a generalization of the arguments
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in Sections 5 and 6 to periodic orbits along which ℓ constant. For the sake of brevity,
however, details will be postponed to a future paper.

Again, it is interesting to look at the open loop predictions for the different initial values
which are depicted in Figure 7.2 for N = 4 and x0 = (0, 2)T and x0 = (0, 3/4), respectively.
As in Figure 3.3, the optimal open loop solutions approach the boundary of the admissible
set X but now it depends on the initial value whether the “outer” boundary ‖x‖ = 2 or
the “inner” boundary ‖x‖ = 3/4 is approached.
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Figure 7.2: Optimal predictions xu(k, xµN
(k)) (dashed) within the receding horizon op-

timization for N = 4 with x0 = (0, 2)T (outer trajectories) and x0 = (0, 3/4)T (inner
trajectories)

8 Convergence results

In our results so far we have developed conditions under which bounds for the values
J∞(x, µN ) and JN (x, µN ) along the closed loop trajectories can be deduced. In this section,
we investigate the limiting behavior of the closed loop solutions. In all examples discussed
so far we have seen that these solutions converge to a neighborhood of the optimal steady
state or periodic solution. In this section we present a rigorous explanation for this fact.
As an important consequence of this analysis, we moreover show that this convergence
behavior also implies that the receding horizon closed loop solutions exhibit approximately
optimal transient behavior in a finite time averaged sense. The results in this section are
formulated for general sets Y and for this purpose we will generalize some of the properties
from the Sections 5 and 6.

We start our analysis with the following theorem.

Theorem 8.1 (i) Assume there are N1 ∈ N and δ ∈ LN such that the inequality

JK(x, µN ) ≤
N

K
VN (x) −

N

K
VN (xµN

(K)) + ℓ0 + δ(N)/ min{N, K} (8.1)
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holds for all x ∈ X, all N ≥ N1 + 1 and all K ∈ N.

Assume furthermore that there exists a set Y ⊂ X and a function η ∈ LN such that for all
N ≥ N1 the inequality

VN (x) ≥ ℓ0 +
1

N
α(|x|Y) for all x ∈ X \ Y with |x|Y > η(N) (8.2)

holds for some α ∈ K∞. Then for all N ≥ N1 + 1 the inequality

|xµN
(k)|Y ≤ max{η(N), α−1(δ(N))} (8.3)

holds for all k ≥ N .

(ii) If, moreover, for all N ≥ N1 the inequality

VN (x) ≤ ℓ0 +
1

N
α(|x|Y) (8.4)

holds for some α ∈ K∞, then for all N ≥ N1 + 1 the inequality

|xµN
(k)|Y ≤ max{η(N), α−1(α(|x|Y) + δ(N))} (8.5)

holds for all k ∈ {1, . . . , N − 1} and all x ∈ X with Vk(x) ≥ ℓ0.

Proof: (i) We abbreviate x(k) = xµN
(k) and observe that for k ≥ N the identity x(N, x(k−

N)) = x(k) holds. Then, for all N ≥ N1 + 1, all k ≥ N and all x(0) ∈ X the inequality
(8.1) applied with x = x(k − N) and K = N yields

VN (x(k)) ≤ VN (x(k − N)) − JN (x(k − N), µN ) + ℓ0 + δ(N)/N. (8.6)

Now by optimality of VN we have VN (x(k − N)) ≤ JN (x(k − N), µN ). Thus, (8.6) yields

VN (x(k)) ≤ ℓ0 + δ(N)/N.

Hence, we either get |x(k)|Y ≤ η(N) or

α(|x(k)|Y) ≤ N(VN (x(k)) − ℓ0) ≤ δ(N)

which implies (8.3).

(ii) From (8.1) with K = k ≤ N we get

VN (x(k)) ≤ VN (x) −
k

N
JK(x, µN ) +

k

N
ℓ0 +

1

N
δ(N).

Now JK(x, µN ) ≥ VK(x) ≥ ℓ0 yields

VN (x(k)) ≤ VN (x) −
k

N
JK(x, µN ) +

k

N
ℓ0 +

1

N
δ(N) ≤ VN (x) +

1

N
δ(N).

Hence, we either get |x(k)|Y ≤ η(N) or

α(|x(k)|Y) ≤ N(VN (x(k)) − ℓ0) ≤ N(VN (x) − ℓ0 +
1

N
δ(N)) ≤ α(|x|Y) + δ(N)
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which implies (8.5).

Note that the difference between the two parts of the theorem is that Part (i) provides a
bound on the MPC closed loop trajectory xµN

(k) for k ≥ N while Part (ii) provides a bound
for k = 1, . . . , N − 1. If both parts hold, then one could also construct a uniform upper
bound of the form β(‖x‖Y, k) + ε(N) which links the property desribed by the theorem to
more standard practical asymptotic stability estimates.

Theorem 8.1 is readily applicable to Example 3.1, at least if we are willing to accept
numerical evidence for verifying some of its assumptions. Indeed, recall from the discussion
at the end of Section 6 that using numerical observations we could compute that the
functions ε(N − 1) constructed in Theorem 4.2 decays exponentially for all our examples.
Thus, comparing (4.5) with (8.1) one sees that we can set δ(N) = N(ε(N − 1)) in (4.5)
which yields δ ∈ LN because ε(N) decays exponentially; in fact, δ decays exponentially,
too. Inequality (8.2) is satisfied, too, which can be either seen using the estimates derived
in [7, Example 4] or by numerical evaluation, which reveals that VN (x) ≈ 3x2/N outside a
neighborhood of xe = 0 which shrinks down exponentially fast to {xe} as N → ∞. Hence,
α in (8.2) can be chosen as α(r) = 3r2 and η can be chosen to decay exponentially. In
summary, we can expect the MPC closed loop trajectories to end up in an exponentially
shrinking neighborhood of xe = 0, which is confirmed by the numerical simulations, cf.
Figure 3.2. Finally, Part (ii) of Theorem 8.1 holds, too, because an upper bound of the
form (8.4) follows from the discussion after (5.9). Numerically, one can also verify the
assumptions of Theorem 8.1 for Example 7.1.

For Examples 3.2 and 3.3 Theorem 8.1 is, however, not directly applicable. Indeed, while
numerical evidence shows that (8.1) holds for all our examples, the lower bound (8.2)
does not hold for Examples 3.2 and 3.3. This is illustrated by the numerically computed
optimal value functions in Figure 8.1. These functions have values well below ℓ0 not only
in a neighborhood of xe (which would be tolerable in (8.2)) but for all x ∈ X with x ≥ xe.
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Figure 8.1: Optimal value functions VN for Example 3.2(left) and Example 3.3(right), both
for N = 10 (solid) and N = 20 (dashed). The dotted line indicates ℓ0 = ℓ(xe, ue) and the
circle indicates xe.

A remedy for this problem can be obtained once again by considering the modified stage
cost as introduced in Section 5 for our examples. From (5.7) one easily concludes that the
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modified optimal value function satisfies ṼN (x) ≥ ℓ(xe, ue)+ 1
N αℓ(‖x−xe‖) and could thus

be used in Theorem 8.1. The numerically computed optimal value functions in Figure 8.2
illustrate this fact and also show that these functions also satisfy (8.2) (which could also
be checked rigorously using (5.9)).
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Figure 8.2: Optimal value functions ṼN for Example 3.2(left) and Example 3.3(right) with
modified stage cost ℓ̃, both for N = 10 (solid) and N = 20 (dashed). The dotted line
indicates ℓ0 = ℓ(xe, ue) and the circle indicates xe.

Unfortunately, however, when passing from ℓ to ℓ̃, the open loop optimal trajectories and
thus also the closed loop trajectories change. For the open loop trajectories of Example
3.2 this is illustrated in Figure 8.3. Hence, we cannot simply apply Theorem 8.1 to the
modified problem.
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Figure 8.3: Optimal trajectories for different initial values and N = 7 for Example 3.2 with
original stage cost ℓ(left) and modified stage cost ℓ̃(right)

In [6] and [5, Chapter 4] terminal endpoint constraints of the type xu(N, x) = xN are
imposed in the open loop optimization. With such constraints, one can conclude from (5.3)
that the functionals JN and J̃N only differ by the additive constant λ(x)− λ(xN ) which is
independent of u and consequently the optimal trajectories and thus also the closed loop
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trajectories coincide. Unfortunately, this argument cannot be used in our setting without
terminal constraints and, in fact, the optimal trajectories differ considerably as Figure 8.3
for Example 3.2 shows.

The key to the fact that we can still use the modified problem in order to conclude con-
vergence for the original problem lies in the fact that the optimal trajectories xu∗

N,x
(n, x)

and xũ∗
N,x

(n, x) (almost) coincide for small n and since the receding horizon algorithm will
only pick the first element of the optimal control sequence, the receding horizon closed loop
trajectories for the two problems will also be (almost) identical. This similarity between
the optimal trajectories is actually no concidence but can be explained from the turnpike
property. Here we give a version of these properties for optimal trajectories and general
sets Y.

Assumption 8.2 We assume that there exists C ′ ≥ 0 such that for each x ∈ X, the
optimal control sequence u∗

x,N ∈ U
N (x) and each ε > 0 the value

Qε := #Pε with Pε := {k ∈ {0, . . . , N − 1} | |xu∗
N,x

(k, x)|Y ≤ ε}

satisfies the inequality Qε ≥ N − C ′/αℓ(ε).

Note that in the case Y = {xe} this is exactly the property Theorem 5.4 yields if we set
C ′ = C + δ and assume the inequality VN (x) ≤ δ + ℓ(xe, ue). As shown in Section 5, this
property is satisfied for all examples from Section 3, cf. the discussion before and the proof
of Theorem 5.6.

In what follows we will frequently apply Assumption 8.2 simultaneously for p ∈ N optimal
trajectories with C ′ chosen to be the maximum of the individual constants. Denoting the
respective sets by P1

ε , . . . ,Pp
ε we will then need that for a given N0 the intersection

P ′
ε := P1

ε ∩ . . . ∩ Pp
ε ∩ {0, . . . , N − N0}

contains at least one time instant P . A straightforward induction yields that if each set P i
ε

contains at least K elements, then the intersection contains at least pK − (p − 1)N − N0

elements. Hence, in order to ensure that the intersection P ′
ε contains at least m ∈ N

elements we need that each P i
ε contains at least K ≥ ((p − 1)N + N0 + m)/p elements.

This is guaranteed for the choice

ε ≥ α−1
ℓ

(
pC ′

N − N0 − m

)
. (8.7)

Note that for fixed N0, p and m the right hand side of (8.7) tends to 0 as N → ∞.

Alternatively, we could use the bound ε ≥ σ′(N) with σ′ from Remark 6.3 which guarantees
that P can always be chosen as P = ⌈N/2⌉ and thus yields an ε which does not depend on
p. However, since we do not necessarily want to employ the assumptions imposed in this
remark, in the remainder of this section we will work with (8.7).

The following lemma shows an important consequence from Assumption 8.2.
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Lemma 8.3 Consider a finite horizon optimal control problem satisfying Assumption 8.2
and Condition (b) from Theorem 4.2 for some N0 ∈ N and δ̄ > 0. Then for all x ∈ X,
N ≥ N0 and ε ≤ δ̄ satisfying (8.7) with p = 1 and m = 1, the set P ′

ε = Pε∩{0, . . . , N−N0}
is nonempty and for each P ∈ P ′

ε, the identity

VN (x) =
P

N
JP (x, u∗

N,x) +
N − P

N
VN−P (y) + R1(N, ε)

holds, where u∗
N,x ∈ U

N (x) is the optimal control for initial value x and horizon N , y is an
arbitrary point in Y and the remainder term R1(N, ε) satisfies

|R1(N, ε)| ≤
1

N
γV (ε).

Proof: The fact that P ′
ε is nonempty follows from the derivation of (8.7). For the proof

of the claimed identity, from the optimality principle we get

VN (x) =
P

N
JP (x, u∗

N,x) +
N − P

N
VN−P (xu∗

N,x
(P, x)). (8.8)

Now Assumption 8.2 and the choice of N and P imply that

|xu∗
N,x

(P, x)|Y ≤ ε < δ̄

from which by Condition (b) of Theorem 4.2 we can conclude

|VN−P (xu∗
N,x

(P, x)) − VN−P (y)| ≤ γV (ε)/(N − P ). (8.9)

Here y ∈ Y is chosen such that ‖xu∗
N,x

(P, x)−y‖ ≤ |xu∗
N,x

(P, x)|Y holds but since Condition

(b) of Theorem 4.2 implies that VN−P is constant on Y it can actually be chosen arbitrarily.
Combining (8.8) and (8.9) then yields the assertion.

In the following lemma we make use of a set of control sequence U
P
(x, ε) which for any

P ∈ N, x ∈ X and ε > 0 are defined by

U
P
(x, ε) := {u ∈ U

P (x) | |xu(P, x)|Y ≤ ε}.

Lemma 8.4 Assume that the function λ is constant on Y and Lipschitz with constant Lλ

in the ball Bδ̄(Y) with radius δ̄ > 0 around Y. Then for all u ∈ U
P
(x, ε) with ε < δ̄ the

identity

J̃P (x, u) = JP (x, u) +
1

P
λ(x) −

1

P
λ(y) + R2(u, P, ε)

hold with |R2(u, P, ε)| ≤ Lλε/P .

Proof: We have

J̃P (x, u) = JP (x, u) +
1

P
λ(x) −

1

P
λ(xu(P, x)) = JP (x, u) +

1

P
λ(x) −

1

P
λ(y) + R2(u, P, ε)
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with |R2(u, P, ε)| = |λ(y)/P − λ(xu(P, x))/P | ≤ Lλ|xu(P, x)|Y/P ≤ Lλε/P , where y ∈ Y

is chosen as in the proof of Lemma 8.3 and the Lipschitz property can be used because
|xu(P, x)|Y ≤ ε < δ̄ holds.

In the following lemma we assume that Assumption 8.2 holds for both the original and the
modified optimal control problem. We denote the respective sets of time instants by Pε

and P̃ε. Note that for the examples from Section 3 it follows with the same arguments as
in Section 5 that Assumption 8.2 also holds for the modified problem.

Lemma 8.5 Assume that the assumptions of Lemma 8.3 hold for some δ̄ > 0 for both
the original and the modified problem, that (8.7) holds for p = 2 and m = 1 and that the
assumption of Lemma 8.4 holds with the same δ̄ > 0. Then P ′

ε := Pε ∩ P̃ε ∩ {0, . . . , N −
N0} 6= ∅ and for each P ∈ P ′

ε the identity

J̃P (x, ũ∗
N,x) = JP (x, u∗

N,x) +
1

P
λ(x) −

1

P
λ(y) + R3(P, ε)

holds with remainder term bounded by

|R3(P, ε)| ≤
4

P
(γV (ε) + Lλε).

Proof: First note that the choice of ε via (8.7) guarantees that P ′
ε 6= ∅. We pick P ∈ P ′

ε

and observe that the assertion of Lemma 8.3 holds for this P for the original as well as for
the modified problem.

Now for an arbitrary u ∈ U
P
(x, ε) with ε < δ̄ we define a new control sequence u1 ∈ U

N
(x)

by setting

u1(k) =

{
u(k), k = 0, . . . , P − 1
u∗

N−P,xu(P,x)(k − P ), k = P, . . . , N − 1.

With the same arguments as in the proof of Lemma 8.3 one sees that the identity

JN (x, u1) =
P

N
JP (x, u) +

N − P

P
VN−P (y) + R4(u, N, ε)

holds with |R4(u, Nε)| ≤ γV (ε)/N . This implies

P

N
JP (x, u) ≥ VN (x) −

N − P

P
VN−P (y) − R4(u, N, ε).

Combining this estimate with the one from Lemma 8.3 yields

P

N
JP (x, u∗

N,x) = inf
u∈U

P
(x,ε)

P

N
JP (x, u) + R1(N, ε) + R5(N, ε), (8.10)

where |R5(N, ε)| ≤ sup
u∈U

P
(x,ε)

|R4(u, P, ε)|. Using Lemma 8.4 we thus obtain

P

N
J̃P (x, u∗

N,x) = inf
u∈U

P
(x)

P

N
J̃P (x, u) + R1(N, ε) + R5(N, ε) + R6(N, ε)
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where |R6(N, ε)| ≤ 2P sup
u∈U

P
(x,ε)

|R2(u, P, ε)|/N for R2 from Lemma 8.4. Using (8.10)

for the modified problem yields

P

N
J̃P (x, ũ∗

N,x) = inf
u∈U

P
(x,r)

P

N
J̃P (x, u) + R̃1(N, ε) + R̃5(N, ε).

Combining the last two inequalities we obtain P
N J̃P (x, ũ∗

N,x) = P
N J̃P (x, u∗

N,x)−R1(N, ε)−

R5(N, ε)−R6(N, ε) + R̃1(N, ε) + R̃5(N, ε). Now the assertion follows by applying Lemma
8.4 once more and R3 is obtained by adding the individual remainder terms used in the
proof multiplied by N/P .

With the help of these lemmas we can now extend the convergence theorem to the modified
optimal control problem.

Theorem 8.6 Consider the receding horizon scheme obtained from the optimal control
problems with original cost ℓ. Assume that the problem with original cost ℓ and the
problem with modified cost ℓ̃ satisfy Assumption 8.2 and Condition (b) from Theorem 4.2
for some N0 ∈ N and δ̄ > 0. Assume furthermore that λ is constant on Y and Lipschitz
with constant Lλ in the ball Bδ̄(Y) with radius δ̄ > 0 around Y. Let N1 be such that (8.7)
holds for ε = δ̄, p = 6 and m = 1 for all N ≥ N1.

(i) Assume that (8.1) holds for the receding horizon problem with original stage cost ℓ and
that the optimal value functions ṼN of the modified problem satisfy (8.2).

Then there exists δ̃ ∈ LN such that for all N ≥ N1 + 1 the inequality

|xµN
(k)|Y ≤ max{η(N), α−1(δ̃(N))} (8.11)

holds for all k ≥ N .

(ii) If, moreover, ṼN satisfies (8.4), then the inequality

|xµN
(k)|Y ≤ max{η(N), α−1(α(|x|Y) + δ̃(N))} (8.12)

holds for all N ≥ N0 + 1, all k ∈ {1, . . . , N − 1} and all x ∈ X with Ṽk(x) ≥ ℓ0.

Proof: It is sufficient to show that there exists δ̃ ∈ LN such that (8.1) holds for the
modified functional and optimal value functions, i.e., that

J̃K(x, µN ) ≤
N

K
ṼN (x) −

N

K
ṼN (xµN

(K)) + ℓ0 +
δ̃(N)

min{N, K}
(8.13)

holds, because from this inequality the desired estimates can be concluded just as in the
proof of Theorem 8.1. Note that µN in (8.13) is still the receding horizon feedback law
generated by the original optimal control problem with stage cost ℓ, because we want to
establish convergence for the original receding horizon closed loop.

We deduce (8.13) from (8.1) and three identities obtained from the preceding lemmas.
To this end, we will invoke Lemma 8.3 four times and Lemma 8.5 twice. Hence, we use
Assumption 8.2 eight times and thus for ε ≤ δ̄ we choose N ∈ N such that (8.7) holds for
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p = 8 and m = 1. This ensures that we can find a common P ∈ P ′
ε for all six trajectories

under consideration which we will use in what follows.

The first identity we will use follows from applying Lemma 8.3 at the points x and xµN
(K)

which yields

VN (x) − VN (xµN
(K))

=
P

N
JP (x, u∗

N,x) +
N − P

N
VN−P (y) + R1

1(N, ε)

−
P

N
JP (xµN

(K), u∗
N,xµN

(K)) −
N − P

N
VN−P (y) − R2

1(N, ε)

=
P

N
JP (x, u∗

N,x) −
P

N
JP (xµN

(K), u∗
N,xµN

(K)) + R1
1(N, ε) − R2

1(N, ε) (8.14)

with |Ri
1(N, ε)| ≤ 1

N γV (ε). Proceding analogously for the modified problem we analogously
obtain the second identity

ṼN (x) − ṼN (xµN
(K))

=
P

N
J̃P (x, ũ∗

N,x) −
P

N
J̃P (xµN

(K), ũ∗
N,xµN

(K)) + R̃1
1(N, ε) − R̃2

1(N, ε)

with remainder terms satisfying the same bound. The third equation we need is obtained
by applying Lemma 8.5 at the points x and xµN

(K) which yields

JP (x, u∗
N,x) − JP (xµN

(K), u∗
N,xµN

(K)) = J̃P (x, ũ∗
N,x) − J̃P (xµN

(K), ũ∗
N,xµN

(K))

−
1

P
λ(x) +

1

P
λ(xµN

(K)) + R2
3(P, ε) − R1

3(P, ε)

with |Ri
3(P, ε)| bounded as specified in Lemma 8.5. Using first (5.3), then (8.1) and then

the first identity followed by the third and the second we obtain

J̃K(x, µN ) − ℓ0

= JK(x, µN ) +
1

K
λ(x) −

1

K
λ(xµN

(K)) − ℓ0

≤
N

K
VN (x) −

N

K
VN (xµN

(K)) +
δ(N)

min{N, K}
+

1

K
λ(x) −

1

K
λ(xµN

(K))

=
P

K
JP (x, u∗

N,x) −
P

K
JP (xµN

(K), u∗
N,xµN

(K)) +
N

K
R1

1(N, ε) −
N

K
R2

1(N, ε)

+
δ(N)

min{N, K}
+

1

K
λ(x) −

1

K
λ(xµN

(K))

=
P

K
J̃P (x, ũ∗

N,x) −
P

K
J̃P (xµN

(K), ũ∗
N,xµN

(K)) +
N

K
R1

1(N, ε) −
N

K
R2

1(N, ε)

+
P

K
R2

3(P, ε) −
P

K
R1

3(P, ε) +
δ(N)

min{N, K}

=
N

K
ṼN (x) −

N

K
ṼN (xµN

(K)) +
N

K
R1

1(N, ε) −
N

K
R2

1(N, ε)

+
P

K
R2

3(P, ε) −
P

K
R1

3(P, ε) −
N

K
R̃1

1(N, ε) +
N

K
R̃2

1(N, ε) +
δ(N)

min{N, K}
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An inspection of the remainder terms shows that the modulus of each of them can be
bounded by a term of the form 1

K r(ε) where r(ε) → 0 as ε → 0. Choosing ε depending on
N such that equality holds in (8.7) for p = 8 and m = 1, we obtain that ε → 0 as N → ∞
and the choice of N1 guarantees that ε(N) ≤ δ̄ holds for all N ≥ N1. Hence, the estimate
holds for all N ≥ N1 and we can bound the sum of the error terms by a term of the form
δ1(N)/K with δ1(N) ∈ LN. This proves (8.13) with δ̃(N) = δ1(N)+δ(N) and thus finishes
the proof.

Remark 8.7 Beyond convergence, the techniques from this section also allow to conclude
that the finite horizon value of the receding horizon closed loop trajectory during the
transient phase is optimal up to an error term vanishing as N → ∞. Here, “transient
phase” refers to the time until the trajectory reaches a prescribed neighborhood of Y. More
precisely, for all P,K ∈ N with P ≤ K and r > 0 we consider the set of control sequences
Û

K(x, r, P ) for which |xu(k, x)|Y ≤ r holds for k = P, . . . , K − 1, i.e., all sequences for
which the corresponding trajectories end up in the neighborhood Br(Y) after time P . We
show that there exists P ∈ N with P → ∞ as N → ∞ such that up to an error term
vanishing as N → ∞ the value JK(x, µN ) is smaller than JK(x, u) for all u ∈ Û

K(x, r, P ).

To this end, we need the property of the optimal trajectories guaranteed by Lemma 6.2.
Generalized to arbitrary sets Y, this property demands that there exists N1 ∈ N and
η : N × R

+
0 → R

+
0 with η(N, r) → 0 if N → ∞ and r → 0 such that the open loop optimal

trajectories with horizon N ≥ N1 starting in x1 ∈ Bδc
(xe) satisfy

|xu∗
N,x1

(k, x1)|Y ≤ η(N, |x1|Y) (8.15)

for all k = 0, . . . , P (N) with P (N) ≥ N/2. Again, this property holds for all examples
from Section 3 as shown in Section 6.

In order to derive the transient estimate, assume that the open loop trajectories of the
original problem satisfy Assumption 8.2 and that the closed loop solution xµN

converges
to a neighborhood of Y with radius r(N) with r ∈ LN, as ensured, e.g., by Theorem 8.1 or
Theorem 8.6 if we abbreviate the right hand side of (8.3) or (8.11) by r(N). Throughout
the derivation we will invoke Assumption 8.2 three times (via Lemma 8.3) and we will need
that P ′

ε has at least 3(N −N0)/4 elements. Hence, we assume that N > 0 is large enough
in order to ensure (8.7) for the ε > 0 under consideration, p = 3 and m = ⌈3(N − N0)/4⌉.

Assume that there exists ρ ∈ K such that for all sufficiently small r > 0 and all x ∈ Br(Y)
and u ∈ U with f(x, u) ∈ Br(Y) the inequality

ℓ(x, u) ≥ ℓ0 − ρ(r) (8.16)

holds. Observe that also this condition is satisfied in all our examples.

Then for each u ∈ Û
K(x, r, P ) we get the estimate

1

K − P

K−1∑

k=P

ℓ(xu(k, x), µN (xµN
(k, x))) ≥ ℓ0 − ρ(r(N))

and thus

JK(x, u) ≥
P

K
JP (x, u) +

K − P

K
(ℓ0 − ρ(r)).
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Since each u ∈ Û
K(x, r, P ) satisfies u|{0,...,P−1} ∈ U

P
(x, r), this implies

inf
u∈bUK(x,r,P )

JK(x, u) ≥
P

K
inf

u∈U
P

(x,r)

JP (x, u) +
K − P

K
(ℓ0 − ρ(r))). (8.17)

On the other hand, using (8.14) and setting δ(N) = ε(N −1) and R(N, ε) = |R1
1(N, ε)/N +

R2
1(N, ε)/N |, (4.5) becomes

JK(x, µN ) ≤
N

K
VN (x) −

N

K
VN (xµN

(K)) + ℓ0 + δ(N)

=
P

K
JP (x, u∗

N,x) −
P

K
JP (xµN

(K), u∗
N,xµN

(K)) + ℓ0 + δ(N) +
1

K
R(N, ε)

Here we choose P ∈ P ′
ε such that P ≤ P (N) from (8.15). Such a P exists because our

choice of N guarantees that P ′
ε ⊆ {0, . . . , N−N0} has at least m = ⌈3(N−N0)/4⌉ elements

which implies minP ′
ε ≤ N − N0 − ⌈3(N − N0)/4⌉ ≤ 3(N − N0)/4 ≤ N/2. Moreover, the

choice of m implies that P ′
ε ∩ {0, . . . , ⌈N/2⌉} has at least ⌈(N − N0)/4⌉ elements, thus

P ≥ (N − N0)/4 and in particular P → ∞ as N → ∞.

Now for K ≥ N , from (8.15) and (8.16) we obtain the inequality JP (xµN
(K), u∗

N,xµN
(K)) ≥

ℓ0 − ρ(η(N, r(N))) for η from (8.15). Hence we can conclude

JK(x, µN ) ≤
P

K
JP (x, u∗

N,x) +
K − P

K
ℓ0 +

P

K
ρ(η(N, r(N))) + δ(N) +

1

K
R(N, ε).

Finally, using (8.10) and defining ε to be minimal with (8.7) with p = 3 and m = ⌈3(N −
N0)/4⌉ (which implies ε → 0 as N → ∞), we obtain that up to an error term vanishing as
N → ∞ the value JP (x, u∗

N,x) is optimal among all trajectories which satisfy |xu(P, x)|Y ≤
r(N). Formally, combining all error terms which tend to 0 as N → ∞ in one function
∆ ∈ LN , this yields

JK(x, µN ) ≤ inf
u∈U

P
(x,r(N))

P

K
JP (x, u) +

K − P

K
ℓ0 + ∆(N).

Comparing this estimate with (8.17), enlarging ∆ in order to include the term ρ(r(N)),
one thus obtains

JK(x, µN ) ≤ inf
u∈bUK(x,r(N),P )

JK(x, u) + ∆(N).

Thus, the value JK(x, µN ) is — up to an error term of order N — smaller than the value of
all trajectories which end up in the neighborhood Br(N)(Y) after at most P steps.

9 Conclusions and outlook

We have derived conditions under which a receding horizon control scheme yields ap-
proximately optimal average infinite horizon performance for the resulting closed loop
trajectories. The conditions can be checked by means of a turnpike property and suit-
able controllability properties and have been rigorously verified for a number of examples.
Moreover, conditions for convergence to the optimal steady state (or more general optimal
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solution sets Y) and approximately optimal averaged finite horizon performance during the
transient phase could be obtained.

Future research will include the extension to discounted infinite horizon problems and the
investigation of optimal periodic orbits along which the stage cost ℓ is not necessarily
constant. Moreover, we plan to extend the closed loop convergence results in this paper to
a Lyapunov function based stability analysis for the receding horizon closed loop.

References

[1] D. Angeli, R. Amrit, and J. B. Rawlings, Receding horizon cost optimization

for overly constrained nonlinear plants, in Proceedings of the 48th IEEE Conference
on Decision and Control – CDC 2009, Shanghai, China, 2009, pp. 7972–7977.

[2] D. Angeli and J. B. Rawlings, Receding horizon cost optimization and control for

nonlinear plants, in Proceedings of the 8th IFAC Symposium on Nonlinear Control
Systems – NOLCOS 2010, Bologna, Italy, 2010, pp. 1217–1223.

[3] D. P. Bertsekas, Dynamic Programming and Optimal Control. Vol. 1 and 2., Athena
Scientific, Belmont, MA, 1995.

[4] W. A. Brock and L. Mirman, Optimal economic growth and uncertainty: the

discounted case, J. Econ. Theory, 4 (1972), pp. 479–513.

[5] D. A. Carlson, A. B. Haurie, and A. Leizarowitz, Infinite horizon optimal

control — Deterministic and Stochastic Systems, Springer-Verlag, Berlin, second ed.,
1991.

[6] M. Diehl, R. Amrit, and J. B. Rawlings, A Lyapunov function for economic

optimizing model predictive control, IEEE Trans. Autom. Control, 56 (2011), pp. 703–
707.
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