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Mod�elisation et simulation des dispositifs de ventilation dans l es
stockages de d�echets radioactifs

R�esum�e : l'objectif de cette th�ese est de fournir des mod�eles et des outils de simulation
pour d�ecrire les �echanges de masse entre les circuits de ventilation (galeries) et les milieux
poreux des ouvrages souterrains d'enfouissement des d�echets nucl�eaires. La mod�elisation
prend en compte le couplage �a l'interface poreux-galerie entre les �ecoulements liquide gaz
compositionnels dans le milieu poreux constituant le stockage et les �ecoulements gazeux
compositionnels dans le milieu galerie libre.

Dans le chapitre 1 on �etudie trois di��erentes formulations de l'�ecoulement gaz liquide
compositionnel dans le milieu poreux dont on montre l'�equivalence du point de vue des
transitions de phases. Ces formulations sont compar�ees num�eriquement sur des cas tests
1D puis 3D discr�etis�es en espace par le sch�ema Vertex Approximate Gradient (VAG).

Le Chapitre 2 se concentre sur un mod�ele r�eduit couplant les �ecoulements diphasiques
compositionnels 3D en milieu poreux et l'�ecoulement monophasique compositionnel 1D
dans la galerie. Il suppose que l'extension longitudinale de la galerie est grande par rapport
�a son diam�etre. Le mod�ele poreux prend aussi en compte les�echanges entre un r�eseau de
fractures discr�etes de co-dimension 1 et le milieu matriciel environnant. Le sch�ema VAG
est �etendu a�n de prendre en compte le couplage entre les �ecoulements 3D dans la matrice,
2D dans le r�eseau de fractures discr�etes et 1D dans la galerie. La convergence de cette
discr�etisation est �etudi�ee dans le cas du mod�ele lin�eaire monophasique stationnaire ainsi
que dans le cas d'un mod�ele non lin�eaire couplant l'�equation de Richards �a l'�ecoulement
1D monophasique ou de type traceur dans la galerie. Di��erents cas tests correspondant
au jeu de donn�ees Andra sont pr�esent�es.

Le chapitre 3 d�eveloppe un algorithme de point �xe pour r�esoudre le couplage entre
les �ecoulements gaz liquide dans le milieu poreux et l'�ecoulement gazeux libre dans la
galerie. Cet algorithme repose sur la compr�ehension des couplages forts et faibles dans
le syst�eme. Il consiste �a r�esoudre, dans une premi�ere �etape, l'�ecoulement dans le milieu
poreux coupl�e aux �equations de convection di�usion sur les fractions molaires dans la
galerie �a vitesse �x�ee. Dans une deuxi�eme �etape, connaissant le ux total �a l'interface,
il r�esout les �equations de Navier Stokes pour d�eterminer la vitesse et la pression dans
la galerie. Cet algorithme est �etudi�e sur di��erents cas tests pos�es par l'Andra et les
solutions obtenues sont compar�ees �a celles du mod�ele r�eduit du chapitre pr�ec�edent. Pour
cela, l'�epaisseur de la couche limite visqueuse en concentration d'eau dans la galerie est
approch�ee par une approximation diagonale basse fr�equence de l'op�erateur de Steklov
Poincar�e associ�e �a l'�equation de convection di�usion �a vitesse �x�ee dans la galerie.

Mots-cl�es : s�echage convectif, stockage des d�echets radioactifs, �ecoulement diphasique
compositionnel en milieu poreux, �ecoulement monophasique compositionnel libre, cou-
plage des �ecoulements en milieux poreux et libre, sch�emasvolume �ni, sch�emas gradients,
analyse num�erique.



Modelling and simulation of ventilation devices in nuclear waste
geological repositories

Abstract : the objective of this thesis is to develop models and algorithms to simulate
e�ciently the mass exchanges occuring at the interface between the nuclear waste deep
geological repositories and the ventilation excavated galleries. To model such physical
processes, one needs to account in the porous medium for the ow of the liquid and
gas phases including the vaporization of the water component in the gas phase and the
dissolution of the gaseous components in the liquid phase. In the free ow region, a
single phase gas free ow is considered assuming that the liquid phase is instantaneously
vaporized at the interface. This gas free ow has to be compositional to account for the
change of the relative humidity in the free ow region which has a strong feedback on the
liquid ow rate at the interface.

In chapter 1, three formulations of the gas liquid compositional Darcy ow are studied.
Their equivalence from the point of phase transitions is shown and they are compared
numerically on 1D and 3D test cases including gas appearanceand liquid disappearance.
The 3D discretization is based on the Vertex Approximate Gradient (VAG) scheme and
takes into account discontinuous capillary pressures.

In chapter 2, a reduced model coupling a 3D gas liquid compositional Darcy ow in a
fractured porous medium, and a 1D compositional free gas owis introduced. The VAG
discretization is extended to such models taking into account the coupling between the
3D matrix, the 2D network of fractures and the 1D gallery. Itsconvergence is studied
both for the linear single phase stationary model and for a non linear model coupling
the Richards equation to a single phase 1D ow or a 1D tracer equation in the gallery.
Di�erent test cases with Andra data sets are presented.

In Chapter 3, a splitting algorithm to solve the coupling between the gas liquid com-
positional Darcy ow in the porous medium and the gas compositional free ow in the
gallery is developed. The idea is to solve, in a �rst step, theporous medium equations
coupled to the convection di�usion equations for the gas molar fractions in the gallery
at �xed velocity and pressure in the gallery. Then, the totalmolar normal ux at the
interface is computed and used in the second step of the algorithm to compute the ve-
locity and pressure in the gallery solving the Navier Stokes equations. This algorithm is
tested on several 2D test cases and the solutions obtained are compared with the ones
obtained by the previous reduced model. To that end, the gas molar fraction boundary
layer thickness used as a parameter in the reduced model is computed based on a low
frequency diagonal approximation of a Steklov Poincar�e type operator for the stationary
convection di�usion equation at �xed velocity.

Keywords : convective drying, nuclear waste geological repository,gas liquid composi-
tional Darcy ow, gas compositional free ow, coupling Darcy and free ow, �nite volume
scheme, gradient scheme, numerical analysis.
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Introduction

Contexte de l'�etude et �etat de l'art

L'objectif de ce travail est de fournir des mod�eles et des outils de simulation pour d�ecrire
les �echanges de masse et d'�energie entre les circuits de ventilation et les milieux poreux des
ouvrages souterrains d'enfouissement des d�echets nucl�eaires. Ce travail vise �a contribuer,
par l'exp�erimentation num�erique, �a l'am�elioration de la connaissance du comportement
des gaz dans les phases d'exploitation, �el�ement constitutif du Dossier d'Autorisation de
Construction du Stockage (DAC).

La �gure 1 montre une repr�esentation de l'�evolution de la temp�erature et de l'humidit�e
relative de l'air au sein d'un quartier du stockage sur la p�eriode d'exploitation de 100 ans.
Le r�eseau de ventilation qui s'�etend sur une longueur cumul�ee d'une centaine de kilom�etres,
respecte les grands principes de fractionnement et de modularit�e qui lui conf�erent une
ind�ependance de la ventilation vis-�a-vis (i) des activit�es de travaux et d'exploitation
nucl�eaire et (ii) des di��erentes zones de stockage.
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Figure 1: Evolution des conditions d'environnement en amont/aval de quartiers de stock-
age �a 10 ans, 20 ans, 60 ans et 100 ans (hypoth�ese de quartiers maintenus ouverts et
ventil�es).
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Figure 2: Illustration des interactions hydraulique et hydrique entre l'alv�eole et la galerie
d'acc�es localis�ees au niveau de la tête d'alv�eole.

Un premier objectif est de pr�edire sur une telle dur�ee l'�evolution de la temp�erature et
de l'humidit�e relative (li�ee �a la fraction molaire d'eau (H2O)) dans le r�eseau de galeries
et d'alv�eoles de stockage et de contrôler la qualit�e de l'air a�n de prot�eger l'homme et
l'environnement de tout risque op�erationnel pendant la phase d'exploitation. Un autre
objectif est de pr�edire la d�esaturation (et le cas �ech�eant la resaturation) des argilites mais
aussi des composants cimentaires induite par la ventilation au voisinage de l'interface
entre le stockage et les galeries (cf. Figure 2).

Les ph�enom�enes physiques mis en jeu font partie de la probl�ematique plus g�en�erale
du s�echage ou de l'�evaporation �a l'interface entre un milieu poreux et un milieu libre. Ils
font intervenir principalement

� les �ecoulements diphasiques liquide gaz dans le milieu poreux avec prise en compte
de la composition des phases, de la di�usion dispersion des composants dans les
phases liquide et gazeuse, et de la gestion de l'apparition et de la disparition des
phases (typiquement apparition de la phase gaz et disparition de la phase eau).

� l'�ecoulement de la phase gazeuse dans le milieu libre (galeries de ventilation dans
notre cas) avec prise en compte de la composition avec di�usion mol�eculaire ou
turbulente des composants dans la phase gaz. La phase liquide n'est pas prise en
compte car l'on suppose qu'elle se vaporise instantan�ement �a l'interface entre le
milieu poreux et le milieu libre. On verra que la di�usion en g�en�eral turbulente joue
un rôle essentiel sur le taux d'�evaporation du liquide �a l'interface.

� La thermique �a la fois dans le milieu poreux et dans le milieulibre.

� La m�ecanique dans le milieu poreux li�ee aux e�ets thermiques et �a la d�esaturation.
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La mod�elisation du s�echage intervient dans de nombreusesautres applications comme
par exemple la fabrication de mat�eriaux de construction (b�eton, briques), les proc�ed�es
de fabrication alimentaire, l'entretien des surfaces ext�erieures des batiments historiques,
l'interaction sol atmosph�ere ... On revoit �a [25] pour une liste exhaustive. Une par-
ticularit�e li�ee �a l'application aux dispositifs de vent ilation dans les stockages de d�echets
nucl�eaires est que l'on s'int�eresse �a l'e�et du couplagesur l'�evolution du milieu libre,
notamment le suivi des fractions molaires dans les galeries, alors qu'en g�en�eral dans les
probl�emes de s�echage la mod�elisation est exclusivementfocalis�ee sur l'�evolution du milieu
poreux. Notamment, les cas accidentels d'une ventilation faible ou nulle qui vont a priori
accrô�tre l'e�et du couplage sur le milieu libre ne sont paspris en compte dans les mod�eles
de s�echage habituels.

Dans cette th�ese, on se concentre sur les seuls �echanges demasse en supposant dans
une premi�ere �etape les �ecoulements isothermes �a temp�erature constanteTe identique dans
le milieu poreux et dans le r�eseau de galeries.

Une repr�esentation sch�ematique 2D du probl�eme coupl�e est donn�ee Figure 3 qui
repr�esente le milieu poreux 
p, la galerie 
 g, l'interface poreux galerie �. Y �gurent
�egalement les inconnues principales du mod�ele d'�ecoulement en milieu poreux (pl ; sl ; cl )
qui d�ecrivent la phase liquide et (pg; sg; cg) qui d�ecrivent la phase gazeuse, o�up� est la
pression de la phase� = l; g, s� est sa fraction volumique ou saturation etc� sa compo-
sition molaire (avec typiquement les deux composants eau etair potentiellement pr�esents
dans les deux phases). Les variables de l'�ecoulement de gazlibre sont not�ees (u; p; c) avec
la vitesseu du gaz, sa pressionp et sa fraction molairec (avec typiquement les mêmes
composants eau et air que dans le milieu poreux).

Figure 3: G�eom�etrie sch�ematique 2D du probl�eme coupl�e avec le milieu poreux 
p, la
galerie 
 g, l'interface �, ainsi que les inconnues principales du mod�ele d'�ecoulement gaz
liquide poreux et du mod�ele d'�ecoulement gazeux libre.

Si il existe de nombreux travaux sur le couplage �a l'interface entre un �ecoulement de
Darcy et un �ecoulement libre dans le cas d'un seul uide, on trouve peu de r�ef�erences
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sur la mod�elisation du couplage d'un mod�ele diphasique enmilieu poreux avec un mod�ele
monophasique en milieu libre. Or la physique qui gouverne cedernier type de couplage est
tr�es di��erente du cas monophasique. Typiquement, dans lecas du couplage diphasique -
monophasique les variations de la pressionp dans la galerie sont en g�en�eral faibles et ont
peu d'e�et sur le milieu poreux. On verra que le comportementphysique du syst�eme est
plutôt pilot�e au premier ordre par le couplage entre grosso modo l'�equation de Richards
dans le milieu poreux (qui ne simule pas directement la phasegazeuse) et les �equations
de convection di�usion des composants gazeux dans le milieulibre.

Le mod�ele qui nous servira de r�ef�erence dans le cadre de cette th�ese est celui pro-
pos�e par [48, 49]. Quelques simpli�cations seront faites pour tenir compte de la faible
perm�eabilit�e du milieu poreux dans les stockages.

Les phases gazeuse et liquide dans le milieu poreux et gazeuse dans le milieu libre sont
suppos�ees constitu�ees d'un ensemble unique de composants not�e C. Typiquement il s'agira
du composant eau pr�esent sous forme liquide et sous forme vapeur, et de composants
gazeux pouvant se dissoudre dans la phase liquide comme l'air, le CO2, le N2.

Les mod�eles consid�er�ees dans cette th�ese prennent en compte les lois suivantes:

� Mod�ele poreux: loi de Darcy g�en�eralis�ee pour les �ecoulements des phases gaz et
liquide, loi de di�usion des composants dans les phases liquide et gazeuse, prise
en compte des changements de phase mod�elis�es par les lois d'�equilibre thermody-
namique.

� Mod�ele gaz libre: �equations de Navier Stokes compositionnelles, on supposera pour
simpli�er l'�ecoulement incompressible, la turbulence sera prise en compte par un
mod�ele RANS (Reynolds Averaged Navier Stokes) avec un mod�ele simple de turbu-
lence alg�ebrique pour le calcul de la viscosit�e et de la di�usion turbulentes, di�usion
mol�eculaire et turbulente des composants dans le gaz [9, 19].

� Conditions de couplage �a l'interface: elles expriment selon [48, 49] la continuit�e
des ux de chaque composant en tenant compte de l'hypoth�esede vaporisation
instantan�ee de la phase liquide �a l'interface, la continuit�e des fractions molaires
de la phase gaz et l'�equilibre thermodynamique liquide gaz. Dans notre cas, la
loi de Beavers Joseph [7] sera remplac�ee par un glissement nul du fait de la faible
perm�eabilit�e du milieu poreux. On n�egligera aussi en pratique le saut de pression de
gaz qui d�erive de la continuit�e de la composante normale dela contrainte normale.

La plupart des mod�eles num�eriques de s�echage simulent exclusivement le domaine
poreux, la prise en compte de l'�ecoulement (et de la thermique) dans le domaine libre
�etant r�eduite �a des coe�cients de transfert convectif de masse (et de chaleur) d�etermin�es
par des corr�elations en fonction des caract�eristiques del'�ecoulement. Comme indiqu�e
dans le r�ecent article de synth�ese [25], ces approches donnent une bonne approximation
du taux d'�evaporation dans le cas d'�ecoulements et de g�eom�etries simples mais elles sont
dans de nombreux cas insu�santes car elles ne prennent pas encompte les variations
spatiale et temporelle des coe�cients de transfert convectif. Dans notre cas o�u on cherche
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�a mod�eliser les variations de compositions (et de temp�erature) dans le r�eseau de galerie,
on ne pourra pas a priori s'en contenter.

Depuis une dizaine d'ann�ees, on voit dans la litt�erature du s�echage �emerger des mod�eles
simulant v�eritablement les deux �ecoulements et leur couplage. Deux types d'approches
ressortent de l'article [25]. La premi�ere repose sur un couplage s�equentiel de type Dirichlet
Neumann entre les �ecoulements diphasique poreux et gaz libre le plus souvent simul�es
par deux codes distincts. Comme indiqu�e dans [26, 24] ce type de couplage conduit
�a l'utilisation de pas de temps �a l'�echelle de l'�ecoulement du gaz libre, tr�es petits par
rapport �a l'�echelle de temps du milieu poreux. Cette instabilit�e est due au fort couplage
non lin�eaire entre la fraction molaire d'eau �a l'interface et la pression de liquide (donc le
ux de liquide) �a l'interface par la relation d'�equilibre thermodynamique. En pratique,
il est par exemple indiqu�e dans [26, 24], o�u un algorithme s�equentiel est utilis�e, un pas
de temps de l'ordre de 0:1 s et 100 h de temps CPU pour quelques jours de simulations.
Ce type d'approche n'est bien sûr pas viable dans notre cas.A�n de pouvoir simuler une
p�eriode de 100 ans, il faut un algorithme capable de traiterdes pas de temps �a l'�echelle
du milieu poreux avec un �ecoulement quasi stationnaire dans la galerie.

Alternativement de nombreux travaux utilisent un algorithme compl�etement implicite
qui r�esout l'ensemble du syst�eme coupl�e par un algorithme de Newton global apr�es une
discr�etisation en temps implicite. Le plus souvent un solveur lin�eaire direct creux est
utilis�e pour r�esoudre le syst�eme lin�eaire couplant toutes les inconnues du syst�eme. C'est
par exemple le cas de [6, 41, 48] et a priori des simulations r�ealis�ees dans ComSol (voir
l'article de synth�ese [25] qui pr�esente une liste de codespour la simulation du s�echage
avec mention du type de couplage). Cette approche monolithique est coûteuse en temps
calcul et n'exploite pas les di��erents niveaux de couplagedans le mod�ele.

Plan de la th�ese

Formulation des mod�eles gaz liquide compositionnels en milieux por eux : Dans
ce chapitre 1 on se concentre sur l'�etude comparative de formulations de l'�ecoulement
gaz liquide compositionnel dans le milieu poreux. Ces mod�eles sont utilis�es dans de
nombreuses applications notamment en g�eosciences comme le stockage du CO2 dans des
aquif�eres salins, la production p�etroli�ere et gazi�ere, le stockage de gaz dans des r�eservoirs
g�eologiques ou encore le stockage g�eologique profond desd�echets nucl�eaires.

Leur simulation repose sur une formulation adapt�ee au couplage non lin�eaire entre la
conservation molaire des composants, la conservation du volume et les lois de fermetures
hydrodynamique et thermodynamique. Une di�cult�e majeure est la prise en compte des
changements de phase induits par les lois d'�equilibre thermodynamique. Plusieurs formu-
lations ont �et�e propos�ees dans l'industrie p�etroli�er e (voir [18] et les r�ef�erences associ�ees),
et plus r�ecemment dans le domaine de la mod�elisation de la migration de gaz dans les
stockages g�eologiques profonds de d�echets nucl�eaires (voir par exemple [1], [4], [11]).

Le principal objectif du chapitre 1 est de comparer trois formulations des �ecoulements
gaz liquide compositionels en milieu poreux prenant en compte les changements de phase.
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La premi�ere formulation dite �a variables naturelles est couramment utilis�ee dans la
communaut�e de la simulation des r�eservoirs p�etroliers depuis les ann�ees 80 [20], [21]. Elle
est aussi connue sous le nom de formulation avec changement de syst�eme d'inconnues car
elle utilise un jeu de variables du syst�eme non lin�eaire de�ni par les pressionspl , pg, les
saturations sl , sg et les fractions molairesc� = ( c�

i ) i 2C des phases� 2 Q o�u Q repr�esente
l'ensemble des phases pr�esentes en chaque point du domaineespace temps. L'ensemble
Q qui prend en compte les changements de phase est typiquementd�etermin�e par un ash
n�egatif [59].

La seconde formulation a �et�e introduite dans [45]. Son avantage principal par rapport
�a la formulation pr�ec�edente est d'utiliser un jeu d'inconnues unique pour le syst�eme non
lin�eaire d�e�ni par les pressionspl , pg, les saturationssl , sg, et les fugacit�es des composants
f = ( f i ) i 2C. Dans cette formulation les fractions molaires des composants dans chacune
des phasesc� , � = g; l sont exprim�ees comme des fonctions du vecteur des fugacit�esf et
des pressionspg, pl . Les fractions molaires d'une phase absente sont ainsi �etendues par
celles �a l'�equilibre avec la phase pr�esente conduisant �a un jeu unique d'inconnues. Un
autre avantage a priori est li�e �a la formulation des changements de phase par le biais de
conditions de compl�ementarit�e �evitant ainsi le recours�a un ash n�egatif.

La derni�ere formulation �etudi�ee est une extension au cascompositionnel de la formu-
lation en pressions des phases introduite dans [4] dans le cas de deux composants. Cette
extension repose sur l'utilisation du vecteur des fugacit�es f dans l'esprit de la formula-
tion pr�ec�edente. En plus de l'extension pr�ec�edente desfractions molaires pour une phase
absente, la pression d'une phase absente est �egalement �etendue par la pression faisant
apparâ�tre la phase �a vecteur des fugacit�es �x�ef . L'apparition ou la disparition d'une
phase est alors d�etermin�ee par le graphe monotone inversede la pression capillaire et
n'implique aucune contrainte in�egalit�e.

On commence par d�etailler dans ce chapitre 1 les trois formulations en montrant leur
�equivalence du point de vue des changements de phase sous certaines hypoth�eses sur le
syst�eme thermodynamique qui correspondent �a l'application de la th�ese. Les avantages
et inconv�enients de chacune des formulations sont aussi discut�es.

Ensuite, les trois formulations sont compar�ees num�eriquement du point de vue de la
convergence non lin�eaire sur des cas tests 1D et 3D et pour des familles de maillages de
tailles croissantes. La discr�etisation en espace des cas tests 3D repose sur le sch�ema Vertex
Approximate Gradient (VAG) introduit dans [32] pour les �equations de di�usion en milieu
h�et�erog�ene anisotrope sur des maillages poly�edriques. Ce sch�ema a �et�e �etendu au cas des
�ecoulements de Darcy multiphasiques compositionnels dans [33] puis dans [35] pour la
prise en compte des pressions capillaires discontinues auxinterfaces entre di��erents types
de roches.

Le premier cas test consid�er�e est issu du benchmark Couplex propos�e par l'Andra
[50], [11] simulant la d�esaturation par succion de la barri�ere g�eologique �a l'interface avec
la galerie de ventilation. Ce cas test est simul�e �a la fois en g�eom�etries 1D et 3D avec
di��erents types de roches et prise en compte de l'anisotropie du milieu Callovo Oxfordien.

Le second cas test simule en 1D l'ass�echement d'un milieu poreux satur�e de liquide par
injection d'un gaz sec qui peut par exemple subvenir au voisinage des puits d'injection
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dans les stockages de CO2. Le troisi�eme cas test simule la migration du gaz dans un
bassin en g�eometrie 3D en pr�esence de deux barri�eres capillaires de fa�con �a comparer les
formulations sur des cas avec forts contrastes de capillarit�es.

Etude d'un mod�ele r�eduit 3D poreux - 1D galerie
Dans ce chapitre 2 on �etudie un mod�ele r�eduit couplant les�ecoulements gaz liquide

compositionnels en milieu poreux avec un �ecoulement 1D de gaz compositionnel dans la
galerie. On suppose pour cela que l'extension longitudinale de la galerie est grande par
rapport �a son diam�etre. On supposera dans ce chapitre poursimpli�er la pr�esentation
que les phases sont constitu�ees de deux composants, l'eau sous forme liquide et gazeuse
et l'air pouvant se dissoudre dans la phase liquide. L'extension �a un mod�ele �a N > 2
composants est imm�ediate en suivant la formulation en pressions des phases et fugacit�es
des composants du chapitre 1.

Le mod�ele poreux prend en compte les �echanges entre un r�eseau de fractures discr�etes
et le milieu matriciel environnant, selon le mod�ele asymptotique consid�er�e dans [2, 53,
12, 13] o�u les fractures sont repr�esent�ees comme des surfaces de co-dimension 1. Les
pressions des deux phases seront consid�er�ees continues aux interfaces entre les fractures
et la matrice, correspondant �a une hypoth�ese de fracturesn'agissant pas comme des
barri�eres.

Le mod�ele coupl�e 3D pour la matrice, 2D pour les fractures et 1D pour la galerie est for-
mul�e dans un jeu de variables unique correspondant aux pressions des deux phases, selon
la 3�eme formulation du chapitre 1 o�u les fugacit�es des deux composants sont �elimin�ees par
la somme �a 1 des fractions molaires de chacune des phases. Sadiscr�etisation repose sur le
sch�ema VAG qui a �et�e �etendue aux r�eseaux de fractures discr�etes dans [12, 13]. Le sch�ema
VAG essentiellement nodal a l'avantage par rapport aux sch�emas nodaux classiques de
type Control Volume Finite Element (CVFE) [6] d'�eviter le m�el ange des di��erents types
de roches dans les volumes de contrôle situ�es aux interfaces, notamment matrice fractures.
Ce concept est ici �etendu au couplage entre le milieu poreuxet le milieu libre 1D avec une
discr�etisation �a l'interface poreux galerie non n�ecessairement conforme de fa�con �a pouvoir
mailler des r�eseaux de fractures g�en�eraux.

A�n d'introduire le mod�ele r�eduit et son cadre fonctionnel, on consid�ere tout d'abord
un probl�eme mod�ele monophasique et stationnaire couplant les �ecoulements 3D matrice,
2D fractures et 1D galerie. On d�ecrit ensuite sa discr�etisation par le sch�ema VAG dont la
convergence est analys�ee dans le cadre des sch�emas gradients introduit dans [32], [29] et
ici �etendu �a notre probl�eme mod�ele.

On �etend ensuite dans la section 2.3 le mod�ele r�eduit et sadiscr�etisation au cas compo-
sitionnel. Le mod�ele compositionnel est aussi compl�et�esur le plan physique au paragraphe
2.4.3 par l'introduction d'une fraction molaire du gaz �a l'interface poreux galerie et d'un
terme de di�usion entre l'interface et la galerie mod�elisant la couche limite de convec-
tion di�usion. L'ordre de grandeur de cette di�usion �a l'in terface, li�e aux propri�et�es de
l'�ecoulement dans la galerie, joue un rôle essentiel sur le taux d'�evaporation du liquide �a
l'interface. Notons aussi que le mod�ele r�eduit de la section 2.3 correspond au cas d'un
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coe�cient de di�usion �a l'interface in�ni.

Le chapitre 2 est articul�e comme suit: la section 2.2 �etudie le probl�eme monophasique
stationnaire avec la description du mod�ele et de son cadre g�eom�etrique et fonctionnel
au paragraphe 2.2.1, puis de sa discr�etisation par le sch�ema VAG au paragraphe 2.2.3.
L'analyse de la convergence du sch�ema VAG est e�ectu�ee au paragraphe 2.2.4 selon le
cadre des sch�emas gradients �etendu �a notre mod�ele au paragraphe 2.2.2.

La section 2.3 �etend le mod�ele pr�ec�edent et sa discr�etisation au cas des �ecoulements
compositionnels en utilisant un jeu d'inconnue unique d�e�ni par les pressions des phases.
Son comportement num�erique est �etudi�e dans la section 2.4 pour 3 cas tests avec notam-
ment une comparaison avec une solution stationnaire approch�ee et l'�etude de l'inuence
de la di�usion �a l'interface. La section 2.5 donne deux exemples de cas tests incluant
respectivement 1 et 4 fractures.

Finalement la section 2.6 �etudie la convergence par compacit�e du sch�ema VAG vers
une solution faible sur un mod�ele simpli��e couplant l'�equation de Richards dans le milieu
poreux avec un �ecoulement monocomposant de type Poiseuille dans la galerie. La même
analyse s'applique au couplage de l'�equation de Richards avec l'�equation 1D de convection
di�usion sur la fraction molaire d'eau dans la galerie. Ce dernier mod�ele est une assez
bonne approximation du mod�ele complet.

Etude du mod�ele 2D-2D et comparaison avec le mod�ele r�eduit
L'�etude du mod�ele r�eduit 3D poreux - 1D libre pr�ec�edent nous a permis de bien

identi�er le couplage fortement non lin�eaire entre la fraction molaire d'eau convect�ee dans
la galerie de ventilation et la pression et le ux de liquide �a l'interface poreux galerie. Ce
couplage est li�e �a l'�equilibre thermodynamique liquide gaz �a l'interface.

Le chapitre 3 d�eveloppe un algorithme de point �xe pr�eservant ce couplage fort et
relaxant le couplage de la vitesse et de la pression dans la galerie avec les inconnues du
milieux poreux et les compositions du gaz dans la galerie. Cet algorithme consiste �a
r�esoudre �a la premi�ere �etape du point �xe les �equations du mod�ele poreux coupl�ees avec
les �equations de traceur sur les compositions �a vitesse etpression �x�ees dans la galerie. Le
ux total �a l'interface calcul�e lors de cette premi�ere �e tape sert dans une deuxi�eme �etape
�a r�esoudre les �equations de Navier Stokes pour d�eterminer la vitesse et la pression dans
la galerie.

A�n de tester cet algorithme nous utilisons la con�guration g�eom�etrique simpli��ee 2D
de la �gure 3. Dans le domaine poreux 
p, on consid�ere un �ecoulement de Darcy gaz
liquide compositionnel formul�e dans le jeu d'inconnues pressions des phases et fugacit�es
des composants du chapitre 1. Dans le domaine galerie 
g, de fa�con �a prendre en compte
la nature turbulente de l'�ecoulement, on commence par calculer un pro�l de vitesse tur-
bulent en utilisant un mod�ele de turbulence alg�ebrique. Ce pro�l est solution stationnaire
unidirectionnelle du mod�ele RANS incompressible sans couplage avec le milieu poreux.
Une condition de type contrainte normale est impos�ee en sortie de la galerie qui permet de
donner la r�ef�erence de pression dans la galerie. Ce pro�lu t est ensuite impos�e �a l'entr�ee de
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la galerie et fournit la viscosit�e et la di�usion turbulente du mod�ele RANS incompressible
qui calcule la perturbation de la vitesseu � u t et la perturbation de pression li�ees au
couplage avec le milieu poreux. Les conditions de couplage �a l'interface sont issues de
[48, 49]. Elles expriment la continuit�e des ux de chaque composant en tenant compte de
l'hypoth�ese de vaporisation instantan�ee de la phase liquide �a l'interface, la continuit�e des
fractions molaires de la phase gaz et l'�equilibre thermodynamique liquide gaz. La loi de
Beavers Joseph est remplac�ee par un glissement nul du fait dela faible perm�eabilit�e du
milieu poreux et on peut en pratique n�egliger le saut sur la pression de gaz qui d�erive de
la continuit�e de la composante normale de la contrainte normale.

Le domaine est maill�e par une grille Cart�esienne conformeet ra�n�ee fortement �a
l'interface � de fa�con �a prendre en compte la couche limitelaminaire cot�e galerie et le
fort gradient de pression capillaire cot�e poreux. La discr�etisation en espace est un sch�ema
MAC pour les �equations de Navier Stokes �a viscosit�e variable et un sch�ema volume �ni
centr�e aux mailles �a la fois pour le mod�ele Darcy diphasique dans le domaine poreux et
pour les �equations de convection di�usion sur les fractions molaires du gaz dans la galerie.
Dans les deux cas, les ux de type di�usion sont approch�es par un sch�ema deux points et
la partie convective utilise un sch�ema amont d'ordre 1. La discr�etisation en temps est de
type Euler implicite.

A�n de comparer le mod�ele coupl�e 2D-2D au mod�ele r�eduit (ici 2D-1D) d�evelopp�e
au chapitre 2 il nous faut d�eterminer l'�epaisseur de la couche limite introduite comme
param�etre du mod�ele r�eduit au paragraphe 2.4.3. Cette �epaisseur joue en e�et un rôle
essentiel sur l'ordre de grandeur du taux d'�evaporation duliquide �a l'interface. Le mod�ele
propos�e repose sur une approximation diagonale basse fr�equence d'un op�erateur de type
Steklov Poincar�e pour l'�equation de convection di�usion stationnaire sur la fraction mo-
laire d'eau dans la galerie. La vitesse de convection est �x�ee par le pro�l turbulent u t

ind�ependant du temps. Ce calcul conduit �a une �epaisseur de couche limite ind�ependante
du temps et fonction de la coordonn�eex le long de la galerie.

A�n d'�evaluer la performance de l'algorithme de point �xe et de comparer le mod�ele
2D-2D au mod�ele r�eduit 2D-1D trois cas tests sont consid�er�es. Le premier reprend grosso
modo les param�etres du cas test du paragraphe 2.4.2 avec di��erentes longueurs de galerie
et trois vitesses de ventilation (5, 0:5, 0:05 m s� 1). Le deuxi�eme cas test consid�ere une
galerie verticale avec deux types de roches et le troisi�emecas test correspond �a une
con�guration de type s�echage avec un milieu poreux de perm�eabilit�e environ 1 Darcy et
des dimensions de l'ordre du m�etre.
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Chapter 1

Formulations of liquid gas
compositional Darcy ows with
phase transitions

Abstract : In this Chapter, three formulations of two phase compositional Darcy ows
taking into account phase transitions are compared. The �rst formulation is the so called
natural variable formulation commonly used in reservoir simulation, the second has been
introduced in [45] and uses the phase pressures, saturations and component fugacities as
main unknowns, and the third is an extension to general compositional two phase ows
of the pressure pressure formulation introduced in [4] in the case of two components. The
three formulations are shown to lead to equivalent de�nitions of the phase transitions for
our gas liquid thermodynamical model. Then, they are compared numerically in terms
of solution and convergence of the Newton type non linear solver on several 1D and 3D
test cases including gas appearance and liquid disappearance. The 3D discretization is
based on the Vertex Approximate Gradient (VAG) scheme [32] and takes into account
discontinuous capillary pressures.

1.1 Introduction

The simulation of two phase gas liquid compositional Darcy ows is used in many ap-
plications such as the storage of carbon dioxide in saline aquifers, the gas recovery in
petroleum reservoirs, the storage of gas in geological reservoirs, or also the safety assess-
ment of geological radioactive waste disposals.

The numerical simulation of such models relies on a proper formulation coupling the
mole balance of each component belonging to the set of components C, the pore volume
balance, and the hydrodynamical and thermodynamical laws.A major di�culty is to
account for the phase transitions induced by the change of phase reactions assumed to
be at thermodynamical equilibrium. Many formulations havebeen proposed in the oil
industry (see [18] and the numerous references therein), and more recently for the mod-
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elling of liquid gas migration in deep geological formationwaste disposal (see for example
[1, 4, 11, 37]).

The main objective of this Chapter is to compare three di�erent formulations for
two phase gas (g) liquid ( l) compositional Darcy ows taking into account the phase
transitions.

The �rst formulation is the so called natural variable formulation commonly used in
the reservoir simulation community and which has been introduced in [20], [21]. It is also
known as the switch of variable formulation since it uses a set of unknowns de�ned by
the phase pressurespl , pg, the phase saturationssl , sg, and the molar fractions of the
componentsc� = ( c�

i ) i 2C in each phase� 2 Q where Q is the set of present phases at
each point of the time space domain. The setQ, accounting for the phase transitions, is
typically obtained by a negative ash computation [59]. This formulation will be denoted
by PSC in the following.

The second formulation has been introduced in [45]. Its mainadvantage compared
with the previous one is to use a �xed set of equations and a �xed set of unknowns de�ned
by the phase pressurespl , pg, the phase saturationssl , sg, and the component fugacities
f i , i 2 C. In this formulation the component molar fractionsc� are expressed as functions
of the component fugacitiesf and of the phase pressures. It results that the component
molar fractions of an absent phase are naturally extended bythe ones at equilibrium with
the present phase leading to a �x set of unknowns and equations. Another advantage is
that the phase transitions simply take the form of complementary constraints which avoids
negative ash calculations. This formulation will be denoted by PSF in the following.

The last formulation is an extension to general compositional two phase ow of the
pressure pressure formulation introduced in [4] in the caseof two components. This
extension is based on the use of fugacities in addition to thephase pressures in the spirit
of [45]. In this formulation, thanks to the extension of the phase pressurep� in the absence
of the phase byep� for � = l; g, and to the extension of the capillary functionpc(sl ) by
its monotone graph, the phase transitions reduce tosl = ( pc)� 1(epg � epl ) and no longer
involve inequality constraints. This formulation will be denoted by PPF in the following.

In the subsequent section, the three formulations are detailed and their equivalence is
shown to hold under some assumptions on the fugacities. Advantages and drawback of
each formulation are also further discussed.

Then, in the numerical test section, the three formulationsare compared in terms of
non linear convergence on several 1D and 3D test cases with families of re�ned meshes.
The 3D spatial discretization is based on the Vertex Approximate Gradient (VAG) scheme
which has been introduced in [32] for di�usion problems in heterogeneous anisotropic me-
dia. The VAG scheme has been extended to multiphase Darcy ows in [33] and in [35]
in order to take into account discontinuous capillary pressures at the interfaces between
di�erent rocktypes using a pressure pressure formulation.It is basically a nodal dis-
cretization with an improved treatment of the heterogeneities of the media and of the
hydrodynamic laws compared with usual Control Volume FiniteElement methods for
multiphase Darcy ows [42].

The �rst test case is a Couplex benchmark proposed by Andra [50], [11] simulating
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the drying by liquid suction of the geological barrier at theinterface with the ventilation
gallery. It will be simulated both in 1D and in 3D taking into account two rocktypes and
the anisotropy of the media. The second test case is a 1D test case which simulates the
drying of a porous media saturated with the liquid phase by gas injection which can arise
for instance in the nearwell region of carbon dioxide storage. The third test case simulates
the migration of gas in a 3D basin with two capillary barriersin order to compare the
compositional formulations with highly contrasted capillary pressures.

1.2 Formulations of compositional liquid gas Darcy
ows

The liquid and gas phases denoted respectively byl and g are assumed to be both de�ned
by a mixture of componentsi 2 C among which the water component denoted bye which
can vaporize in the gas phase, and a set of gaseous componentsj 2 C n feg which can
dissolve in the liquid phase. The number of components is assumed to be at least 2.

For the sake of simplicity, the model will be assumed to be isothermal with a �xed
temperatureTe, and consequently the dependence of the physical laws on thetemperature
will not always be speci�ed in the following. We will denote by c� =

�
c�

i ; i 2 C
�

the vector

of molar fractions of the components in the phase� = g; l with
P

i 2C c�
i = 1, and by pg

and pl the two phase pressures. The mass densities of the phases aredenoted by� � (p� ; c� )
and the molar densities by� � (p� ; c� ), � = g; l. They are related by

� � (p� ; c� ) =
� X

i 2C

c�
i M i

�
� � (p� ; c� );

where M i , i 2 C are the molar masses of the components. The viscosities of the phases
are denoted by� � (p� ; c� ), � = g; l.

The hydrodynamical Darcy laws are characterized by the relative permeability func-
tions k�

r (s� ), for both phases� = g; l, and by the capillary pressure functionpc(sl ), where
s� ,� = l; g denote the saturations of the phases withsg + sl = 1.

Each componenti 2 C will be assumed to be at thermodynamical equilibrium between
both phases which is characterized by the equality of its fugacities f �

i , � = g; l if both
phases are present. The fugacities of the components in the gas phase are assumed to be
given by Dalton's law for an ideal mixture of perfect gas

f g
i = cg

i pg; i 2 C: (1.1)

A correction of typef g
i = cg

i pg� (pg; Te) for more general gas mixtures could also be readily
taken into account. The fugacities of the components in the liquid phase are assumed to
be given by Henry's law for the dissolution of the gaseous components in the liquid phase

f l
j = cl

j H j (Te); j 2 C n feg; (1.2)
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and by Raoult-Kelvin's law for the water component in the liquid phase [22]

f l
e = cl

epsat (Te)exp
� � (pg � pl )

� l (pl )RT

�
; (1.3)

where psat (Te) is the vapor pressure of the pure water. It is assumed in the following,
in order to prove rigorously the equivalence between the three formulations, that the
liquid molar density in f l

e depends only on the liquid pressurepl , and possibly on the
temperature Te. It will be denoted by � l (pl ) in the following.

1.2.1 Natural variable formulation (PSC)

A classical choice coming from the reservoir simulation community [20], [21] is given by
the set of unknowns of the hydrodynamical and thermodynamical laws de�ned by

Q; pl ; pg; sl ; sg; c� ; � 2 Q;

where the discrete unknownQ denotes the set of present phases taking the following
possible values

Q = f l; gg or f gg or f lg:

Then, the model accounts for the mole balance of each component i 2 C with phase
velocities given by the Darcy laws and a Fickian di�usion of the components in each
phase. It is closed by the pore volume balancesg + sl = 1, the capillary relation between
the two phase pressures, and the thermodynamical equilibrium stating the equality of the
fugacities of the present phases. We obtain the following system for the set of unknowns
pl ; pg; sl ; sg; c� ; � 2 Q

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

�@t

X

� 2 Q

� � s� c�
i + div

� X

� 2 Q

� � c�
i V � � �s � � � D �

i r c�
i

�
= 0; i 2 C;

pg � pl = pc(sl );X

� 2 Q

s� = 1;

s� = 0; � 62Q;X

i 2C

c�
i = 1; � 2 Q;

f l
i

�
cl ; pg; pl

�
= f g

i

�
cg; pg; pl

�
; i 2 C if Q = f l; gg;

(1.4)

together with the Darcy laws for the phase velocities

V � = �
k�

r (s� )
� �

K
�

r p� � � � g
�

; � 2 Q:

The system (1.4) must be closed by an equation for the set of present phasesQ which is
usually obtained by a negative ash computation [59] at �xedphase pressurespl ; pg and
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�xed component total molar fractions

zi =

P
� 2 Q � � s� c�

iP
� 2 Q � � s�

; i 2 C:

The negative ash computes the gas phase molar fraction� g 2 R, possibly negative, and
the gas and liquid component molar fractions �cg and �cl at equilibrium such that

8
>>>>><

>>>>>:

zi = � g�cg
i + (1 � � g)�cl

i ; i 2 C;X

i 2C

�c�
i = 1; � = g; l;

f l
i

�
�cl ; pg; pl

�
= f g

i

�
�cg; pg; pl

�
; i 2 C;

�cg
i � 0; �cl

i � 0; i 2 C:

(1.5)

Then, the set of present phasesQ is de�ned by
8
>>>><

>>>>:

Q = f l; gg and � g 2]0; 1[;
or

Q = f lg and � g � 0;
or

Q = f gg and � g � 1:

(1.6)

In other words, the negative ash computes the solution �cg, �cl , � g satisfying the ther-
modynamical equilibrium and the component total mole balance, and the signs of the
phase molar fractions� g and � l = 1 � � g provide the criteria for the phase appearance or
disappearance.

Let us give below a simpler de�nition of the setQ that will be used to show the
equivalence of the natural variable formulation with the two other formulations presented
in the next two subsections. ForQ = f lg, let us de�ne the component molar fractions
in the gas phase in equilibrium with the component molar fractions in the liquid phase
(note that ecg di�ers in general from �cg)

(
ecg

e = cl
e

psat (Te)
pg exp

�
� (pg � pl )
� l (pl )RT

�
;

ecg
j = cl

j
H j (Te)

pg ; j 2 C n feg;
(1.7)

and, for Q = f gg, the component molar fractions in the liquid phase in equilibrium with
the component molar fractions in the gas phase (note thatecl di�ers in general from �cl )

(
ecl

e = cg
e

pg

psat (Te) exp
�

(pg � pl )
� l (pl )RT

�
;

ecl
j = cg

j
pg

H j (Te) ; j 2 C n feg:
(1.8)

Then, the coupled system (1.4)-(1.6) is equivalent to the system (1.4) coupled with the

17



following simpler conditions on the set of present phasesQ:
8
>>>>>>>><

>>>>>>>>:

Q = f l; gg and sg > 0; sl > 0;
or

Q = f lg and
X

i 2C

ecg
i � 1;

or
Q = f gg and

X

i 2C

ecl
i � 1:

(1.9)

Proof: Thanks to our assumptions on the fugacities, the negative ash reduces to the
following Rachford Rice equation for the molar fraction of the gas phase� g (see [59])

f rc (� g) =
X

i 2C

(�cg
i � �cl

i ) =
X

i 2C

(K i � 1)zi

1 + � g(K i � 1)
= 0;

with coe�cients

K j =
H j (Te)

pg

for j 2 C n feg and

K e =
psat (Te)

pg
exp

� � (pg � pl )
� l (pl )RT

�

depending only onpl , pg and T.
Let us de�ne

�C = f i 2 C j zi 6= 0; K i 6= 1g:

If �C = ; , this is a degenerate case for which both phases cannot be distinguished and
hence can be considered as present for both formulations.

If �C 6= ; , let us de�ne

K max = max
i 2 �C

K i ; K min = min
i 2 �C

K i ;

and
� 0 =

1
1 � K max

; � 1 =
1

1 � K min
:

To �x ideas, we will consider the case� 0 < 0 and � 1 > 1, the extension to the two other
cases� 0 � � 1 > 1, or � 1 � � 0 < 0 is not di�cult. It results that the Rachford Rice
function f rc is strictly decreasing and admits a unique solution� g such that �c�

i � 0, i 2 C,
� = g; l on the interval ]� 0; � 1[.

In order to prove the equivalence of the system (1.6)-(1.4) with the system (1.9)-(1.4),
let us consider the three casesQ = f l; gg, Q = f lg, Q = f gg.

First if Q = f l; gg, then according to the system (1.4), the equilibrium equations are
already satis�ed which means thatc� = �c� for � = l; g and

� g =
� gsg

P
� = l;g � � s�

:
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It is then clear (assuming a positive total number of moles) that the condition � g > 0 and
� l = 1 � � g > 0 in (1.6) is equivalent tosg > 0 and sl > 0 in (1.9).

Next for Q = f lg, let us prove that the gas appearance criteria� g > 0 in (1.6) is
equivalent to the gas appearance criteria

P
i 2C ecg

i > 1 in (1.9). In such a casezi = cl
i

which implies that
f rc (0) =

X

i 2C

ecg
i � 1:

Using the monotonicity of f rc and 0 2]� 0; � 1[, it results that the gas appearance criteria
� g > 0 is equivalent to

0 = f rc (� g) < f rc (0) =
X

i 2C

ecg
i � 1:

The proof of equivalence for the caseQ = f gg is similar to the caseQ = f lg.

The system (1.4)-(1.9)-(1.7)-(1.8) is discretized using afully implicit Euler integration
in time and a �nite volume discretization in space (see subsection 1.3.3 for the detailed
example of the Vertex Approximate Gradient discretization). The mobility terms are
upwinded with respect to the sign of the phase Darcy ux, and an harmonic averaging is
chosen for the Fick ux terms �s � � � (see [5],[20],[21] ).

The non linear system arising from this discretization is solved at each time step by
a Newton Raphson algorithm coupled with a �xed point update ofthe set of present
phasesQ in each cell using (1.9)-(1.7)-(1.8). In order to reduce thesize of the linear
system to #C equations and unknowns in each cell, the set of unknowns is splitted into
# C primary unknowns and remaining secondary unknowns. This splitting is done cell
by cell depending on the set of present phases in the cell in such a way that the Schur
complement is well de�ned (see [20],[21],[33]). For our thermodynamical system, to �x
ideas let j 1 denote the component with the largest Henry constantH j 1 , then our set of
primary unknowns is de�ned by

8
<

:

pg; sl ; cg
i ; i 2 C n fj 1; eg for Q = f l; gg;

pg; cl
i ; i 2 C n feg for Q = f lg;

pg; cg
i ; i 2 C n feg for Q = f gg;

(1.10)

which garantees the invertibility of the closure laws w.r.t. the secondary unknowns pro-
vided that

H j 1 6= psat (Te)exp
� � (pg � pl )

� l (pl )RT

�
(for Q = f l; gg)

which should not physically arise.
The main advantage of this formulation is to use the natural set of unknowns for the

hydrodynamical and thermodynamical laws and to extend to a large class of compositional
Darcy ow models ranging from immiscibility to full miscibility (see [33]). On the other
hand, its main drawbacks are an additional complexity to deal with sets of unknowns
and equations depending on the setQ, and the use of a �xed point algorithm to compute
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the set of present phasesQ at each point of the space time domain. The e�ciency of
this formulation has mainly been shown for reservoir simulation test cases with complex
thermodynamics, two and tri phase Darcy ows, but with usually small capillary e�ects
and the use of a reference pressure in the thermodynamical state laws rather than the
phase pressures. In the next section it will be assessed and compared with the two other
formulations on test cases with both strong or weak capillary e�ects.

1.2.2 Pressures, saturations and fugacities formulation (PSF)

We recall in this subsection the formulation introduced in [45] using a �x set of unknowns
de�ned by the phase pressurespl , pg, the phase saturationssl , sg, and the component
fugacities f =

�
f i ; i 2 C

�
. The component molar fractionsc� of each phase� = l; g are

assumed to be de�ned as the unique solution denoted byec�
�

pg; pl ; f
�

of the system

f �
i

�
c� ; pg; pl

�
= f i ; i 2 C: (1.11)

If the phase� is present, ies� > 0, the function ec�
�

pg; pl ; f
�

will match with the compo-

nent molar fractionsc� . If the phase is absent, the functionec�
�

pg; pl ; f
�

will match with
the extension of the component molar fractions by those in equilibrium with the compo-
nent molar fractions in the present phase as in (1.7) and (1.8). This extension is clearly
arbitrary for the conservation equations since the component molar fractions are always
in factor of the saturation or the relative permeability of the phase both vanishing for an
absent phase. On the other hand, the choice of this extensionwill a�ect the convergence
of the non linear solver to the solution. In our case, thanks to our assumptions on the
fugacities, we simply have the following expressions of theextended component molar
fractions:

8
>>>>>><

>>>>>>:

ecl
e

�
pg; pl ; f

�
= f e

psat (Te) exp
�

(pg � pl )
� l (pl )RT

�
;

ecl
j

�
pg; pl ; f

�
= f j

H j (Te) ; j 2 C n feg;

ecg
e

�
pg; pl ; f

�
= f e

pg ;

ecg
j

�
pg; pl ; f

�
= f j

pg ; j 2 C n feg:

(1.12)

Note that the PSF formulation can be de�ned for more general fugacity models provided
that the equationsf = f � (c� ; pg; pl ) can be inverted for both phases� = g; l. Finally, the
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set of equations obtained in [45] for the set of unknownspl , pg, sl , sg, f is de�ned by
8
>>>>>>>>>><

>>>>>>>>>>:

�@t

X

� = g;l

� � s� ec�
i + div

� X

� = g;l

� � ec�
i V � � �s � � � D �

i r ec�
i

�
= 0; i 2 C;

sg + sl = 1;
pg � pl = pc(sl );�

1 �
X

i 2C

ecl
i

�
sl = 0; 1 �

X

i 2C

ecl
i � 0; sl � 0;

�
1 �

X

i 2C

ecg
i

�
sg = 0; 1 �

X

i 2C

ecg
i � 0; sg � 0;

(1.13)

with the Darcy phase velocities

V � = �
k�

r (s� )
� �

K
�

r p� � � � g
�

; � = g; l:

Its equivalence with the previous formulation is readily obtained in view of (1.7), (1.8)
and (1.9), and settingc� = ec� if s� > 0, � = g; l.

The space and time discretization is the same as for the previous formulation, and
the non linear system arising at each time step is solved by a semi-smooth Newton algo-
rithm (Newton-Min) adapted to complementary constraints (see [44], [38]). This is one
advantage of this formulation to �t into the semi-smooth Newton framework. The other
advantage is to lead to a �x set of unknowns and equations. Nevertheless, the choice of
the secondary unknowns to be eliminated from the linearizedsystem using the closure
laws is also as above dependent on the set of present phases. For our thermodynamical
system, as for the PSC formulation, letj 1 denote the component with the largest Henry
constant H j 1 , then our set of primary unknowns is de�ned by

�
pg; sl ; f i ; i 2 C n fj 1; eg if sl > 0 and sg > 0;
pg; f i ; i 2 C n feg if sl = 0 or sg = 0;

(1.14)

which again garantees the invertibility of the closure lawsw.r.t. the secondary unknowns
provided that

H j 1 6= psat (Te)exp
� � (pg � pl )

� l (pl )RT

�

The next formulation goes a step further since it eliminatesall the inequality con-
straints, and leads to a �x choice of the secondary unknowns in the linear systems.

1.2.3 Pressures, and fugacities formulation (PPF)

The aim of the following formulation is to avoid any inequalities in the set of equations
while taking into account phase transitions. This has been achieved in [4] for a liquid gas
two components model taking into account the dissolution ofthe gaseous components in
the liquid phase. We propose below an extension of this formulation to compositional two
phase ows with an arbitrary number of components.
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The starting point is the formulation (1.13) of the previoussection based on the

de�nition of the extended component molar fractionsec�
�

pg; pl ; f
�

, � = l; g (1.12). The

next step is to extend the de�nition of the phase pressures denoted by ep� in the absence
of the phase writing that X

i 2C

ec�
i (epg; epl ; f ) = 1 ; � = g; l:

This de�nition clearly matches with the phase pressurep� if the phase� is present and
de�nes an extension of the phase pressure if the phase is absent.

To deal with phase appearance and disappearance, one extends the graph of the cap-
illary pressure curve by its monotone graph ie by

sl = 1; pc 2 [pc(1); �1 [

to deal with the single phase liquid - two phase gas liquid transition, and by

sl = 0; pc 2 [pc(0); + 1 [

to deal with the single phase gas - two phase gas liquid transition. We will denote by epc

the resulting monotone graph and its inverse bySl . Then, the equation

sl = Sl (epg � epl ); (1.15)

together with the de�nition of the extended pressures su�ceto account for the phase
transitions. More speci�cally, we will show that the system

8
>>>>>>>><

>>>>>>>>:

sg + sl = 1;
pg � pl = pc(sl );� X

i 2C

ec�
i (pg; pl ; f ) � 1

�
s� = 0; � = l; g;

X

i 2C

ec�
i (pg; pl ; f ) � 1; � = l; g;

s� � 0; � = l; g;

(1.16)

and the system
8
>><

>>:

sg + sl = 1;
sl = Sl (epg � epl );X

i 2C

ec�
i (epg; epl ; ef ) = 1 ; � = l; g;

(1.17)

lead to equivalent conditions on the physical unknowns de�ned by both saturationssg,
sl , the pressuresp� = ep� and the molar fractions

c� = ec� (epg; epl ; ef ) = ec� (pg; pl ; f )
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for the present phases� = l; g such that s� > 0. This de�nition also speci�es the
correspondance between the component fugacitiesf and ef in the sense that

f = f � (c� ; pg; pl )

and
ef = f � (c� ; epg; epl )

for all � = l; g such that s� > 0.

Proof : For both systems, the saturations are such thatsg + sl = 1 and sg � 0; sl � 0:
Hence we will consider the three cases corresponding to (i)sl > 0 and sg = 1 � sl > 0; to
(ii) sl = 1 and sg = 0; and to (iii) sl = 0 and sg = 1:

(i) if both phases are present iesl > 0 andsg = 1 � sl > 0; then pl = epl ; pg = epg; f = ef ;
and the equivalence of the conditions on the physical unknowns for both systems is
clear.

(ii) If the gas phase is absent iesl = 1; sg = 0; the physical unknowns are de�ned by
the pressurepl = epl ; and the liquid molar fractions cl = ecl (epg; pl ; ef ) = ecl (pg; pl ; f )
such that

P
i 2C cl

i = 1: In other words, givenpl and cl such that
P

i 2C cl
i = 1, we

need to prove that the condition oncl , pl

X

i 2C

ecg
i (pg; pl ; f ) � 1;

with pg = pl + pc(1) and f = f l (cl ; pg; pl ), is equivalent to the condition

Sl (epg � pl ) = 1 ;

with epg and ef such that
P

i 2C ecg
i (epg; pl ; ef ) = 1 ; ef = f l (cl ; epg; pl ): The inequalityX

i 2C

ecg
i (pg; pl ; f ) � 1 is equivalent to

X

i 2C

ecg
i (pg; pl ; f l (cl ; pg; pl )) � 1 =

X

i 2C

ecg
i (epg; pl ; f l (cl ; epg; pl )) :

It is easy to check in our case that the function

ggl(u) =
X

i 2C

ecg
i (u; pl ; f l (cl ; u; pl ))

is non increasing. Hence the latter inequality is equivalentto

epg � pg = pl + pc(1);

and hence to 1 =Sl (epg � pl ):
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(iii) If the liquid phase is absent iesl = 0; sg = 1; the physical unknowns are de�ned
by the pressurepg = epg, and the gas molar fractionscg = ecg(pg; epl ; ef ) = ecg(pg; pl ; f )
such that

P
i 2C cg

i = 1: In other words, givenpg and cg such that
P

i 2C cg
i = 1, we

need to prove that the condition oncg, pg

X

i 2C

ecl
i (p

g; pl ; f ) � 1;

with pl = pg � pc(0) and f = f g(cg; pg; pl ); is equivalent to the condition

Sl (pg � epl ) = 0 ;

with epl and ef such that
P

i 2C ecl
i (p

g; epl ; ef ) = 1 ; ef = f g(cg; pg; epl ): The inequalityX

i 2C

ecl
i (p

g; pl ; f ) � 1 is equivalent to

X

i 2C

ecl
i (p

g; pl ; f g(cg; pg; pl )) � 1 =
X

i 2C

ecl
i (p

g; epl ; f g(cg; pg; epl )) :

It is easy to check in our case that the function

glg(u) =
X

i 2C

ecl
i (p

g; u; f g(cg; pg; u))

is non increasing (the molar density of the liquid phase is non decreasing w.r.t. the
liquid pressure). Hence the latter inequality is equivalentto

pg � pc(0) = pl � epl ;

ie to 0 = Sl (pg � epl ):

Finally we obtain the following system of equations for the set of unknowns epg; epl ; f
8
>>>>>><

>>>>>>:

�@t

X

� = g;l

� � s� ec�
i + div

� X

� = g;l

� � ec�
i V � � �s � � � D �

i r ec�
i

�
= 0; i 2 C;

X

i 2C

ecg
i (epg; epl ; f ) = 1 ;

X

i 2C

ecl
i (epg; epl ; f ) = 1 ;

(1.18)

where
8
><

>:

V � = � k �
r (s� )
� � K

�
r ep� � � � g

�
; � = g; l;

sg + sl = 1;
sl = Sl (epg � epl ):

(1.19)
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The same discretization will be used for this formulation asfor the previous ones. The two
main advantages of this formulation are the absence of inequality constraints to express
the phase transitions, and the �x set of unknowns and equations. In addition even the
choice of the secondary unknowns can be �xed, choosing two �xed fugacities (for instance
f e and f j 1 with the largest Henry constantH j 1 (Te) provided that the condition

H j 1 6= psat (Te)exp
� � (pg � pl )

� l (pl )RT

�

is satis�ed). This means that a classical Newton Raphson algorithm can be used with
also a simpli�ed computation of the Jacobian. On the other hand this formulation also
increases the non linearities due to the composition of functions which might increase the
sti�ness of the non linear systems.

1.3 Numerical comparison of the three formulations

In this section, the PSC, PSF and PPF formulations are compared in terms of solution
and of non linear convergence on 1D and 3D test cases. In all test cases, a sub-relaxation
of the Newton type solver is used. The relaxation parameter iscomputed at each Newton
iteration by prescribing a maximum variation of the saturation for the PSF and the PSC
formulations while a maximum variation of the capillary pressure is prescribed for the
PPF formulation.

Note that the norm of the residual is computed as the sum over all components of the
l1 norm of each component mole balance equation residual. The non linear convergence
criteria is prescribed on the relative norm of the residual de�ned by the ratio of the
residual norm by the initial residual norm.

1.3.1 One dimensional test cases

Drying by suction

This test case proposed by Andra [50] models the drying of geological radioactive waste
disposal at the interface between the ventilation gallery and the porous media initially
saturated with pure water. We consider an horizontal one dimensional domain (0; L), with
L = 10 m, representing the storage in the neighbourhood of the gallery located at the
right end x = L. The temperature is �xed at Te = 300 K for the sake of simplicity. The
rock is considered to be the Callovo-Oxfordian argillites (COx) of homogeneous porosity
� = 0:15 and permeability K = 5 10� 20 m2. The relative permeabilities of the liquid
and gas phases, and the inverse of the capillary pressure arede�ned by the following Van
Genuchten laws

kl
r (s

l ) =

8
><

>:

0 if sl < s l
r ;

1 if sl > 1 � sg
r ;

p
�sl

�
1 � (1 � (�sl )1=m)m

� 2
if sl

r � sl � 1 � sg
r ;

(1.20)
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kg
r (sg) =

8
><

>:

0 if sg < s g
r ;

1 if sg > 1 � sl
r ;

p
1 � �sl

�
1 � (�sl )1=m

� 2m
if sg

r � sg � 1 � sl
r ;

(1.21)

and

Sl (pc) = sl
r + (1 � sl

r � sg
r )

1
�

1 + ( pc
Pr

)n
� m ; (1.22)

pc(sl ) = Pr

� �
�sl

� � 1
m � 1

� 1
n

; (1.23)

with

�sl =
sl � sl

r

1 � sl
r � sg

r
;

and the parametersn = 1:49,m = 1 � 1
n , the residual liquid and gas saturationssl

r = 0:40,
sg

r = 0, and Pr = 15 106 Pa (see Figure 1:1).

Figure 1.1: Left: relative permeabilities of the gas and liquid phasek�
r ; � = g; l function

of the liquid saturation sl . Right: capillary pressurepc (in Pa) function of sl .

The liquid and gas phases are modeled as mixtures of two components water denoted
by e and air denoted bya. Their thermodynamical laws are de�ned by the constant
liquid molar density � l = 1000=0:018 mol.m� 3, the perfect gas molar density� g = pg

RTe
,

with R = 8:314 J.K� 1.mol� 1, and the constant liquid and gas viscosities� l = 10� 3 Pa.s,
and � g = 18:51 10� 6 Pa.s. The vapor pressure is de�ned by the correlation

psat (Te) = 1 :013 105e
13:7� 5120

Te in Pa; (1.24)

and the Henry constant of the air component is set toHa = 6:467 109 Pa. The Fick
di�usion coe�cients are �xed to D g

e = D g
a = 10� 7 m2.s� 1, and D l

e = D l
a = 3 10� 9 m2.s� 1.
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The initial and left end conditions are de�ned by a liquid phasesl = 1 composed of
pure water cl

e = 1, cl
a = 0 at the pressurepl = pl

0 = 40 105 Pa.
At the interface with the gallery, the gas is de�ned by its pressurepg = pg

L = 105 Pa,
its temperature Te, and its relative humidity

H r =
cg

epg
L

psat (Te)
= 0:5:

It results that the gas molar composition is given by

cg
e =

H r psat (Te)
pg

L
; cg

a = 1 � cg
e:

Assuming that the liquid phase is present at the interface, wededuce from the thermo-
dynamical equilibrium that

pl
L = pg

L � � lRTe ln(
1 � cg

apg
L =Ha(Te)
H r

)

and
sl

L = Sl (pg
L � pl

L ) > s l
r :

Since the solution exhibits a steep liquid pressure gradient at the right end, the mesh will
be locally re�ned aroundx = L using the following family of meshes. Let

� xr < L; r > 1; � x l < � xr < L

be given parameters for the de�nition of the mesh. Numbering the cells from right to left,
the �rst cell [ x1; L] is of size � x1 = � xr ; with left end x1 = L � � x1; and we set for the
cell [x i +1 ; x i ],

� x i +1 = r � x i ; x i +1 = x i � � x i +1 :

Let N1 be the last indexi such that � x i > � x l and x i > 0, we set

N2 =
hxN1

� x l

i
; N = N1 + N2;

and � x i = L � xN 1
N2

for i = N1 + 1; � � � ; N .
In the following numerical experiments we will consider the5 following meshes

N = 27 with r = 2; � xr = 10� 3; � x l = 0:5;
N = 60 with r = 1:4; � xr = 10� 4; � x l = 0:5=2;
N = 126 with r = 1:2; � xr = 10� 5; � x l = 0:5=4;
N = 265 with r = 1:1; � xr = 10� 6; � x l = 0:5=8;
N = 559 with r = 1:05; � xr = 10� 7; � x l = 0:5=16:

(1.25)

The simulation is run over the time interval (0; T) with T = 10 years, an initial time
step of 1 hour, and a maximum time step of 30 days.
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Figure 1.2 exhibits the gas saturation, and the extended gas and liquid pressuresepg,
epl at di�erent times obtained with the mesh N = 559 and the PPF formulation. A zoom
at the right end is exhibited in Figure 1.3 showing the steep gradient of the liquid and
gas pressures at a scale of say 0.1 mm which justi�es the use ofthe exponentially re�ned
meshes. Figure 1.4 exhibits the extended air molar fraction in the gas phaseecg

a at �nal
time with and without Fickian di�usion for the liquid and gas phases. In view of the
position of the gas front at time t = 10 years exhibited Figure 1.2 in blue located at
roughly x = 5:3 m, and of the position of the air front (pink curve) without di�usion, we
clearly deduce that the gas appear by vaporization of the water �rst. This is con�rmed if
the di�usion is added in the liquid phase only (blue curve). In that case, the air component
di�uses in the liquid phase and the vaporization of the liquid makes it appear in the gas
phase. With the di�usion in the gas phase only, the position ofthe air front (red curve)
matches with the position of the gas front showing the dominant di�usion compared with
the Darcy convection. The green curve exhibits the case withdi�usion in both phases.
In that case the air is di�used in the liquid phase and the extended air molar fraction in
the gas phase at equilibrium with the liquid phase is non zero.
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Figure 1.2: Gas saturation, and extended gas and liquid pressures epg, epl at times t = 1
day, 1 month, 6 months, 1 year, 2 years, 4 years, and 10 years obtained with the mesh
N = 559 and the PPF formulation.
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Figure 1.3: Extended gas and liquid pressuresepg, epl at the gallery boundary at times
t = 1 day, 1 month, 6 months, 1 year, 2 years, 4 years, and 10 yearsobtained with the
meshN = 559 and the PPF formulation.

Figure 1.4: Extended air molar fraction in the gas phaseecg
a in the four cases (i)D l =

D g = 0 m2.s� 1; (ii) D l = 0 m2.s� 1, D g = 10� 7 m2.s� 1; (iii) D l = 3 10� 9 m2.s� 1, D g = 10� 7

m2.s� 1; (iv) D l = 3 10� 9 m2.s� 1, D g = 0 m2.s� 1 at time t = 10 years obtained with the
meshN = 559 and the PPF formulation.

At the interfaces between two phase and single phase regions, di�erences could appear
especially on coarse meshes between the discrete solutionsof the PPF formulation and
of the PSC and PSF formulations due to the extension of the pressureep� in the absence
of the phase� used in the PPF formulation. To check this, the solutions obtained with
the three formulations are compared on the coarse meshN = 27 in Figure 1.5. The three
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solutions are almost the same, and we have checked that the slight di�erences are due to
the regularization of the Van Genuchen capillary pressure for the formulations PSF and
PSC to avoid an in�nite derivative at sl = 1. This regularization uses a continuous linear
extension forsl > 1 � � with � = 0:005. It is not required for the PPF formulation since
it only uses the inverse of the capillary pressure function.

Figure 1.5: Comparison of the gas volume, the number of moles of the air component,
and the output volume of liquid at time t = 10 years obtained with the meshN = 27 and
the three formulations PPF, PSF and PSC.

Convergence to a stationary analytical solution : a stationary solution can be com-
puted for this test case assuming no dissolution of the gaseous componenta, and no
Fickian di�usion. This solution is de�ned by

pl (x) =

(
pg

L + x� x I
x I

(pg
L � pl

0); x 2 [0; xI ];

pg
L �  � 1

�
x I � x

x I
(pg

L � pl
0)

�
; x 2]x I ; L];
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epg(x) =

(
pl (x) x 2 [0; xI ];

pg
L ; x 2]x I ; L];

and

ecg
e(x) =

psat (Te)
epg(x)

e� epg ( x ) � pl ( x )
� l RT e ; ecg

a(x) = 1 � ecg
e(x);

where the position of the stationary gas front is given by

x I =
(pl

0 � pg
L )L

pl
0 � pg

L +  (pc;L )
;

with
pc;L = � � lRTe log(H r );

and

 (u) =
Z u

0
kl

r (S
l (u))du:

This solution has been used to test the numerical convergence of the discrete solu-
tions obtained by the 3 formulations, and no signi�cant di�erences have been observed
between the three formulations. Hence the results are exhibited in Figure 1.6 for the PPF
formulation only showing the spatial convergence of the �nite volume scheme.

Figure 1.6: Convergence of the discrete gas saturationsg and liquid pressurepl obtained
at large times to the stationary analytical solutions for the family of uniform meshes
N = 50; 100; 200; 500; 1000 and the PPF formulation. The results obtained with the two
other formulations are the same.

Comparison of Newton convergence : the three formulations are compared in Table
1.1 for all meshes in terms of number of time steps, of time step chops, and total number
of Newton iterations. The stopping criteria for the Newton algorithm is chosen as before
to be the relative norm of the residual of both mole balance equations to obtain the same
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criteria for all formulations, and is set to 10� 7. Note that a special treatment of the initial
guess for the Newton algorithm at initial time had to be used for all formulations in order
to obtain the convergence of the �rst time step. This is due tothe incompressibility of
the liquid pressure and to the boundary condition at the porous media gallery interface
exhibiting a large negative value of the liquid pressure. Basically the initial guess must
anticipate the gas appearance at the right boundary.

N PPF PSF PSC
27 132/0/344 132/0/316 132/0/319
60 132/0/355 132/0/329 132/0/335
126 132/0/361 132/0/354 132/0/371
265 132/0/408 132/0/433 132/0/404
559 132/0/435 132/0/496 132/0/567

Table 1.1: Number of time steps, of time step chops, and total number of Newton iterations
for the three formulations PPF, PSF and PSC and for each mesh.

From Table 1.1, it is clear that the three formulations have roughly the same e�ciency
in terms of Newton convergence except for the �nest mesh for which the PPF formulation
is clearly better than the PSC formulation, and slightly better than the PSF formulation.
Note that the same behaviour has been observed for increased time steps, as well as
without Fickian di�usion, as well as for modi�ed values of then parameter of the Van-
Genuchten laws.

Drying by gas injection

In order to further compare the three formulations, we consider a test case including gas
appearance and liquid disappearance by injection of a dry gas at the right boundary with
an imposed gas pressurepg = 50 105 Pa.

The porous media is the horizontal one dimensional domain (0; L), with L = 1000 m
of homogeneous porosity� = 0:15, and permeabilityK = 10� 12 m2. The temperature is
�xed to Te = 360 K.

The relative permeabilities and the capillary pressure areagain given by the Van
Genuchten laws (1.20), (1.21), (1.22) with parametersn = 4, sl

r = 0:4, sg
r = 0, and

Pr = 105 Pa. The capillary pressure is extended linearly tosl = 0 between (sl ; pc) =
(Sl (pc;0); pc;0) and (sl ; pc) = (0 ; 2 pc;0) with pc;0 = 4Pr to account for the liquid disap-
pearance.

The liquid and gas phases are still modeled as mixtures of water and air components
with the same molar densities, viscosities, and vapor pressure as in the previous test case.
The Henry constant for the air component is here �xed toHa = 108 Pa, and the Fick
di�usion can be neglected compared with the Darcy convection.

The initial and left end conditions are de�ned by a pure waterliquid phase sl = 1
of compositioncl

e = 1, cl
a = 0 and pressurepl = 40 105 Pa. At the right end, the gas
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phasesg = 1 is injected with the composition cg
e = 5 10� 4, cg

a = 1 � cg
e and the pressure

pg = 50 105 Pa.
The mesh is uniform with the number of cells denoted byN , and the simulation is run

over the time interval (0; T) with T = 40 years, an initial time step of 1 hour, a maximum
time step of 5 days until the gas reaches the left end, and a maximum time step of 1 year
in the remaining of the simulation.

Figure 1.7 exhibits the gas saturation front at di�erent times obtained with the PPF
formulation with N = 100. The gas hydrodynamic front propagates from right to left at
the beginning of the simulation until it reaches the left end, next, the liquid saturation
decreases to values close to the residual saturation corresponding to the immobility of the
liquid phase, and the liquid begins to disappear at a larger time scale by vaporization of
the water and air components in the injected dry gas.

Figure 1.7: Gas saturation at timest = 1, 3, 6 months, andt = 1, 2, 5, 10, 20, 30, 40
years obtained with the meshN = 100 and the PPF formulation .

The solutions obtained with the three formulations are as inthe previous test case
compared on the coarse meshN = 20 in Figure 1.8 which exhibits no signi�cant di�er-
ences.

34



Figure 1.8: Comparison of the gas volume and the number of moles of the air component
as a function of time obtained with the meshN = 20 and the three formulations PPF,
PSF and PSC.

Comparison of Newton convergence : We compare as in the previous test case the
di�erent formulations in Figure 1.2. The non linear stoppingcriteria is the same as in
the previous test case. The pressure pressure formulation PPF2 includes a modi�cation
of the Newton algorithm compared with the previous pressure pressure formulation here
denoted by PPF1. This modi�cation forces the Newton iterates to pass by the phase
transition points

epg � epl = pc(1) or epg � epl = pc(0)

once at each time step and in each cell if a phase transition isobserved at this cell at this
time step during the Newton algorithm. We observe a considerable improvement of the
Newton convergence using this trick although it remains lesse�cient than the two other
formulations.

It seems that the pressure pressure formulation has di�culties in that test case to
deal with the gas phase appearance which was not the case for the previous Andra test
case. It may be due to the fact that in the previous test case, the gas front is governed
by capillary e�ects (well approximated by Richards equation), while here it appears by
transport of the air component.
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N PPF1 PPF2 PSF PSC
20 192/12/1500 158/0/686 158/0/527 158/0/519
40 224/18/2324 169/1/943 165/0/677 165/0/678
80 272/31/3562 170/1/1192 166/0/900 166/0/900
160 431/74/6702 197/9/2098 166/0/1339 172/2/1477

Table 1.2: Number of time steps, of time step chops, and total number of Newton iter-
ations for the three formulations PPF, PSF and PSC and for eachmesh. The pressure
formulation PPF2 includes a modi�cation of the Newton algorithm compared with the
previous PPF1 pressure pressure formulation.

1.3.2 Three dimensional test cases

In this section, the Vertex Approximate Gradient (VAG) discretization is introduced for
the PPF and PSF formulation of our gas liquid compositional model. The discretization
takes into account discontinuous capillary pressures in order to capture the saturation
jump at di�erent rocktype interfaces. Then, the PSF and PPF formulations combined
with the VAG discretization are compared on two 3D heterogeneous test cases.

In both test cases, we consider the gas liquid thermodynamical model described in
section 1.2 with the three components carbon dioxide (c), air (a) and water (e) with Mo-
lar massesM c = 44 g mol� 1, M a = 29 g mol� 1, M e = 18 g mol� 1, a constant temperature
Te = 300 K, the constant liquid molar density � l = 1000=0:018 mol.m� 3, the perfect gas
molar density � g = pg

RTe
, with R = 8:314 J.K� 1.mol� 1, and the constant liquid and gas

viscosities� l = 10� 3 Pa.s, and� g = 18:51 10� 6 Pa.s. The vapor pressure is de�ned by
the correlation psat (Te) = 1 :013 105e13:7� 5120=T Pa, and the Henry constants of the carbon
dioxide and air components are set toHc(Te) = 109 Pa, and Ha(Te) = 6 :467 109 Pa. No
Fickian di�usion is considered.

Note that the PSC formulation is no longer considered in this section since it is very
close to the PSF formulation for our gas liquid thermodynamical model as exhibited by
the 1D test cases.

1.3.3 Vertex Approximate Gradient discretization

The Vertex Approximate Gradient (VAG) discretization [32] is a �nite volume discretiza-
tion of di�usion problem adapted to general meshes and heterogenous anisotropic media.
It has been extended to multiphase Darcy ows in [33] for compositional models, and to
two phase ows with discontinuous capillary pressures in [35] in order to take into ac-
count accurately the saturation jump at the interfaces between di�erent rocktypes using
a pressure pressure formulation.

Let us consider a polyhedral mesh and denote byM the set of cellsK , by V the set
of verticess, by VK the set of vertices of each cellK 2 M , and by M s the set of cells
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sharing the nodes. Let
X D = RM � RV

denote the vector space of degrees of freedom of the VAG scheme including nodal and
cell unknowns. The VAG discretization builds uxesVK; s connecting each cellK to its
verticess 2 VK and de�ned for any uD 2 X D by

VK; s(uD ) =
X

s02V K

Ts;s0

K (uK � us0);

where
TK = ( Ts;s0

K )s;s02V K

is a symmetric positive matrix depending on the geometry of the cell K and on the
permeability tensorK .

The control volumes of the VAG discretization on which the mole balance of each
component is written, are de�ned at each cellK 2 M and at each nodes 2 V n VD

excluding the nodes with Dirichlet boundary conditionsVD . The VAG discretization
does not use the geometry of these control volumes but only needs to de�ne the fractions
� K; s � 0 distributing the volume of each cellK 2 M to its nodess 2 VK nVD , constrained
to satisfy the condition

1 �
X

s2V K nVD

� K; s � 0:

In practice, the choice of the fractions� K; s is done in order to avoid the mixing of dif-
ferent rocktypes at nodal control volumes. This choice of the control volumes improves
the discretization of heterogeneous test cases compared with usual Control Volume Finite
Element (CVFE) approaches.

Let U denote the unknowns of the compositional model with

U =
�

pg; pl ; f
�

for the PPF formulation (dropping the tilde for conveniency), and

U =
�

pg; pl ; sg; sl ; f
�

for the PSF formulation. Let us denote byUK the cell unknowns, byUs the node un-
knowns, and let us set

UD = ( U� )� 2M[V ;

and
p�

D = ( p�
� )� 2M[V :

For conveniency in the notations, the physical laws in both formulations will be consid-
ered as fonctions ofU and denoted byc�

i (U) (dropping the tilde), � � (U), � � (U), and � � (U).
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The VAG discretization of two phase Darcy ows can be adaptedto take into account
the jump of the saturations at di�erent rocktype interfaces. The capillary pressures and
relative permeabilities are assumed to be cellwise constant and denoted respectively by
pc(x; sl ) and k�

r (x; s� ). The inverse of the monotone graph extension ofpc(x; :) is denoted
by Sl (x; :). The PPF formulation has the advantage to work directly with phase pressures
as primary unknowns which can be considered continuous at di�erent rocktype interfaces.
Then, following [35], it naturally leads to de�ne the discrete saturations as follows:

sl
K = Sl (xK ; pg

K � pl
K ); sg

K = 1 � sl
K for all K 2 M ;

sl
K; s = Sl (xK ; pg

s � pl
s); sg

K; s = 1 � sl
K; s for all s 2 VK ; K 2 M :

In the case of the PSF formulation, the saturationss�
K and s�

s , � = g; l, are primary
unknowns and one capillary pressure curve denoted bypc;s(:) must be prescribed at each
node s 2 V among the curvepc(xK ; :), K 2 M s. If pc(sl = 1) = 0 for all rocktypes (no
entry pressure), all rocktypes among those in the cellsK 2 M s can be chosen, otherwise,
one must choose one rocktype with the lowest entry pressure.Then, in order to account for
the saturation jump at di�erent rocktype interfaces, the discretization uses the following
saturations at the interfaces

sl
K; s = Sl

�
xK ; pc;s(sl

s)
�

; sg
K; s = 1 � sl

K; s for all s 2 VK ; K 2 M :

The discretization of the Darcy uxes combines the VAG uxes, the above de�nition
of the saturations, and a phase by phase upwinding of the mobility terms w.r.t. the sign
of the ux:

V �;i
K; s(UD ) =

� � � c�
i

� �

�
(U�;up

K; s )k�
r (xK ; s�;up

K; s )
�

VK; s(p�
D ) + g� �

K; sVK; s(ZD )
�

;

with the upwindings

U�;up
K; s =

�
UK if VK; s(p�

D ) + g� �
K; sVK; s(ZD ) � 0;

Us else;

s�;up
K; s =

�
s�

K if VK; s(p�
D ) + g� �

K; sVK; s(ZD ) � 0;
S�

K; s else;

with the average density

� �
K; s =

� � (UK ) + � � (Us)
2

;

and the vector of the vertical coordinates at all d.o.f.ZD =
�

(z� )� 2M[V

�
:

With these notations, the discrete mole balance of each component i 2 C in each
control volume writes for both formulations: givenU0 = ( U0

� )� 2M[V at initial time, �nd
Un

D = ( Un
� )� 2M[V for all times tn , n = 1; � � � ; N such that

8
>>>><

>>>>:

(1 �
X

s2V K nVD

� K; s)� K
ni;K (Un

K ) � ni;K (Un� 1
K )

tn � tn� 1
+

X

� = g;l

X

s2V K

V �;i
K; s(U

n
D ) = 0 ; K 2 M ;

X

K 2M s

� K; s� K
ni;K; s(Un

s ) � ni;K; s(Un� 1
s )

tn � tn� 1
�

X

� = g;l

X

K 2M s

V �;i
K; s(U

n
D ) = 0 ; s 2 V n VD ;
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with
ni;K (UK ) =

X

� = g;l

� � (UK )s�
K c�

i (UK );

ni;K; s(Us) =
X

� = g;l

� � (Us)s�
K; sc

�
i (Us);

� K =
Z

K
� (x)dx;

and speci�ed Dirichlet boundary conditionsUn
s for all s 2 VD . The mole balance equations

are completed by the following local closure laws in each control volume � 2 M [ V n V D

which write 8
>>>>>><

>>>>>>:

sg;n
� + sl;n

� = 1;
pg;n

� � pl;n
� = pc;� (sl;n

� );

s�;n
�

� X

i 2C

c�
i (Un

� ) � 1
�

= 0; � = g; l;

s�;n
� � 0;

X

i 2C

c�
i (Un

� ) � 1; � = g; l;

for the PSF formulation, and
X

i 2C

c�
i (Un

� ) = 1 ; � = g; l;

for the PPF formulation.
The non linear system is solved at each time step using a NewtonRaphson algorithm.

For the PSF formulation, a Newton-Min algorithm adapted to complementary constraints
is used [38]. For the PPF formulation, a usual Newton algorithm is used combined with
the same trick as in the 1D drying by gas injection test case forcing the Newton iterates to
pass through the phase transition points. In both cases, the Jacobian system is reduced
to its Schur complement by elimination of the local closure laws which involves the choice
of secondary unknowns amongU. This choice depends on the present phases in the case
of the PSF formulation and is �xed to two fugacities in the case of the PPF algorithm.

Then, the cell unknowns are eliminated of the linear system without any �ll-in using
the cell equations and reducing the linear system to the nodal unknowns only.

1.3.4 Drying by suction

The 1D test case is extended to a 3D geometry using a radial mesh of the domain (0; L) �
(rG; re) � (0; 2� ) in cylindrical coordinates with rG = 2 m and re = 10 m, L = 100 m.
The mesh is exponentially re�ned at the boundary of the gallery r = rG to account for
the steep gradient of the capillary pressure at the interface. We consider two rocktypes,
corresponding to the Excavation Damaged Zone (EDZ) of COx for r < 3 m, and to the
COx shale forr > 3 m (see Figure 1.9). The relative permeabilities and capillary pressures
are given by the Van-Genuchten laws (1.20), (1.21), (1.22),with the parametersn = 1:49,
sl

r = 0:4, sg
r = 0, Pr = 15 106 Pa for COx, andn = 1:54, sl

r = 0:01, sg
r = 0, Pr = 2 106 Pa
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for EDZ. The porosities are constant for each rocktype and equal to � = 0:15 for COx,
and � = 0:3 for EDZ. The absolute permeability tensor is heterogeneous and anisotropic

with K =

0

@
� 0 0
0 � 0
0 0 �

100

1

A , in the x; y; z Cartesian coordinates wherez is the vertical

coordinate andx the direction of the Gallery, � = 5 10� 20 m2 for COx and � = 10� 18

m2 for EDZ. Note that the principal directions of K are not aligned with the radial mesh
excluding the use of a Two Point Flux Approximation for this test case.

The initial and external boundary (r = re) conditions are de�ned by a liquid phase
sl = 1 composed of pure watercl

e = 1, cl
a = 0, cl

c = 0 at the hydrostatic pressure
pl = pl

0 � � lgz with pl
0 = 40 105 Pa. At the interface with the gallery, the gas is de�ned

by its constant pressurepg = 105 Pa, and its relative humidity function of x along the
gallery

H r (x) =
cg

epg

psat (Te)
= 0:3 +

x
2L

:

The gas molar composition is given by

cg
e(x) =

H r (x)psat (Te)
pg

; cg
a(x) = cg

c(x) =
1 � cg

e(x)
2

:

We deduce from the thermodynamical equilibrium that

pl (x) = pg � � lRTe ln(
1 � cg

a(x)pg=Ha(Te) � cg
c(x)pg=Hc(Te)

H r (x)
);

and
sl (x) = Sl (pg � pl (x)) > s l

r :

This variation of the relative humidity along the gallery mimics the coupling of the ow
in the gallery with the Darcy ow in the surrounding porous media.

The simulation is run over a period of 20 years with an initialtime step of 1000 s and
a maximum time step of 30 days on the meshesnx � nr � n� with

nx = nr = n� = n

and n = 20; 30; 40; 50; 60. The linear systems are solved using a GMRes iterative solver
preconditioned by an ILU0 preconditioner with the stopping criteria 10� 6 on the relative
residual. The Newton stopping criteria is �xed to 10� 6 on the relative residual.

Figure 1.11 exhibits the convergence of the volume of gas and of the liquid volumic
outow in the gallery as a function of time for the family of meshes. The curves are
plotted for the PPF formulation only since no visible di�erence is observed between both
formulations. Figure 1.10 exhibits a transversal cut of the �nal solutionssg and sgcg

e for
both formulations and for the meshn = 60, showing only slight di�erences in the shape
of the fronts between both formulations.
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Figure 1.9: Radial mesh forn = 20 with the EDZ rocktype in red.

Figure 1.10: Transversal cut ofsg and of sgcg
e at �nal time obtained on the meshn = 60

for the PPF formulation (left) and the PSF formulation (right).
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Figure 1.11: For each meshn = 20; 30; 40; 50; 60: volume of gas in the porous media as a
function of time, and volumic cumulative outow of liquid in the gallery function of time.

Table 1.3 exhibits the numerical behavior of the simulations for each mesh and for both
the PPF and PSF formulations. It is clear that both formulations are very robust for this
test case in terms of Newton convergence with an advantage to the PPF formulation for
the �nest meshes which con�rms the results obtained in 1D.

formulation mesh N � t NChop NNewton NGMRes CPU(s) � CP U

PPF n = 20 279 0 2.36 16.3 644
PPF n = 30 279 0 2.38 23.5 2527 1.12
PPF n = 40 279 0 2.41 31.4 6850 1.16
PPF n = 50 279 0 2.42 41.1 14311 1.10
PPF n = 60 279 0 2.47 58.3 29338 1.31
PSF n = 20 279 0 2.33 16.0 690
PSF n = 30 279 0 2.48 21.9 2807 1.15
PSF n = 40 279 0 2.57 29.3 7493 1.14
PSF n = 50 279 0 2.7 40.9 21304 1.56
PSF n = 60 279 0 2.87 79.7 46985 1.45

Table 1.3: For each mesh and both formulations PPF and PSF: number N � t of successful
time steps, numberNChop of time step chops, numberNNewton of Newton iterations per
successful time step, numberNGMRes of GMRes iterations by Newton iteration, CPU time
in seconds, and scaling of CPU time (� CP U ) by CPU � cells� CP U .

1.3.5 Migration of gas in a basin with capillary barriers

The second test case is designed to assess the numerical behavior of the two formulations
PPF and PSF with discontinuous capillary pressures. We consider the migration of gas
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in a basin (0; L) � (0; L) � (0; H ) with L = H = 100 m, including two capillary barriers.
We consider a 2D geometry exhibited in Figure 1.14 which can bediscretized using a 2D
mesh (3D mesh with only one cell in the y direction), and a 3D geometry exhibited in
Figure 1.17 discretized using a 3D mesh. In both �gures the barriers are exhibited in red
and immersed in a blue drain. The permeabilities are isotropic and equal toK = 10� 12

m2 in the drain and to K = 10� 14 m2 in the barriers. The porosity is set to� = 0:1 on
the whole basin.

The initial and top boundary (z = H ) conditions are de�ned by a liquid phasesl = 1
composed of pure watercl

e = 1, cl
a = 0, cl

c = 0 at the hydrostatic pressure

pl = pl
0 � � lgz

with pl
0 = 15 105 Pa. At the bottom boundary z = 0, x2 + y2 � 252, the gas is injected

at the constant pressurepg = 16 105 Pa, and with the relative humidity

H r =
cg

epg

psat (Te)
= 0:5:

The injected gas molar composition is given by

cg
e =

H r psat (Te)
pg

; cg
a = cg

c =
1 � cg

e

2
;

and the saturation is �xed to sg = 0:8. All the remaining boundaries are impervious.
The capillary pressures exhibited in Figure 1.12 are given bythe Corey laws

pc(sl ) = � 104log(sl );

in the drain, and by

pc(sl ) =

(
1� sl

1� sl
1
pc;1 if sl > s l

1;

4 105 � 105log(sl ) if sl � sl
1;

in the barrier with pc;1 = 4:025 105 Pa and sl
1 = e� 0:025. The entry capillary pressure

pc = 4 105 Pa is chosen to be larger than the gravity load below the �rst barrier but lower
than the gravity load below the second barrier. The relativepermeabilities are given by
the Corey laws

k�
r (s� ) = ( s� )2; � = g; l;

with zero residual saturations.
In view of Figure 1.13, the reference rocktype for the PSF formulation is chosen to

be the barrier rocktype. The reverse choice leads to round o�errors in the simulation
leading to a wrong solution (at in�nite accuracy, both choices should be equivalent since
pc(sl = 1) = 0 for both rocktypes in this test case).

The simulation is run over a period of 40 days with an initial time step of 0.02 days
and a maximum time step of 0.1 days on a family of topologically Cartesian meshes of
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sizesn � 1 � n for the 2D geometry (see Figure 1.14), withn = 16; 32; 64; 128, and of
sizes for the 3D geometry (see Figure 1.17) withn = 16; 32; 48. The linear solver and the
non linear and linear stopping criteria are the same as in theprevious test case. If the
Newton non linear solver does not converge after 25 iterations, the time step is choped
by a factor 2, while the time step is increased of a factor 1.2 after a converged time step
until it reaches the maximum time step.

Figure 1.15 (resp. 1.18) shows the gas saturationsg at �nal time obtained by the PPF
and PSF formulations on the di�erent meshes for the 2D (resp.3D) basin. Figure 1.16
(resp. 1.19) shows the volume of air dissolved in the liquid phase function of time for both
formulations and for the di�erent meshes of the 2D (resp. 3D)basin. The equivalence
between both formulations does not hold at the discrete level due to discrete interfaces
between single and two phase regions. Indeed, the extensionof the pressure of an absent
phase depending on the formulation, the uxes at such interfaces can also depend on
the formulation if the upwinding is on the present phase side. One can only expect that
the solutions obtained with both formulations will converge to the same solution when
the mesh is re�ned. This convergence can be observed in Figures 1.15, 1.18, 1.16, 1.19
especially on the 2D basin using meshes up ton = 128. On the 3D basin, we have not
been able to re�ne the mesh further thann = 48 due to too large CPU time with the
PPF formulation. Nevertheless, the convergence seems also in good way for the 3D basin.

Tables 1.4 and 1.5 exhibit the numerical behavior of both formulations showing the
good behavior of the PSF formulation while the PPF formulation requires much smaller
time steps to solve the non linear systems especially when the mesh is re�ned. This
has been obtained with the improvement of the Newton algorithm imposing the Newton
iterates to pass though the phase transition points of the graph Sl . Without this modi-
�cation, the simulation ends before �nal time with a time step lower than the minimum
time step �xed to 10� 4 days even on the coarsest meshes.

Figure 1.12: Inverses of the monotone graphs of the capillarypressure in the barrier and
in the drain.
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Figure 1.13: sg
drain = 1 � S l

drain (pc;barrier (1 � sg
barrier )) function of sg

barrier and sl
barrier =

Sl
barrier (pc;drain (sl

drain )) function of sl
drain .

Figure 1.14: 2D geometry of the Basin domain with the two barriers in red and the
surrounding drain. Mesh 16� 1 � 16 of the basin.

45



Figure 1.15: Gas saturationsg above the threshold 10� 6 at �nal time for the PPF (left)
and PSF (right) formulations on the meshes 32� 1 � 32, 64� 1 � 64, 128� 1 � 128 of
the 2D basin.
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Figure 1.16: Volume of air dissolved in the liquid phase in the2D basin function of time
for both formulations PSF and PPF and for the family of meshes.

Figure 1.17: 3D geometry of the Basin domain with the two barriers in red and the
surrounding drain. Mesh 16� 16� 16 of the basin.
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Figure 1.18: Gas saturationsg above the threshold 10� 6 at �nal time for the PPF (left)
and PSF (right) formulations on the meshes 16� 16� 16, 32� 32� 32, 48� 48� 48 of
the 3D basin.
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Figure 1.19: Volume of air dissolved in the liquid phase in the3D basin function of time
for both formulations PSF and PPF and for the family of meshes.

formulation mesh N � t NChop NNewton NGMRes CPU(s) � CP U

PSF n = 16 405 0 2.92 13.4 35
PSF n = 32 405 0 3.77 21.6 217 1.32
PSF n = 64 405 0 4.75 37.6 1480 1.38
PSF n = 128 409 3 6.28 66.7 11820 1.50
PPF n = 16 405 0 3.93 13.5 46
PPF n = 32 408 2 7.70 20.0 421 1.60
PPF n = 64 525 61 17.65 31.2 6252 1.95
PPF n = 128 1175 297 23.78 49.4 98549 1.99

Table 1.4: For each meshn � 1� n of the 2D basin and both formulations PPF and PSF:
number N � t of successful time steps, numberNChop of time step chops, numberNNewton

of Newton iterations per successful time step, numberNGMRes of GMRes iterations by
Newton iteration, CPU time in seconds, and scaling of CPU time(� CP U ) by CPU �
cells� CP U .

49



formulation mesh N � t NChop NNewton NGMRes CPU(s) � CP U

PSF n = 16 405 0 3.87 24.8 781
PSF n = 32 405 0 4.72 48.7 10296 1.24
PSF n = 48 407 1 5.34 74.7 49170 1.29
PPF n = 16 407 1 5.96 24.7 1146
PPF n = 32 717 151 15.3 43.4 54205 1.85
PPF n = 48 1803 472 16.1 56.5 543706 1.90

Table 1.5: For each meshn � n � n of the 3D basin and both formulations PPF and PSF:
number N � t of successful time steps, numberNChop of time step chops, numberNNewton

of Newton iterations per successful time step, numberNGMRes of GMRes iterations by
Newton iteration, CPU time in seconds, and scaling of CPU time(� CP U ) by CPU �
cells� CP U .

1.4 Conclusion

In this Chapter three formulations of compositional gas liquid two phase ows with phase
transitions have been shown to lead to equivalent de�nitions of the phase transitions. They
have been compared in terms of non linear solver convergenceand solutions on di�erent
1D and 3D test cases involving gas appearance and liquid disappearance. The VAG
discretization has been used in 3D taking into account discontinuous capillary pressures
to capture accurately the saturation jump at di�erent rocktype interfaces.

On the drying by suction 1D and 3D test cases, the three formulations lead to quite
similar results with a better behavior of the PPF formulation on the �nest meshes. On
the other hand the PPF formulation has severe di�culties to deal with the gas phase
appearance and liquid disappearance in the gas injection test cases, both in 1D and 3D.
This di�culty is due to the degeneracy of the inverse of the capillary function Sl at the
phase transition pointssl = 1 and sl = 0. The Newton convergence has been improved
by forcing the Newton iterates to pass through these phase transition points, nevertheless
it has not been su�cient to obtain large enough time steps on the gas injection test cases
especially when the mesh is re�ned. This drastic di�erence of behaviour of the PPF
formulation between the two test cases is probably due to thefact that the gas front is
dominated by the capillary e�ect and well approximated by the Richards equation for the
drying by suction test case, while it is more dominated by theBuckley Leverett equation
and the gravity or pressure gradient terms for the gas injection test cases.

All together, the PSF and PSC formulations clearly outperform the PPF formulation
for compositional gas liquid Darcy ows on our set of numerical experiments.
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Chapter 2

Coupling of a liquid gas
compositional 3D Darcy ow with a
1D compositional free gas ow

Abstract A model coupling a three dimensional gas liquid compositional Darcy ow
in a fractured porous medium, and a one dimensional compositional free gas ow is
presented. The coupling conditions at the interface between the gallery and the porous
medium account for the molar normal uxes continuity for each component, the gas liquid
thermodynamical equilibrium, the gas pressure continuityand the gas molar fractions
continuity. The fractures are represented as interfaces ofcodimension one immersed in
the surrounding 3D porous medium, the matrix. Pressure continuity is assumed for both
phases at the interfaces between the fracture and the matrix. The spatial discretization is
based on the Vertex Approximate Gradient (VAG) scheme in the porous medium coupled
with a non conforming control volume �nite element discretization in the gallery. This
model is applied to the simulation of the mass exchanges at the interface between the
repository and the ventilation excavated gallery in a nuclear waste geological repository.

2.1 Introduction

Flow and transport processes in domains composed of a porous medium and an adja-
cent free-ow region appear in a wide range of industrial andenvironmental applications.
This is in particular the case for radioactive waste deep geological repositories where such
models must be used to predict the mass and energy exchanges occuring at the inter-
face between the repository and the ventilation excavated galleries. Typically, in this
example, the porous medium initially saturated with the liquid phase is dried by suction
in the neighbourhood of the interface. To model such physical processes, one needs to
account in the porous medium for the ow of the liquid and gas phases including the
vaporization of the water component in the gas phase and the dissolution of the gaseous
component in the liquid phase. In the gallery, a single phasegas free ow can be consid-
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ered assuming that the liquid phase is instantaneously vaporized at the interface. This
single phase gas free ow has to be compositional to account for the change of the relative
humidity in the gallery which has a strong feedback on the liquid ow rate at the interface.

In this Chapter we consider a reduced model coupling a gas liquid Darcy ow in
the porous medium with a 1D free ow in the gallery. It assumesthat the longitudinal
dimension of the gallery is large compared with its diameter. The liquid and gas phases
are considered as a mixture of two components, the water component denoted bye which
can vaporize in the gas phase, and the gaseous componenta standing for air which can
dissolve in the liquid phase. The matching conditions at theporous medium gallery
interface are a simpli�ed version of those proposed in [49, 6] taking into account the low
permeability of the repository. In this case, it can be assumed that the gas pressure, and
the gas molar fractions are both continuous at the interface. In addition, following [49, 6],
the thermodynamical equilibrium between the gas and liquidphases is assumed to hold
at the interface.

The ow in the porous medium takes into account the mass exchanges between a net-
work of discrete fractures and the surrounding 3D porous medium, the matrix. Following
[2, 53, 12, 13] we consider the asymptotic model for which thefractures are represented
as interfaces of codimension one immersed in the matrix domain. The pressures at the
interfaces between the matrix and the fracture network are assumed continuous corre-
sponding to a large ratio between the normal permeability ofthe fracture and the width
of the fracture compared with the ratio between the permeability of the matrix and the
size of the domain.

The coupled model is formulated in terms of a single set of unknowns used in the
matrix, in the fracture network and in the gallery corresponding to the liquid and gas
pressures. Its discretization is based on the VAG scheme introduced in [32] for the single
phase Darcy ow, in [36] for compositional Darcy ows, and in[12] for two phase Darcy
ows in discrete fracture networks. The VAG scheme is roughly speaking a �nite vol-
ume nodal approximation. Its main advantage compared with typical nodal �nite volume
schemes such as Control Volume Finite Element (CVFE) methods [6] is to avoid the mix-
ing of di�erent material properties inside the control volumes. This idea is here extended
to take into account the coupling with the 1D free gas ow using a 1D �nite element mesh
non necessarily matching with the porous medium mesh.

In order to introduce the reduced model and its functional setting, we �rst consider
a model problem corresponding to a single phase Darcy ow coupling the 3D ow in the
matrix, the 2D ow in the fracture network and the 1D ow in the gallery. The VAG
discretization is also �rst described for this model problem using a non conforming dis-
cretization between the porous medium domain and the gallery. This non conformity is
necessary to allow for fairly general meshes at the interface �. The convergence analysis
of the VAG scheme is performed for the model problem using thegradient scheme frame-
work introduced in [32] and [29].
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The outline of the Chapter is the following: section 2.2 deals with the single phase
Darcy ow. The geometry and the functional framework is introduced in subsection 2.2.1
and the VAG discretization of this model problem is described in subsection 2.2.3. The
gradient scheme framework is extended to this model problemin subsection 2.2.2 in order
to perform the convergence analysis of the VAG discretization in subsection 2.2.4. Two
numerical examples are provided in subsection 2.2.5 to compare the numerical convergence
and the error estimates of subsection 2.2.4. Section 2.3 extends the model and its VAG
discretization to compositional ows. The formulation of the model uses a single set of
unknowns corresponding to the gas and liquid pressures bothin the porous medium and
in the gallery. Then, our discrete model is assessed numerically in section 2.4 on three test
cases without fractures including a comparison with an approximate stationary solution.
A more advanced model is also tested in subsection 2.4.3 including on the gallery side a gas
molar fraction at the interface and a normal di�usion term between the interface and the
gallery modelling the concentration boundary layer in the spirit of [48, 49]. The previous
model corresponds to the limit when the di�usion coe�cient tends to in�nity. Then,
section 2.5 gives two examples including 1 and 4 fractures. Finally, we prove in section
2.6 the convergence of the scheme to a weak solution for a simpli�ed model coupling the
Richards equation in the porous medium with the 1D Poiseuille ow in the gallery. This
analysis also applies to the coupling between the Richards equation and a 1D convection
di�usion equation in the gallery at given velocity which is arather good approximation
of the full model.

2.2 Model problem

This section deals with a single phase Darcy ow coupling a 3DDarcy ow in the matrix,
a 2D Darcy ow in the fracture network and a 1D Darcy (or Poiseuille) ow in the
gallery. The coupling between the matrix and the fracture network uses the reduced model
introduced in [2] where the pressure is assumed continuous at the interface between the
fractures and the matrix. In addition, the pressure is also assumed continuous at fracture
intersections. We refer to [12] for a detailed analysis of this model including a complex
network of planar fractures. The coupling between the Darcyow in the fractured porous
medium and the Darcy 1D ow is obtained assuming the continuity of the pressure at the
interface between the porous medium and the gallery. This implies in particular that the
pressure at the gallery porous medium interface depends only on the x coordinate along
the gallery. In the physical framework of this thesis, this model problem corresponds to
the stationary state where only the gas is assumed present inthe porous medium.

2.2.1 Geometry and functional setting

Let ! and S � ! be two simply connected polygonal domains ofR2 and 
 = (0 ; L)� (! nS)
be the cylindrical domain de�ning the porous medium. The excavated gallery corresponds
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to the domain (0; L) � S and it will be assumed that the ow in the gallery depends only
on the x coordinate along the gallery. Let us denote by � = (0; L) � @Sthe interface
between the gallery and the porous medium and by the trace operator fromH 1(
) to
L2(�). We de�ne on � the coordinate system ( x; s) where s is the curvilinear coordinate
along @S.

Let � f =
S

i 2 I � f;i and its interior � f = � f n @� f denote the network of fractures
� f;i � 
, i 2 I , such that each �f;i is a planar polygonal simply connected open domain
included in a planePi of R3. It is assumed that the angles of �f;i are strictly smaller than
2� , that � f;i \ � f;j = ; for all i 6= j , and that � f \ @
 = ; .

For all i 2 I , let us set
8
>>>><

>>>>:

� i = @� f;i ;
� i;j = � i \ � j ; j 2 I n f ig;
� i;D = � i \ (@
 n �) ;
� i; � = � i \ � ;
� i;N = � i n (

S
j 2 I nf i g � i;j [ � i;D [ � i; � );

and 8
>><

>>:

� � =
S

i 2 I � i; � ;
� D =

S
i 2 I � i;D ;

� N =
S

i 2 I � i;N ;
� = (

S
(i;j )2 I � I;i 6= j � i;j ) n (� D [ � � );

We refer to Figure 2.1 for an illustration of the notations in asimpli�ed Cartesian geom-
etry.

Figure 2.1: Simpli�ed Cartesian geometry with the porous medium domain 
, the gallery
(0; L) � S, the interface �, and 3 fractures � f;i , i = 1; � � � ; 3, their boundaries � 1;N , � 1;� ,
� 2;N , � 2;D , � 2;� , and their intersection �.
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The spaceH 1(� f ) � L2(� f ) is de�ned as the subspace of functions with restriction
to � f;i in H 1(� f;i ) for all i 2 I , and with continuous trace at fracture intersections. Let
us de�ne the trace operators fromH 1(� f ) to L2(� � ) and from H 1(�) to L2(� � ), both
denoted by � � for convenience. Let f denote the trace operator fromH 1(
) to L2(� f ).

The space of solutions is de�ned as follows

V = f u 2 H 1(
) j  f u 2 H 1(� f ); u 2 H 1(�) ; ; @su = 0g:

Note that in the above de�nition of the spaceV, the fact that u 2 H 1(
) and that
 f u 2 H 1(� f ), u 2 H 1(�) implies that  � �  f u =  � � u . Keeping the same notation for
convenience, the trace operator maps V to H 1(0; L). The subspace ofV taking into
account homogeneous Dirichlet boundary conditions foru on � D = @
 n �, for  f u on
� D , and for u at x = 0 and x = L, is denoted by

V 0 = f u 2 V j u = 0 on � D ;  f u = 0 on � D ; u (0) = u (L) = 0 g;

and endowed with the Hilbertian norm

kukV 0 =
� Z



jr u(x)j2dx +

Z

� f

jr �  f u(x)j2d� (x) +
Z L

0
j@x u (x)j2dx

� 1
2
;

wherer � denote the tangential gradient operator. The following density result is needed
for the convergence analysis.

Lemma 2.2.1 The smooth function subspace ofV 0 de�ned by C1
V 0 = C1 (
) \ V 0 is a

dense subspace ofV 0.

Proof : the proof is similar to the one presented in [13].�

Let us de�ne the following function space for the uxes.

W =

8
>>>>>>><

>>>>>>>:

q = ( qm ; qf ; qg) 2 Hdiv(
 n � f ) � L2(� f )d� 1 � L2(0; L) j

there exists
�

r f (q); rg(q)
�

2 L2(� f ) � L2(0; L) such that
Z


 n� f

(qm � r v + v div(qm ))dx +
Z

� f

(qf � r �  f v + r f (q) f v)d� (x)

+
Z L

0
qg(@x v ) + rg(q)v )dx = 0 for all v 2 V 0

9
>>>>>>>=

>>>>>>>;

: (2.1)

The uniqueness of
�

r f (q); rg(q)
�

is clear using liftings fromC1
c (0; L) and from C1

c (� f;i ),
i 2 I , to C1

V 0 . The function spaceW is an Hilbert space endowed with the following
scalar product: for all (p; q) 2 W � W

hp; qi W =
Z


 n� f

�
pm � qm + div( pm )div( qm )

�
dx

+
Z

� f

�
p f � qf + r f (p)r f (q)

�
d� (x) +

Z L

0

�
pgqg + rg(p)rg(q)

�
dx:
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Let 
 � ; � 2 A denote the connected components of 
n �. For all i 2 I , we can de�ne
the two sides� of the fracture � f;i and the corresponding unit normal vectorn �

i at � f;i

outward to the sides� . Each side� corresponds to the subdomain� �
i 2 A with possibly

� +
i = � �

i . For all qm 2 Hdiv(
 n �), let qm j 

� �

i

� n �
i j � f;i denote the two normal traces at

the fracture � f;i and let us de�ne the jump operatorHdiv(
 n �) ! D 0(� f;i ) in the sense
of distributions by

[[qm � n i ]] = ( qm j 

� +

i

� n+
i )j � f;i + ( qm j 


� �
i

� n �
i )j � f;i :

In order to de�ne a \smooth" function subspace ofW, we need to consider the set of
points (x̂k)k2 S� �

such that x̂k 2 (0; L) and
R

(f x̂k g� @S)\ � �
ds 6= 0. Then, for all k 2 S� � , we

denote by Hk the Heaviside step function on (0; L) such that Hk(x) = 0 if x < x̂k and
Hk(x) = 1 if x > x̂k .

For all � 2 A let us denote by C1
b (
 � ) the set of functions ' such that for all

x 2 
 � , there exists r > 0 such that for all connected component! of the domain
f x 2 Rd j j x j < r g \ 
 � , one has' j ! 2 C1 (! )d.

Then we set

C1
W =

8
>>>>><

>>>>>:

q = ( qm ; qf ; qg) j qm j 
 � 2 C1
b (
 � ); � 2 A ; qf j � f;i 2 C1 (� f;i )d� 1; i 2 I;

qg �
X

k2 S� �

X

i 2 I

� Z

(f x̂k g� @S)\ � i; �

qf j � f;i � n � i dl(x)
�

Hk(x) 2 C1 ([0; L]);

X

i 2 I

qf j � f;i � n � i = 0 on � ; qf j � f;i � n � i = 0 on � i;N ; i 2 I

9
>>>>>=

>>>>>;

;

where, for all i 2 I , we denote byn � i the unit vector normal to � i outward (and tangent)
to � f;i . Note that the de�nition of W incorporates the physical assumption that the sum
of the normal uxes at fracture intersections as well as the normal ux at the immersed
fracture boundary � N vanish.

Lemma 2.2.2 The function spaceC1
W is a dense subspace ofW.

Proof : To prove that C1
W is a subspace ofW, we need to check for allq 2 C1

W that�
r f (q); rg(q)

�
satisfying (2.1) is inL2(� f ) � L2(0; L). Let us consider the functionr f (q) 2

L2(� f ) such that
r f (q)j � f;i = div � i (qf j � f;i ) � [[qm � n i ]] (2.2)

for all i 2 I , where div� i is the tangential divergence operator on �f;i . Let rg(q) 2 D 0(0; L)
be de�ned by
Z L

0
rg(q)'dx = �

Z L

0
qg@x 'dx �

Z

�
(qm � n)'d� (x) �

X

i 2 I

Z

� i; �

(qf j � f;i � n � i )'dl (x) (2.3)

for all ' 2 C1
c (0; L), using implicitly the extension ' (x) = ' (x) for all x 2 �. From

the de�nition of C1
W , we deduce thatrg(q) 2 L2(0; L). Using that C1

c (0; L) is dense in
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H 1
0 (0; L), that v 2 H 1

0 (0; L) for all v 2 V 0 and integration by part, it is easy to check
that q and the above de�ned functionsr f (q) and rg(q) satisfy (2.1).

From the Riesz representation theorem, for any linear form� 2 W 0, there exist am 2
L2(
), A m 2 L2(
) d, af 2 L2(� f ), A f 2 L2(� f )d� 1, ag 2 L2(0; L) and Ag 2 L2(0; L) such
that for all q 2 W

h�; qi W 0;W =
Z


 n� f

(qm � A m + am div(qm ))dx +
Z

� f

(qf � A f + r f (q)af )d� (x)

+
Z L

0
(qgAg + rg(q)ag)dx:

(2.4)

Let us assume thath�; qi W 0;W = 0 for all q 2 C1
W . Then, in order to prove the density

of C1
W in W, it su�ces to prove that am 2 V 0, A m = r am , af =  f am , A f = r � af ,

ag = a m and Ag = @xag. From Lemma 8 in [13], it is already known thatam 2 H 1(
),
af 2 H 1(�) with am = 0 on @
 n�, af = 0 on � D , andaf =  f am , Am = r am , A f = r � af .

Taking q = (0 ; 0; qg) in (2.4) with qg 2 C1 ([0; L]), it follows that ag 2 H 1
0 (0; L) with

Ag = @xag. Next setting q = ( qm ; 0; 0) in (2.4) with qm j 
 � 2 C1
b (
 � ) for all � 2 A , it

follows from the de�nitions (2.3) and (2.2) ofrg(q) and r f (q) that
Z

�
(qm � n)( a m � ag)d� (x) = 0 ;

which implies that ag = a m . �

Model Problem

In the matrix domain 
 n � f (resp. in the fracture network � f ), let us denote byK m 2
L1 (
) d� d (resp. K f 2 L1 (� f )(d� 1)� (d� 1)) the permeability tensor such that there exist
� m � � m > 0 (resp. � f � � f > 0) with

� m j� j2 � (K m (x)� ; � ) � � m j� j2 for all � 2 Rd; x 2 
 ;

(resp. � f j� j2 � (K f (x)� ; � ) � � f j� j2 for all � 2 Rd� 1; x 2 � f ).
We denote bydf 2 L1 (� f ) the width of the fractures assumed to be such that there

exist df � df > 0 with df � df (x) � df for all x 2 � f .
Let us also denote by� g 2 L1 (0; L) the pressure drop parameter in the gallery such

that there exist � g � � g > 0 with � g � � g(x) � � g for all x 2 (0; L).
Let gm 2 L2(
), gf 2 L2(� f ), and gg 2 L2(0; L) denote respectively the source terms

in the matrix, in the fracture network, and in the gallery. Let us consider the linear model
coupling a single phase Darcy ow in the fractured porous medium with a single phase
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1D Darcy ow in the gallery: �nd u 2 V 0 and q = ( qm ; qf ; qg) 2 W such that
8
>>>>>>>><

>>>>>>>>:

div(qm ) = gm ;
r f (q) = df gf ;
rg(q) = jSjgg;
qm = � K m r u;
qf = � df K f r �  f u;

qg = �
jSj
� g

@x u:

(2.5)

Its variational formulation amounts to �nd u 2 V 0 such that
Z



K m r u � r v dx +

Z

� f

df K f r �  f u � r �  f v d� (x)

+
Z L

0

jSj
� g

@x u@x v dx

=
Z



gmv dx +

Z

� f

df gf  f v d� (x) +
Z L

0
jSjggv dx:

(2.6)

for all v 2 V 0. The existence and uniqueness of a solution to (2.6) is readily obtained
from the Poincar�e inequality and the Lax Milgram theorem.

2.2.2 Gradient scheme discretization of the model problem

The gradient scheme framework has been introduced in [32], [29] to analyse the conver-
gence of numerical methods for linear and nonlinear second order di�usion problems. As
shown in [29], this framework accounts for various conforming and non conforming dis-
cretizations such as Finite Element methods, Mixed and MixedHybrid Finite Element
methods, and some Finite Volume schemes like symmetric MPFA, Vertex Approximate
Gradient (VAG) schemes [32], and Hybrid Finite Volume (HFV) schemes [31]. Let us
also refer to [10] for an alternative general framework based on the concept of compatible
discrete operator for the discretization of di�usion problems on polyhedral meshes.

In this subsection, the gradient scheme framework is extended to the model problem
2.2.1. It will be used in subsection 2.2.4 to perform the convergence analysis of the VAG
discretization introduced in subsection 2.2.3.

A gradient discretization D of (2.6) is de�ned by a vector space of degrees of freedom
X D , its subspace associated with homogeneous Dirichlet boundary conditions X 0

D , and
the following set of linear operators:

� Three discrete gradient operators:
r Dm : X D ! L2(
) d, r D f : X D ! L2(� f )d� 1, and r Dg : X D ! L2(0; L)

� Three function reconstruction operators:
� Dm : X D ! L2(
), � D f : X D ! L2(� f ) and � Dg : X D ! L2(0; L).
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The vector spaceX D is endowed with the semi-norm

kvD kD =
�

kr Dm vD k2
L 2 (
) d + kr D f vD k2

L 2 (� f )d� 1 + kr Dg vD k2
L 2 (0;L )

� 1
2
;

which is assumed to de�ne a norm onX 0
D . Next, we de�ne the coercivity, consistency,

and limit conformity properties for sequences of gradient discretizations.

Coercivity : Let CD > 0 be de�ned by

max
06= vD 2 X 0

D

k� Dm vD kL 2 (
) + k� D f vD kL 2 (� f ) + k� Dg vD kL 2 (0;L )

kvD kD
: (2.7)

Then, a sequence of gradient discretizations (D l ) l2 N is said to be coercive if there exists
CP > 0 such that CD l � CP for all l 2 N.

Consistency : For all u 2 V 0 and vD 2 X 0
D let us de�ne

SD (u; vD ) = kr Dm vD � r ukL 2 (
) d + kr D f vD � r �  f ukL 2 (� f )d� 1 + kr Dg vD � @x u kL 2 (0;L )

+ k� Dm vD � ukL 2 (
) + k� D f vD �  f ukL 2 (� f ) + k� Dg vD � u kL 2 (0;L ) ;
(2.8)

and
SD (u) = min

vD 2 X 0
D

SD (u; vD ): (2.9)

Then, a sequence of gradient discretizations (D l ) l2 N is said to be consistent if for allu 2 V 0

one has liml ! + 1 SD l (u) = 0 :

Limit Conformity : For all q = ( qm ; qf ; qg) 2 W and vD 2 X 0
D , let us de�ne

WD (q; vD ) =
Z


 n� f

(qm � r Dm vD + � Dm vD div(qm ))dx

+
Z

� f

(qf � r D f vD + r f (q)� D f vD )d� (x)

+
Z L

0
(qgr Dg vD + rg(q)� Dg vD )dx:

(2.10)

and

WD (q) = max
06= vD 2 X 0

D

jWD (qm ; qf ; qg; vD )j
kvD kD

: (2.11)

Then, a sequence of gradient discretizations (D l ) l2 N is said to be limit conforming if for
all q 2 W one has liml ! + 1 WD l (q) = 0 :
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Application to 2.2.1

The gradient discretization of (2.6) with homogeneous Dirichlet boundary conditions is
de�ned by: uD 2 X 0

D such that
Z



K m r Dm uD � r Dm vD dx +

Z

� f

df K f r D f uD � r D f vD d� (x)

+
Z L

0

jSj
� g

r Dg uD r Dg vD dx

=
Z



gm � Dm vD dx +

Z

� f

df gf � D f vD d� (x) +
Z L

0
jSjgg� Dg vD dx;

(2.12)

for all vD 2 X 0
D . Using the gradient scheme framework, we can state the following

propositions providing the well posedness and the error estimates for (2.12).

Proposition 2.2.1 Let D be a gradient discretization of(2.6). Then (2.12) has a unique
solution uD 2 X 0

D satisfying the a priori estimate

kuD kD �
CD

min(� m ; � f df ; jSj
� g

)

�
kgmkL 2 (
) + kdf gf kL 2 (� f ) + jSjkggkL 2 (0;L )

�
:

Proof : For any solution uD 2 X 0
D of (2.12), setting vD = uD in (2.12), and using the

Cauchy Schwarz inequality, the de�nition (2.7) of CD , and the assumption that k:kD

de�nes a norm on X 0
D , we obtain the a priori estimate and hence the uniqueness and

existence of a solution.�

Proposition 2.2.2 Error estimates . Let u 2 V 0 be the solution of (2.6) and let us
set (qm ; qf ; qg) = ( � K m r u; � df K f r �  f u; � jSj

� g
@x u ) 2 W. Let D be a gradient dis-

cretization of (2.6), and let uD 2 X 0
D be the solution of (2.12). Then, there existC1; C2

depending only on� m , � m , � f , � f , df , df , jSj
� g

, jSj
� g

, and C3; C4 depending only onCD , � m ,

� m , � f , � f , df , df , jSj
� g

, jSj
� g

, such that one has the following error estimates:

8
>>>>>>>><

>>>>>>>>:

kr u � r Dm uD kL 2 (
) d + kr �  f u � r D f uD kL 2 (� f )d� 1 + k@x u � r Dg uD kL 2 (0;L )

� C1SD (u) + C2WD (qm ; qf ; qg);

k� Dm uD � ukL 2 (
) + k� D f uD �  f ukL 2 (� f ) + ku � � Dg uD kL 2 (0;L )

� C3SD (u) + C4WD (qm ; qf ; qg):
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Proof : Using the de�nition of WD and the de�nition of the solution uD of (2.12), we
obtain that for all vD 2 X 0

D

j
Z




�
K m r Dm vD � (r u � r Dm uD )

�
dx +

Z

� f

�
df (x)K f r D f vD � (r �  f u � r D f uD )

�
d� (x)

+
Z L

0

� jSj
� g

r Dg vD � (@x u � r Dg uD )
�

dxj � k vD kD WD (qm ; qf ; qg):

Let us introduce wD 2 X 0
D de�ned as

wD = argmin vD 2 X 0
D

SD (u; vD );

and let us set in the previous estimatevD = wD � uD . Applying the Cauchy Schwarz
inequality, we obtain the �rst estimate. In addition, from the de�nition of CD , we have
that

k� Dm (wD � uD )kL 2 (
) + k� D f (wD � uD )kL 2 (� f ) + k� Dg (wD � uD )kL 2 (0;L ) � CD kwD � uD kD ;

which proves the second estimate using the de�nition ofwD . �

2.2.3 VAG Discretization of the model problem

The VAG discretization [32] is a �nite volume discretization of di�usion problem adapted
to general meshes and heterogenous anisotropic media. It ishere extended to our model
problem coupling the 3D Darcy ow in the porous medium, the 2DDarcy ow in the
fracture network and the 1D Darcy ow in the gallery.

On the porous medium side, we follow the discretization introduced in [12] accounting
for general fracture networks. At the interface � between the porous medium and the
gallery, a non conforming discretization is considered to allow for fairly general meshes at
the interface. A simple matching condition is used by imposing the jump of u to vanish at
the nodes on the porous medium side located at the interface �. This simple strategy is
shown in subsection 2.2.4 to preserve the optimal order of convergence provided that the
meshes in the gallery and in the porous medium satisfy compatibility conditions which
are not very restrictive in practice (see Proposition 2.2.3).

Alternatively, we could investigate the use of a mixed formulation with Lagrange mul-
tipliers at the interface � in the spirit of Mortar methods [8 ] to avoid such condition on
the meshes. The main advantage of our approach is to avoid thesolution of a saddle point
problem and to easily extend to compositional models.

We consider a conforming polyhedral mesh of the domain 
. LetM denote the set
of cellsK , V the set of verticess, E the set of edgese, and F the set of faces� , of the
mesh. We denote byVK the set of vertices of each cellK 2 M , by M s the set of cells
sharing the nodes, by V� the set of nodes and byE� the set of edges of the face� 2 F .
The set M � is the set of cells shared by the face� 2 F . We denote byV� = V \ � the
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set of nodes belonging to the boundary � of the gallery, and byVD = V \ � D the set of
Dirichlet boundary nodes. In the following, for ad dimensional domainA, jAj will denote
the Lebesgued-dimensional measure ofA.

It is assumed that for each face� 2 F , there exists a so-called \centre" of the face
x � such that x � = 1

Card(V� )

P
s2V �

xs. The face� is assumed to be star-shaped w.r.t. its

centrex � which means that the face� matches with the union of the triangles� �;e de�ned
by the face centrex � and each of its edgee 2 E� .

The porous medium mesh is assumed to be conforming with respect to the fracture
network as well as with the boundary@
. In particular, there exists F � f � F such that

� f =
[

� 2F � f

�:

Let us denote byF � f ;s the set of fracture faces sharing the nodes 2 V � f = V \ � f .

A �nite element 1D mesh is de�ned in the gallery (0; L) by the set of nodal points
0 = x0 < � � � < x m < x m+1 < � � � < x mx +1 = L and we sethm+ 1

2
= jxm+1 � xm j for all

m = 0; � � � ; mx .
The P1 �nite element nodal basis de�ned on this 1D mesh is denoted by� m , m =

0; � � � ; mx + 1.
Setting xm+ 1

2
= xm + xm +1

2 for all m = 1; � � � ; mx � 1, andx 1
2

= 0, xmx + 1
2

= L, we de�ne
the mx 1D cellskm = ( xm� 1

2
; xm+ 1

2
).

The previous discretization is denoted byD. Let us de�ne the vector space

X Dp = f vK 2 R; vs 2 R; v� 2 R; K 2 M ; s 2 V ; � 2 F � f g;

of degrees of freedom (d.o.f.) located at the cell centres, fracture face centres, and at the
nodes of the porous medium mesh, and the vector space

X Dg = f vm 2 R; m = 0; � � � ; mx + 1g;

of d.o.f. located at the nodal points of the gallery (0; L) (see Figure 2.2).
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Figure 2.2: Simpli�ed Cartesian geometry with the d.o.f. located at the cell centres,
fracture face centres, nodes of the porous medium mesh, and at the nodal points of the
gallery (0; L).

The extension of the VAG discretization [32] to our coupled model is based on con-
forming Finite Element reconstructions of the gradient operators on 
, on � f , and on
(0; L), and on non conforming piecewise constant function reconstructions on 
, on � f ,
and on (0; L).

For all � 2 F , let us �rst de�ne the operator I � : X Dp ! R such that

I � (vD ) =
1

Card(V� )

X

s2V �

vs;

which is by de�nition of x � a second order interpolation operator at pointx � .
Let us introduce the tetrahedral sub-meshT = f TK;�;e ; e 2 E� ; � 2 F K ; K 2 Mg of

the porous medium mesh, whereTK;�;e is the tetrahedron de�ned by the cell centerxK

and the triangle � �;e . For a givenvDp 2 X Dp , we de�ne the function � T vDp 2 C0(
) as the
continuous piecewise a�ne function on each tetrahedron ofT such that � T vDp (xK ) = vK ,
� T vDp (s) = vs, � T vDp (x � ) = v� , and � T vDp (x � 0) = I � 0(v) for all K 2 M , s 2 V , � 2 F � f ,
and � 0 2 F n F � f .

The nodal �nite element basis of �T X Dp is denoted by� � , � 2 M [ V [ F � f such that
� � (x � 0) = � �;� 0 for all �; � 0 2 M [ V [ F � f .

Then, we de�ne for all vDp 2 X Dp the following gradient operators

r Dm vDp : X Dp ! L2(
) d such that r Dm vDp = r � T vDp ; (2.13)

in the matrix, and

r D f vDp : X Dp ! L2(� f )d� 1 such that r D f vDp = r �  f � T vDp : (2.14)
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in the fracture network. In the gallery, the gradient operator r Dg from X Dg to L2(0; L)
is de�ned by

r Dg vDg (x) =
vm+1 � vm

hm+ 1
2

for all x 2 (xm ; xm+1 ); m = 0; � � � ; mx : (2.15)

In addition to these conforming gradient operators, the VAGdiscretization uses non
conforming piecewise constant reconstructions of functions from X Dp into L2(
) and
L2(� f ), and from X Dg into L2(0; L).

Let us introduce the following partition of each cellK 2 M

K = ! K

[ � [

s2V K n(VD [V � [V � f )

! K; s

�

Then, we de�ne the function reconstruction operator in the matrix

� Dm vDp (x) =
�

vK for all x 2 ! K ; K 2 M ;
vs for all x 2 ! K; s; s 2 VK n (VD [ V � [ V � f ); K 2 M :

(2.16)

Similarly, let us de�ne the partition of each fracture face� 2 F � f by

� = ! �

[ � [

s2V � n(VD [V � )

! �; s

�
;

and the function reconstruction operator in the fracture network by

� D f vDp (x) =
�

v� for all x 2 ! � ; � 2 F � f ;
vs for all x 2 ! �; s; s 2 V � n (VD [ V � ); � 2 F � f :

(2.17)

In the gallery, the reconstruction operator is de�ned by

� Dg vDg (x) = vm for all x 2 (xm� 1
2
; xm+ 1

2
); m = 1; � � � ; mx : (2.18)

Note that � Dm vDp does not depend onvs for s 2 V � [ V � f and that � D f vDp does not
depend onvs for s 2 V � \ V � f . This property of the operators � Dm and � D f avoids the
mixing of the matrix and fractures in the control volumes located at nodess 2 V � f , as
well as the mixing of the porous medium and the gallery in control volumes located at
nodess 2 V � . This is a crutial property to extend the VAG discretizationto the composi-
tional model taking into account the highly contrasted material properties or the di�erent
models in the gallery, in the fractures, and in the matrix.

Finally, let us de�ne the interpolation operator Ps reconstructing the valueus at point
xs for s 2 V � as a function of the vector of d.o.f.uDg 2 X Dg in the gallery:

PsuDg =
mx +1X

m=0

� m;sum ;
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with � m;s = � m (xs). From this de�nition of Ps, we can de�ne the vector spaceX D of
discrete unknowns as the following subspace ofX Dp � X Dg

X D = f (vDp ; vDg ) 2 X Dp � X Dg j vs = PsvDg for all s 2 V � g:

Its subspace with homogeneous Dirichlet boundary conditions is denoted by

X 0
D = f vD 2 X D j vs = 0 for all s 2 VD ; and v0 = vmx +1 = 0g: (2.19)

The previous gradient and function reconstruction operators will be applied on vectors of
X D keeping the same notations for convenience sake.

The VAG gradient discretization is de�ned by the vector space of d.o.f. (2.19), by
the discrete gradient operators (2.13), (2.14), (2.15), and by the function reconstruction
operators (2.16), (2.17), (2.18). Then, the VAG discretization of the model problem (2.6)
is directly given by (2.12).

In order to write the equivalent �nite volume formulation of (2.12), let us de�ne for
all uD 2 X D the matrix uxes

VK;� (uD ) =
X

� 02 � K

T �;� 0

K (uK � u� 0); (2.20)

connecting each cellK to its d.o.f. � 2 � K with � K = VK [ (FK \ F � f ) and

T �;� 0

K =
Z

K
K m r � � � r � � 0dx:

Similarly, the fracture uxes de�ned by

V�; s(uD ) =
X

� 02V �

Ts;s0

� (u� � us0); (2.21)

connect each fracture face� to its nodess 2 V � where

Ts;s0

� =
Z

�
df K f r �  f � s � r �  f � s0d� (x):

On the gallery side, we similarly de�ne for alluD 2 X D the uxes

Vm;m +1 (uD ) = Tm+ 1
2
(um � um+1 ); (2.22)

connectingm to m + 1 for all m = 0; � � � ; mx , where

Tm+ 1
2

=
jSj

h2
m+ 1

2

Z xm +1

xm

dx
� g(x)

:
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Let us set for the source terms in the matrix

gm;K =
1

j! K j

Z

! K

gm (x)dx; gm;K; s =
1

j! K; sj

Z

! K; s

gm (x)dx;

and � K; s = j! K; s j
jK j for all s 2 VK n (VD [ V � [ V � f ) and K 2 M . Similarly, we set in the

fracture network

gf;� =
1

j! � j

Z

! �

df (x)gf (x)d� (x); gf;�; s =
1

j! �; sj

Z

! �; s

df (x)gf (x)d� (x);

and � �; s = j! �; s j
j � j for all s 2 V � n (VD [ V � ) and � 2 F � f .

Then, the variational formulation (2.12) is equivalent to �nd uD 2 X 0
D satisfying the

discrete conservation equations in the porous medium
8
>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>:

X

� 2 � K

VK;� (uD ) = (1 �
X

s2V K n(VD [V � [V � f )

� K; s)jK jgm;K ; K 2 M ;

X

s2V �

V�; s(uD ) �
X

K 2M �

VK;� (uD ) = (1 �
X

s2V � n(VD [V � )

� �; s)j� jgf;� ; � 2 F � f ;

�
X

K 2M s

VK; s(uD ) =
X

K 2M s

� K; sjK jgm;K; s; s 2 V n (VD [ V � [ V � f );

�
X

K 2M s

VK; s(uD ) �
X

� 2F � f ;s

V�; s(uD )

=
X

� 2F � f ;s

� �; sj� jgf;�; s; s 2 V � f n (VD [ V � );

(2.23)

coupled with the conservation equations in the gallery form = 1; � � � ; mx

Vm;m +1 (uD ) � Vm� 1;m (uD ) =
Z xm +1 =2

xm � 1=2

jSjgg dx

+
X

s2V �

� m;s

� X

K 2M s

VK; s(uD ) +
X

� 2F � f ;s

V�; s(uD )
�

:
(2.24)

2.2.4 Convergence analysis of the VAG discretization of the
model problem

It will be assumed for the convergence analysis that the family of tetrahedral submeshes
T of the porous medium domain 
 is shape regular. Hence we consider the mesh shape
regularity parameter

� T = max
T 2T

hT

� T
;
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and the mesh size
hT = max

T 2T
hT ;

wherehT denotes the diameter of the tetrahedronT and � T the diameter of the insphere
of T. For the 1D mesh in the gallery we set

hDg = max
m=0 ;��� ;m x

hm+ 1
2
:

Let us de�ne the linear mapping� Dg from X 0
D to H 1

0 (0; L) such that

� Dg vD =
mx +1X

m=0

um � m (x)

and let us recall that
r Dg = @x � Dg :

Lemma 2.2.3 For all vD 2 X D one has the estimate

k � T vD � � Dg vD kL 2 (�) � (8j@Sj)
1
2 (hT + hDg )kr Dg vD kL 2 (0;L ) :

Proof : Let us consider the points �xk 2 (0; L), k = 0; � � � ; N such that �x0 = 0, �xN = L,
�xk+1 � �xk = hT for all k = 0; � � � ; N � 2, and 0 < �xN � �xN � 1 � hT . We consider
the overlapping decomposition of � de�ned by (�xk ; �xk+2 ) � @Sfor k = 0; � � � ; N � 2. Let
k 2 f 0; � � � ; N � 2g be given, and let us setm1;k = argmaxf m 2 f 0; � � � ; mx+1g j �xk � xmg,
m2;k = argminf m 2 f 0; � � � ; mx + 1g j �xk+2 � xmg, and F k

� = f � 2 F � j � � [�xk ; �xk+2 ] �
@Sg. Then, it follows that

k � T vD � � Dg vD k2
L 2 (�)

�
X

k2f 0;��� ;N � 2g j m2;k >m 1;k +1

X

� 2F k
�

j� j
�

max
m2f m1;k ;��� ;m 2;k g

vm � min
m2f m1;k ;��� ;m 2;k g

vm

� 2

� 2hT (2hT + 2hDg )j@Sj
X

k2f 0;��� ;N � 2g j m2;k >m 1;k +1

m2;k � 1X

m1;k

jvm+1 � vm j2

hm+ 1
2

� 4hT (2hT + 2hDg )j@Sj
mxX

m=0

jvm+1 � vm j2

hm+ 1
2

= 8j@SjhT (hT + hDg )kr Dg vD k2
L 2 (0;L ) :

�

Lemma 2.2.4 For all vD 2 X D , there exists a constantC depending only on the fracture
network and on the domain
 such that

k � �  f � T vD �  � � � Dg vD kL 2 (� � ) � C(hT + hDg )kr Dg vD kL 2 (0;L ) :
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Proof : the set � � is the union of a �nite number of segments depending only on �f and
�. Let us consider such a segment denoted by [xs1 ; xs2 ], and let us de�ne Ex s1 x s2

= f e 2
E je � [xs1 ; xs2 ]g, m1 = argmaxf m 2 f 0; � � � ; mx + 1g j xs1 � xmg and m2 = argminf m 2
f 0; � � � ; mx + 1g j xs2 � xmg, m1(e) = argmaxf m 2 f 0; � � � ; mx + 1g j xs � xm ; 8 s 2 Veg
and m2(e) = argmin f m 2 f 0; � � � ; mx + 1g j xs � xm ; 8 s 2 Veg. It follows that

k � �  f � T vD �  � � � Dg vD k2
L 2 (x s1 ;x s2 )

�
X

e2Ex s1 x s2
j m2 (e)>m 1 (e)+1

jej
�

max
m2f m1 (e);��� ;m 2 (e)g

vm � min
m2f m1 (e);��� ;m 2 (e)g

vm

� 2

�
X

e2Ex s1 x s2
j m2 (e)>m 1 (e)+1

jej
m2 (e)� 1X

m1 (e)

jvm+1 � vm j2

hm+ 1
2

(hT + 2hDg )

� 2hT (hT + 2hDg )
m2 � 1X

m= m1

jvm+1 � vm j2

hm+ 1
2

= 2hT (hT + 2hDg )kr Dg vD k2
L 2 (0;L ) :

�
For all u 2 C1

V 0 , let us de�ne PDg u 2 X Dg such that (PDg u)m = u (xm ) for all m =
0; � � � ; mx + 1, and PDp u 2 X Dp such that (PDp u)s = u(xs) for all s 2 V , (PDp u)� = u(x � )
for all � 2 F � f , (PDp u)K = u(xK ) for all K 2 M .

Let us also de�ne for allu 2 C1
V 0 , PD u 2 X 0

D such that (PD u)s = u(xs) for all s 2 VnV� ,
(PD u)� = u(x � ) for all � 2 F � f , (PD u)K = u(xK ) for all K 2 M , (PD u)s = Ps(PDg u) for
all s 2 V � , and (PD u)m = u (xm ) for all m = 0; � � � ; mx + 1.

Lemma 2.2.5 For all u 2 C1
V 0 , there exists a constantC(u; � T ) depending onu and � T

such that

kr Dm PD u � r ukL 2 (
) d � C(u; � T )
�

hT + hDg max
� 2F �

(
h�

diam(� )
1
2

)
�

;

where h� = max s2V �

�
jxs � xm(s) jj xs � xm(s)+1 j

� 1
2

with m(s) 2 f 0; � � � ; mxg such that

xs 2 [xm(s) ; xm(s)+1 ].

Proof : From Lemma 3.2 of [14], there exist two constantsC(u) and C(� T ) such that

kr Dm (PD u � PDp u)k2
L 2 (
) d � C(� T )

X

� 2F �

X

s2V �

diam(� )
�

u(xs) � P s(PDg u)
� 2

� C(� T )C(u)
X

� 2F �

h4
� diam(� ):

It is classical fromP1 �nite element approximation that there exists a constantC(� T ; u)
such that kr Dm PDp u � r ukL 2 (
) d � C(� T ; u)hT . Combining the two previous estimates,
we obtain the estimate of Lemma 2.2.5.�
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Lemma 2.2.6 For all u 2 C1
V 0 , there exist a constantC(u; � T ) depending onu and � T

such that

kr D f PD u � r �  f ukL 2 (� f )d� 1 � C(u; � T )
�

hT + hDg max
e2E� \E � f

(
he

diam(e)
1
2

)
�

;

where he = max s2V e

�
jxs � xm(s) jj xs � xm(s)+1 j

� 1
2

with m(s) 2 f 0; � � � ; mxg such that

xs 2 [xm(s) ; xm(s)+1 ].

Proof : From Lemma 3.2 of [14], there exist two constantsC(u) and C(� T ) such that

kr D f (PD u � PDp u)k2
L 2 (� f )d� 1 � C(� T )

X

e2E� \E � f

X

s2V e

�
u(xs) � P s(PDg u)

� 2

� C(� T )C(u)
X

e2E� \E � f

h4
e:

It is classical fromP1 �nite element approximation that there exists a constantC(� T ; u)
such that kr D f PDp u � r �  f ukL 2 (� f )d� 1 � C(� T ; u)hT . Combining the two previous esti-
mates, we obtain the estimate of Lemma 2.2.6.�

Lemma 2.2.7 For all u 2 C1
V 0 , there exist a constantC(u; � T ) depending onu and � T

such that

k� Dm PD u � ukL 2 (
) + k� D f PD u �  f ukL 2 (� f ) � C(u; � T )
�

hT + h2
Dg

h
1
2
T

�
:

Proof : Let us prove for example the estimate for the matrix function reconstruction
operator. From Lemma 3.2 of [14], we have the estimates

k� T (PD u � PDp u)k2
L 2 (
) � C(� T )

X

� 2F �

X

s2V �

diam(� )3
�

u(xs) � P s(PDg u)
� 2

� C(� T )C(u)
X

� 2F �

h4
� diam(� )3:

The proof follows from a classicalP1 �nite element approximation and Lemma 3.3 of [14].
�

The following Lemma follows from classicalP1 �nite element estimates.

Lemma 2.2.8 For all u 2 C1
V 0 , there exists a constantC(u) depending onu such that

k� Dg PD u � u kL 2 (0;L ) + kr Dg PD u � @x u kL 2 (0;L ) � C(u)hDg :

The following Lemma, which provides an estimate of the consistency error for smooth
solutions, directly follows from Lemmas 2.2.5, 2.2.6, 2.2.7, 2.2.8.
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Lemma 2.2.9 For all u 2 C1
V 0 , there exists a constantC(u; � T ) depending onu and � T

such that

SD (u) � C(u; � T )
�

hT + hDg (1 + max
� 2F �

(
h�

diam(� )
1
2

))
�

where h� = max s2V �

�
jxs � xm(s) jj xs � xm(s)+1 j

� 1
2

with m(s) 2 f 0; � � � ; mxg such that

xs 2 [xm(s) ; xm(s)+1 ].

Remark 2.2.1 To obtain the �rst order estimate of Lemma 2.2.9, it su�ces that u is
C2(K ) for each cellK 2 M and u 2 C2([xm ; xm+1 ]) for all m = 0; � � � ; mx . From the
de�nition of W, and since the solution satis�esqg = � jSj

� g
@x u , in order to obtain such a

smoothness on the solution, one should clearly include the pointsx̂k ; k 2 S� � in the 1D
mesh of(0; L).

We now state in the following Lemma an estimate of the conformity error for uxes in
C1

W .

Lemma 2.2.10 For all q = ( qm ; qf ; qg) 2 C1
W there exists a constantC(q; � T ) depending

on q and � T such that
WD (q) � C(q; � T )(hT + hDg ):

Proof : Let q = ( qm ; qf ; qg) be in C1
W . Let us de�ne for all vD 2 X 0

D

W D (q; vD ) =
Z


 n� f

(qm � r � T vD + � T vD div(qm ))dx

+
Z

� f

(qf � r �  f � T vD + r f (q) f � T vD )d� (x)

+
Z L

0
(qg@x � Dg vD + rg(q)� Dg vD )dx:

Using integration by part, we can derive that

W D (q; vD ) =
Z

�
(qm � n)(  � T vD � � Dg vD )d� (x)

+
X

i 2 I

Z

� i; �

(qf j � f;i � n � i )(  � �  f � T vD �  � � � Dg vD )dl(x):

It follows from Lemmas 2.2.3 and 2.2.4 that there exists a constant C(q) such that

W D (q; vD ) � C(q)(hT + hDg )kr Dg vD kL 2 (0;L ) :

Next, from Lemma 3.4 of [14] it follows that there existsC(q; � T )

jW D (q; vD ) � WD (q; vD )j � C(q; � T )(hT + hDg )kvD kD ;

Combining the two previous estimates, we can conclude the proof of Lemma 2.2.10.�

We can now state the main result of this section.
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Proposition 2.2.3 Let us consider a family of discretizations(D l ) l2 N such that there
exist constants� , � with � T l � � and max� 2F l

�
( h�

diam(� )
1
2
) � � for all l 2 N, where

h� = max
s2V �

�
jxs � xm(s) jj xs � xm(s)+1 j

� 1
2
;

with m(s) 2 f 0; � � � ; mxg such that xs 2 [xm(s) ; xm(s)+1 ], and such thatlim l ! + 1 hT l = 0
and lim l ! + 1 hDg

l = 0.
Then, the corresponding family of VAG discretizations de�ned in subsection 2.2.3 is

coercive, consistent and limit conforming in the sense of subsection 2.2.2 and hence con-
vergent.

Proof : The coercivity follows from Proposition 9 of [13] and from the classical estimate
k� Dg vD kL 2 (0;L ) � L

1
2 kr Dg vD kL 2 (0;L ) for all vD 2 X 0

D . The consistency derives from Lem-
mas 2.2.9 and 2.2.1 and the limit conformity from Lemmas 2.2.10 and 2.2.2.�

Remark 2.2.2 If the mesh is conforming at the interface� in the sense that for all
s 2 V � there existsm 2 f 0; � � � ; mx + 1g such thatxs = xm , then one hash� = 0 for all
� 2 F � in the previous proposition.

In addition, if the discretization is conforming in the sense that� T X D � V and
r Dg =  � T , then, the terms in Lemmas 2.2.3 and 2.2.4 vanish. This is the case if, in
addition to the previous condition onV� , denoting byVm the set of nodes alongf xmg �
@S= f s1; � � � ; skm g in cyclic order, all the edges(sk ; sk+1 ), k = 1; � � � ; km � 1 and (skm s1)
belong toE.

2.2.5 Numerical examples

In order to ease the mesh generation, we consider in both testcases the simpler geometry
of Figure 2.1 for which the porous medium is de�ned by the domain 
 = (0 ; 1)3 and the
gallery is de�ned by the domain (0; 1) � (� 1; 0) � (0; 1) with longitudinal axis x. The
porous medium gallery interface is de�ned by � = (0; 1) � f 0g � (0; 1).

For the �rst test case the porous medium contains a single fracture � f = f 0:5g �
(0; 1) � (0; 1) orthogonal to the axisx of the gallery (see Figure 2.3). Both the matrix and
the fracture are considered homogeneous and isotropic and we setK m = I and df K f = I .

Let us choose the functionu 2 V de�ned by

u(x; y; z) =
�

y cos(x + y + z) + ecos(x+ y) if x � 1
2 ;

y cos(1� x + y + z) + ecos(1� x+ y) if x > 1
2 :

The function u is solution of (2.5) (with non homogeneous Dirichlet boundary conditions
and right hand sides obtained fromu), if the ux

�
qm ; qf ; qg

�
=

�
�r u; �r �  f u; �

1
� g

@x u
�

71



is in the spaceC1
W . We can check that this condition is satis�ed for a constant choice of

� g > 0 de�ned by

� g =
2 sin(1

2)ecos(1
2 )

sin(1
2)ecos(1

2 ) � sin(3
2) + sin( 1

2)
:

The convergence of the VAG scheme to this solution is tested on two families of meshes
(see Figure 2.3). The �rst family is a family of uniform Cartesian meshes of the domain

 of sizes n � n � n with n = 2; 4; 8; 16; 32; 64; 128. The second family is the family of
tetrahedral meshes of the domain 
 taken from the FVCA6 3D benchmark [34]. In both
cases the 1D mesh in the gallery contains the pointx = 1

2 and is uniform in both intervals
(0; 1

2) and (1
2 ; 1) with a total number of points roughly equal to 1.2 times thepower one

third of the number of cells of the mesh of the domain 
. We havechecked, for this choice
of the 1D mesh, that roughly 95 percent of the nodes of � are notmatching with the
nodes of the 1D mesh.

In all test cases, the linear system obtained after elimination of the cell and Dirichlet
unknowns is solved using the GMRes iterative solver with thestopping criteria 10� 10 and
a maximum Krylov subspace dimension �xed to 1000 (not attained in our tests). The
GMRes solver is preconditioned by ILUT [54], [55] using the thresholding parameter 10� 4.

The convergence of the sum of the relative L2 errors in the matrix, fracture and gallery
for the function and gradient reconstructions as a functionof the number of degrees of
freedom after elimination of the cell and Dirichlet unknownsis plotted in Figure 2.4.
Tables 2.1 and 2.2 exhibit in addition the number of unknownsbefore and after elimination
of the cells and Dirichlet nodes, the number of non zero elements of the reduced Jacobian,
the CPU time in seconds for the linear solve and the order of convergence for the function
and gradient reconstructions. The order of convergence is computed w.r.t. the number of
cells to the power one third.

We can checked that we obtain as expected for both families ofmeshes a �rst order of
convergence for the gradient reconstructions. A second order of convergence is obtained
for the function reconstructions which is classicaly better than the obtained error estimate.
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Figure 2.3: For the �rst test case: third Cartesian mesh and �rst tetrahedral mesh of the
porous medium domain with one fracture orthogonal to the gallery axis x.

Figure 2.4: For the �rst test case and both families of Cartesian and tetrahedral meshes:
sum of the relative L2 errors in the matrix, fracture and gallery for the function recon-
structions (u) and the gradient reconstructions (Grad) as afunction of the number of
degrees of freedom after elimination of the cell and Dirichlet unknowns.
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mesh cells d.o.f. red. d.o.f. nz jac error u error r order u order r cpu (s) � cpu

1 8 43 18 72 0.11 0.27 2.7 10� 4

2 64 211 74 852 2.9 10� 2 0.11 1.94 1.2 6.2 10� 4 0.40
3 512 1316 499 9.2k 7.3 10� 3 3.7 10� 2 2.0 1.7 1.1 10� 2 1.38
4 4k 9.2k 3.9k 90k 1.8 10� 3 1.2 10� 2 2.0 1.5 0.12 1.16
5 32k 69k 32k 798k 4.6 10� 4 4.7 10� 3 2.0 1.4 1.14 1.08
6 262k 540k 258k 6721k 1.2 10� 4 2.2 10� 3 2.0 1.1 10.3 1.05
7 2097k 4260k 2081k 55182k 2.9 10� 5 9.4 10� 4 2.0 1.2 102 1.10

Table 2.1: For the �rst test case and the family of 7 Cartesianmeshes: number of cells
(cells), number of unknowns (d.o.f.), number of unknowns after elimination without �ll in
of the cells and Dirichlet nodes (red. d.o.f.), number of nonzero elements in the reduced
Jacobian (nz jac), L2 error for the function reconstructions(error u), L2 error for the
gradient reconstructions (errorr ), order of convergence for the function reconstructions
(order u), order of convergence for the gradient reconstructions (order r ), cpu time in
seconds for the linear solution (cpu), and scaling of cpu time (� cpu) by cpu � cells� cpu .

mesh cells d.o.f. red. d.o.f. nz jac error u error r order u order r cpu (s) � cpu

1 1.3k 1.8k 275 2.6k 8.4 10� 3 0.20 5.0 10� 3

2 11k 13k 1.8k 23k 1.9 10� 3 8.9 10� 2 2.1 1.2 5.5 10� 2 1.12
3 100k 120k 16k 231k 4.5 10� 4 3.9 10� 2 1.95 1.1 0.72 1.17
4 220k 260k 35k 513k 2.5 10� 4 2.8 10� 2 2.2 1.2 1.7 1.09
5 428k 505k 68k 1012k 1.8 10� 4 2.2 10� 2 1.6 1.1 3.5 1.09
6 794k 933k 125k 1889k 1.1 10� 4 1.8 10� 2 2.4 1.0 7.0 1.12
7 1175k 1379k 185k 2810k 8.0 10� 5 1.6 10� 2 2.3 1.2 11 1.15
8 1592k 1864k 250k 3815k 6.7 10� 5 1.4 10� 2 1.85 1.3 15 1.02

Table 2.2: For the �rst test case and the family of 8 tetrahedral meshes: number of cells
(cells), number of unknowns (d.o.f.), number of unknowns after elimination without �ll in
of the cells and Dirichlet nodes (red. d.o.f.), number of nonzero elements in the reduced
Jacobian (nz jac), L2 error for the function reconstructions(error u), L2 error for the
gradient reconstructions (errorr ), order of convergence for the function reconstructions
(order u), order of convergence for the gradient reconstructions (order r ), cpu time in
seconds for the linear solution (cpu), and scaling of cpu time (� cpu) by cpu � cells� cpu .

The second test case consider a single fracture �f = (0 ; 1) � (0; 1) � f 0:5g parallel
to the axis x of the gallery (see Figure 2.5). The families of meshes are obtained from
the previous ones by rotation and the 1D mesh in the gallery isuniform with the same
number of nodes as in the previous test case.

Let us choose the functionu 2 V de�ned by

u(x; y; z) =
�

y cos(x + y + z) + ecos(x+ y) if z � 1
2 ;

y cos(x + y + 1 � z) + ecos(x+ y) if z > 1
2 ;
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and setK m = I and df K f = I , � g = 1. Since the ux
�

qm ; qf ; qg

�
=

�
�r u; �r �  f u; � @x u

�

is in the spaceC1
W , the function u is solution of (2.5) with non homogeneous Dirichlet

boundary conditions and right hand sides obtained fromu. The results exhibited in Figure
2.6 and in Tables 2.3 and 2.4 are similar than for the previoustest case.

Figure 2.5: For the second test case: third Cartesian mesh and�rst tetrahedral mesh of
the porous medium domain with one fracture parallel to the gallery axis x.
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Figure 2.6: For the second test case and both families of Cartesian and tetrahedral meshes:
sum of the relative L2 errors in the matrix, fracture and gallery for the function recon-
structions (u) and the gradient reconstructions (Grad) as afunction of the number of
degrees of freedom after elimination of the cell and Dirichlet unknowns.

mesh cells d.o.f. red. d.o.f. nz jac error u error r order u order r cpu (s) � cpu

1 8 43 18 87 0.10 0.26 2.8 10� 4

2 64 211 74 869 2.5 10� 2 6.5 10� 2 2.1 2.0 8.8 10� 4 0.55
3 512 1.3 499 9.3k 6.3 10� 3 2.2 10� 2 2.0 1.5 9.5 10� 3 1.14
4 4k 9.2k 3.9k 90k 1.6 10� 3 8.9 10� 3 2.0 1.3 0.13 1.27
5 32k 69k 32k 798k 4.0 10� 4 3.1 10� 3 2.0 1.5 1.2 1.07
6 262k 540k 258k 6723k 9.9 10� 5 1.4 10� 3 2.0 1.2 11 1.05
7 2097k 4260k 2081k 55183k 2.5 10� 5 6.2 10� 4 2.0 1.1 104 1.08

Table 2.3: For the second test case and the family of 7 Cartesian meshes: number of cells
(cells), number of unknowns (d.o.f.), number of unknowns after elimination without �ll in
of the cells and Dirichlet nodes (red. d.o.f.), number of nonzero elements in the reduced
Jacobian (nz jac), L2 error for the function reconstructions(error u), L2 error for the
gradient reconstructions (errorr ), order of convergence for the function reconstructions
(order u), order of convergence for the gradient reconstructions (order r ), cpu time in
seconds for the linear solution (cpu), and scaling of cpu time (� cpu) by cpu � cells� cpu .
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mesh cells d.o.f. red. d.o.f. nz jac error u error r order u order r cpu (s) � cpu

1 1.3k 1.8k 275 2.6k 5.8 10� 3 0.14 6.1 10� 3

2 11k 13k 1.8k 23k 1.4 10� 3 6.6 10� 2 2.0 1.1 6.2 10� 2 1.09
3 100k 120k 16k 231k 3.8 10� 4 3.3 10� 2 1.8 0.9 1.1 1.30
4 220k 260k 34k 513k 2.1 10� 4 2.5 10� 2 2.3 1.1 1.8 0.62
5 428k 505k 67k 1012k 1.6 10� 4 2.1 10� 2 1.2 0.8 3.9 1.16
6 794k 932k 125k 1889k 8.9 10� 5 1.5 10� 2 2.8 1.4 7.0 0.95
7 1175k 1378k 185k 2809k 6.2 10� 5 1.4 10� 2 2.7 0.55 10 0.91
8 1592k 1864k 250k 3815k 5.4 10� 5 1.2 10� 2 1.5 1.6 16 1.55

Table 2.4: For the second test case and the family of 8 tetrahedral meshes: number of cells
(cells), number of unknowns (d.o.f.), number of unknowns after elimination without �ll in
of the cells and Dirichlet nodes (red. d.o.f.), number of nonzero elements in the reduced
Jacobian (nz jac), L2 error for the function reconstructions(error u), L2 error for the
gradient reconstructions (errorr ), order of convergence for the function reconstructions
(order u), order of convergence for the gradient reconstructions (order r ), cpu time in
seconds for the linear solution (cpu), and scaling of cpu time (� cpu) by cpu � cells� cpu .

2.3 Extension to the Compositional Model

2.3.1 Compositional Model

Let � = g; l denote the gas and liquid phases assumed to be both de�ned by amixture of
two components, the water component denoted bye which can vaporize in the gas phase,
and the gaseous componenta standing for air which can dissolve in the liquid phase.
The generalization to the case ofN components is straightforward following Chapter 1.
Following [11] (see also Chapter 1 or [47] for the case ofN components), the gas liquid
Darcy ow formulation uses the gas pressurepg and the liquid pressurepl as primary
unknowns, denoted byU = ( pg; pl ) in the following. In this formulation, the component
molar fractions of the gas and liquid phases are de�ned by some functionsc�

i (U) of the
phase pressures such thatc�

e (U)+ c�
a (U) = 1. Consequently the molar and mass densities,

as well as the viscosities can be de�ned as functions ofU and will be denoted by respec-
tively � � (U), � � (U), � � (U) for � = g; l.

In the matrix domain 
 n � f let us use the following notations:

� The saturations s� are given by the functionsS�
m (x; pc) of the capillary pressure

pc = pg � pl with Sl
m (x; pc) + Sg

m (x; pc) = 1.

� The relative permeabilities are denoted byk�
r;m (x; s� ) for � = g; l.

� The porosity is denoted by� m (x), and the permeability tensor byK m (x)

Similarly, in the fracture network � f let us use the following notations:
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� The saturations are given by the functionsS�
f (x; pc) of the capillary pressure with

Sl
f (x; pc) + Sg

f (x; pc) = 1.

� The relative permeabilities are denoted byk�
r;f (x; s� ) for � = g; l.

� The porosity is denoted by� f (x), the fracture width by df (x), and the tangential
permeability tensor byK f (x).

Following [12], it is assumed that both phase pressures are continuous at the matrix
fracture interfaces such that the pressures in the fracturenetwork are de�ned by  f p� for
� = g; l. Then, the Darcy velocities in the fracture network is obtained for � = g; l by
the reduced model

V �
f = �

k�
r;f (x; S�

f ( f (pg � pl )))

� � ( f U)
df (x)K f (x)

�
r �  f p� � � � ( f U)g�

�
;

whereg denote the gravity vector,g� = g � (g � n)n) with n a unit normal vector to the
fracture. At fracture intersections �, for � = g; l, it is assumed that the pressures f p�

are continuous and that the normal uxes of the Darcy velocities V �
f sum to zero. At

the immersed fracture boundaries �N , the normal ux of the Darcy velocity V �
f is also

assumed to vanish.
In the matrix domain, the Darcy velocities are classicaly de�ned by

V �
m = �

k�
r;m (x; S�

m (pg � pl ))

� � (U)
K m (x)

�
r p� � � � (U)g

�
;

for both phases� = g; l.

In the gallery, the primary unknowns, depending only on thex coordinate along the
gallery and on the timet, are the gas pressurep and the gas molar fractionsc = ( ce; ca).
The gas ow model is de�ned by a No Pressure Wave (NPW) [57] isothermal pipe ow
model. In connection with the previous model problem, we assume that the velocity in
the gallery is given by

w = �
1

� g(x)
@xp;

corresponding to a Poiseuille ow. A more general pressure drop law such as the Forc-
cheimer law to �x ideas

w = h(@xp) =
� g �

q
� 2

g + 4� gj@xpj

2� g

@xp
j@xpj

;

with � g(x) > 0, � g(x) > 0, will be considered in the discretization subsection 2.3.2.
At the interface � between the gallery and the porous medium the coupling conditions

are an adaptation to a 1D con�guration for the free ow to those stated in [49]. Compared
with [49], the gas pressure jumpp � pg at the interface is neglected since a small ow
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rate between the porous medium and the gallery is assumed dueto the low permeability
of the disposal. Hence the coupling conditions account �rst for the continuity of the gas
phase pressurepg = p. Second, as in [49], we impose the continuity of the gas molar
fractions cg = c. Third the thermodynamical equilibrium between the gas phase and the
liquid phase at the interface � is assumed. All together, we obtain the following coupling
conditions at the interface �

�
p = p g;
ci = cg

i ( U); i = e; a:
(2.25)

Using these coupling conditions (2.25), we can formulate the1D free ow model in the
gallery using the same unknownU as in the porous medium.

For � = g; l, i = e; a, let us denote the number of mole per unit matrix volume by

ni;m (x; U) =
X

� = g;l

� � (U)S�
m (x; pg � pl )c�

i (U)

and the number of mole per unit fracture surface by

ni;f (x;  f U) =
X

� = g;l

� � ( f U)S�
f (x;  f (pg � pl ))c�

i ( f U):

For � = g; l, i = e; a, let us denote the mobility of the componenti in phase� by

m�
i;m (x; U) = � � (U)c�

i (U)
k�

r;m (x; S�
m (x; pg � pl ))

� � (U)

in the matrix, and by

m�
i;f (x;  f U) = � � ( f U)c�

i ( f U)
k�

r;f (x; S�
f (x;  f (pg � pl )))

� � ( f U)

in the fracture network.

We can now state formally the formulation of the model coupling the 3D gas liquid
Darcy ow in the matrix domain, the 2D gas liquid Darcy ow in t he fracture network, and
the 1D free gas ow in the gallery. The model amounts to �ndU = ( pg; pl ) 2 L2

�
0; T; V

�
�

L2
�

0; T; V
�

and (qa; qe) 2 L2(0; T; W) � L2(0; T; W) with qi = ( qm;i ; qf;i ; qg;i ), i = a; e,
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such that for all i = a; e one has
8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

� m@tni;m (x; U) + div( qm;i ) = 0
� f df @tni;f (x; U) + r f (qi ) = 0 ;

jSj@t

�
� g( U)cg

i ( U)
�

+ rg(qi ) = 0 ;

�
X

� = g;l

m�
i;m (x; U)K m

�
r p� � � � (U)g

�
= qm;i ;

�
X

� = g;l

m�
i;f (x;  f U)df K f

�
r �  f p� � � � ( f U)g�

�
= qf;i ;

�
jSj
� g

� g( U)cg
i ( U)@x p g = qg;i ;

(2.26)

together with initial conditions in the matrix, the fractur e and the gallery domains, as
well as Dirichlet boundary conditions at �D , � D and at both sides of the gallery.

2.3.2 VAG discretization of the compositional model

The VAG scheme has been extended to multiphase Darcy ows in [36] for compositional
models. In [35] it is adapted to the case of discontinuous capillary pressures using a phase
pressures formulation in order to take into account accurately the saturation jump at the
interfaces between di�erent rocktypes. This motivates thechoice of the phase pressures
as primary unknowns in our model. In [12] it is extended to thecase of immiscible two
phase Darcy ows in discrete fracture networks coupling theow in the fractures with
the ow in the surrounding matrix. The current discretization combines ideas of [35] and
[12] and extend them to compositional models and to the coupling with the 1D free gas
ow.

Let us de�ne UD = ( pg
D ; pl

D ) 2 (X D )2 as the vector of the discrete unknowns of the
coupled model (2.26). The discretization of the Darcy matrix uxes for each component
i = e; a combines the VAG uxes and a phase by phase upwinding of the mobility terms
w.r.t. the sign of the ux

V �;i
K;� (UD ) = m�

i;m (xK ; U�;up
K;� )

�
VK;� (p�

D ) + g� �
K;� VK;� (zD )

�
;

for all K 2 M , � 2 � K , with the upwinding

U�;up
K;� =

�
UK if VK;� (p�

D ) + g� �
K;� VK;� (zD ) � 0;

U� else;

the averaged density� �
K;� = � � (UK )+ � � (U� )

2 , and the vector of the vertical coordinates at all
d.o.f. zD = ( z� ; � 2 M [ V [ F � f ).

Similarly, the discretization of the Darcy fracture uxes for � 2 F � f , s 2 V � is de�ned
by

V �;i
�; s (UD ) = m�

i;f (x � ; U�;up
�; s )

�
V�; s(p�

D ) + g� �
�; sV�; s(zD )

�
;
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with the upwinding

U�;up
�; s =

�
U� if V�; s(p�

D ) + g� �
�; sV�; s(zD ) � 0;

Us else;

and the averaged density� �
�; s = � � (U� )+ � � (Us )

2 .
The VAG uxes in the gallery (2.22) are extended to the Darcy-Forchheimer law using

a one quadrature point formula as follows

Vm;m +1 (pg
D ) = jSjh

�
� g(xm+ 1

2
); � g(xm+ 1

2
); r Dg pg

D (xm+ 1
2
)
�

= jSjh

 

� g(xm+ 1
2
); � g(xm+ 1

2
);

pg
m+1 � pg

m

hm+ 1
2

!

;

and the discretization of the Darcy-Forchheimer uxes for each componenti = e; a is
de�ned by

Vm;m +1 ;i (UD ) = � g(Uup
m;m +1 )cg

i (Uup
m;m +1 )Vm;m +1 (pg

D );

with the upwinding

Uup
m;m +1 =

�
Um ; if Vm;m +1 (pg

D ) � 0;
Um+1 ; else;

for all m = 0; � � � ; mx .

For N 2 N� , let us consider the time discretizationt0 = 0 < t 1 < � � � < t n� 1 < t n � � � <
tN = T of the time interval [0; T]. We denote the time steps by �tn = tn � tn� 1 for all
n = 1; � � � ; N .

The initial conditions are given in the porous medium byU0
� = ( pg

ini;� ; pl
ini;� ) for all

� 2 M [ F � f [
�

V n(VD [ V � )
�

. In the gallery, they are de�ned for allm = 1; � � � ; mx by

pg;0
m = pg

ini;m , and pl;0
m = pl

ini;m .
Let us set � K =

R
K � m (x)dx and � � =

R
� � f (x)df (x)d� (x). The system of discrete

equations in the porous medium at time steptn accounts for the discrete molar con-
servation of each componenti = e; a in each control volumeK 2 M , � 2 F � f , and
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s 2 V n (VD [ V � ),
8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(1 �
X

s2V K n(VD [V � )

� K; s)� K
ni;m (xK ; Un

K ) � ni;m (xK ; Un� 1
K )

� tn

+
X

� = g;l

X

� 2 � K

V �;i
K;� (Un

D ) = 0 ; K 2 M ;

(1 �
X

s2V � n(VD [V � )

� �; s)� �
ni;f (x � ; Un

� ) � ni;f (x � ; Un� 1
� )

� tn

+
X

� = g;l

� X

s2V �

V �;i
�; s (Un

D ) �
X

K 2M �

V �;i
K;� (Un

D )
�

= 0; � 2 F � f ;

X

K 2M s

� K; s� K
ni;m (xK ; Un

s ) � ni;m (xK ; Un� 1
s )

� tn

�
X

� = g;l

X

K 2M s

V �;i
K; s(U

n
D ) = 0 ; s 2 V n (VD [ V � [ V � f );

X

� 2F � f ;s

� �; s� �
ni;f (x � ; Un

s ) � ni;f (x � ; Un� 1
s )

� tn

�
X

� = g;l

� X

K 2M s

V �;i
K; s(U

n
D ) +

X

� 2F � f ;s

V �;i
�; s (Un

D )
�

= 0; s 2 V � f n (VD [ V � );

together with the Dirichlet boundary conditionsUn
s = (�pg

s; �pl
s) for all s 2 VD . This system

is coupled to the equations in the gallery at time steptn accounting for the discrete molar
conservation of each componenti = e; a

jK m j
� g(Un

m )cg
i (Un

m ) � � g(Un� 1
m )cg

i (Un� 1
m )

� tn

+ Vm;m +1 ;i (Un
D ) � Vm� 1;m;i (Un

D )

=
X

s2V �

� m;s

X

� = g;l

� X

K 2M s

V �;i
K; s(U

n
D ) +

X

� 2F � f ;s

V �;i
�; s (Un

D )
�

; m = 1; � � � ; mx ;

and the Dirichlet conditions at both sides of the galleryUn
0 = �U0, Un

mx +1 = �UL .

2.4 Numerical experiments without fractures

To assess the coupled model and its discretisation, let us consider in this section three
test cases all sharing the following setting.

Let ! and S be the disks of center 0 and radius respectivelyr ! = 10 m and rS = 2
m. We consider a radial mesh of the domain (0; L) � (! n S), L = 1000 m, exponentially
re�ned at the interface of the gallery � to account for the steep gradient of the capillary
pressure at the porous medium gallery interface. The porousmedium radial mesh matches
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at the interface � with the 1D mesh of the gallery. The geometry of the porous medium
domain and of the gallery is shown in Figure 2.7.

Figure 2.7: Geometry of the test cases

In addition to the water componente, we consider the air gaseous component denoted
by a with the Henry constant Ha = 6 109 Pa at the �xed temperature Te = 300 K. The
gas molar density is given by� g(pg) = pg

RTe
mol.m� 3 with R = 8:314 J K� 1 mol� 1, and

the liquid molar density is �xed to � l = 55555 mol.m� 3. The phase viscosities are �xed
to � g = 18:51 10� 6 Pa.s� 1 and � l = 10� 3 Pa.s� 1. The mass densities are de�ned by

� � = � �
X

i 2C

c�
i M i

with the molar masses of the componentsM a = 29 10� 3 Kg mol� 1, M e = 18 10� 3 Kg
mol� 1. The fugacities of the water and air components in the gas phase f g

e and f g
a are

given by Dalton's law for an ideal mixture of perfect gas (1.1). The fugacities of the
components in the liquid phase are given by Henry's law (1.2) for the dissolution of
the air component in the liquid phase, and by Raoult-Kelvin's law (1.3) for the water
component in the liquid phase. The solutions of the equations f g

i (cg; pg; pl ) = f l
i (c

l ; pg; pl )
and

P
i = e;a c�

i = 1, � = g; l leads to the following component molar fractionscg and cl as
functions of U:

8
>>><

>>>:

cl
e =

Ha � pg

Ha � epsat
; cl

a =
pg � epsat

Ha � epsat
;

cg
e =

epsat

pg
cl

e; cg
a =

Ha

Pg
cl

a;

(2.27)
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with the vapor pressure de�ned by (1.24) and

epsat = psat (Te)e
pl � pg

� l RT e :

The porous medium is initially saturated by the liquid phasewith imposed pressure
pl

init = 40 105 Pa and compositioncl
a;init = 0, cl

e;init = 1. At the external boundary r = r !

the water pressure is �xed topl
ext = pl

init , with an input composition cl
a;ext = 0, cl

e;ext = 1.
On both sidesx = 0 and x = L of the porous medium, zero ux boundary conditions are
imposed for all components. The initial condition in the gallery is given bypinit = 105 Pa
and ce;init is de�ned by the relative humidity

H r;init =
ce;init pinit

psat (Te)
= 0:5:

We consider an input gas velocitywin depending on time (see Figures 2.9, 2.14), a �xed
input water molar fraction ce;in = ce;init at the left side x = 0 of the gallery, and a
�xed output pressure pout = pinit at the right side x = L of the gallery (see Figure 2.8).
The relative permeabilities and capillary pressure in the porous medium are given by the
Van-Genuchten laws (1.20)-(1.21)-(1.22). The Darcy Forchheimer parameters de�ning the
pressure drop in the gallery are set to� = 0 and � g = 10� 3 Kg.m� 4.

Figure 2.8: (x; r ) cut of the disposal and initial and boundary conditions of the test case.

2.4.1 Comparison with an approximate stationary solution

In this �rst test case, we consider a single rocktype in the porous medium de�ned by
the parametersn = 1:49, sl

r = 0:4, sg
r = 0, Pr = 15 106 Pa of the Van-Genuchten

laws accounting for the Callovo-Oxfordian argillites (COx). The permeability is assumed
isotropic with K m = 5 10� 20 m2 the porosity is set to� m = 0:15.

The simulation is run over a period of 10000 days with an initial time step of 100
seconds and a maximum time step of 50 days. The input velocitywin is �xed to 1 m.s� 1

during the �rst 4000 days, 0:01 m.s� 1 during the next 4000 days, and 0 m.s� 1 during the
remaining of the simulation (see Figure 2.9).
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Figure 2.9: Input velocity win as a function of time.

Approximate Stationary Solution

In order to validate the simulation, an approximate stationary solution is computed for
each value of the input gas velocitywin . In this approximate model, the vaporization of
the water component is kept but the dissolution of air is neglected. The gravity is also
set to zero since the gravity forces are small compared with the capillary and pressure
gradient forces. The pressure drop along the gallery can also be neglected meaning that
the pressure in the gallery is equal topinit . Last but not least, it is observed in the porous
medium that the longitudinal derivatives are small compared with the radial derivatives
due to the strong gradient of the capillary pressure at the porous medium gallery interface.
Hence they will be neglected in our approximate model. Thanksto these assumptions,
the stationary solution can be reduced to a single ordinary di�erential equation (ODE)
for the water molar fraction in the gas phase along the gallery ce(x).

From the above assumptions, the approximate stationary solution U(x; r ) depends
only on x and r and satisfy the following simpli�ed system in the porous medium

8
<

:

@
@r

�
� g kg

r
� g K m r @

@rp
g
�

+ @
@r

�
� l k l

r
� l K m r @

@rp
l
�

= 0;
@
@r

�
cg

a � g kg
r

� g K m r @
@rp

g
�

= 0:
(2.28)

From the coupling conditions, at the porous medium gallery interface r = rS, the gas
pressure is �xed topg(x; r S) = p(x) = pinit and cg

e(x; r S) = ce(x). From the thermody-
namical equilibrium of the water component at the interface, we can compute the capillary
pressure at the interface as a function ofce(x) by the following formula:

pc(ce(x)) = � � lRTe ln
�

ce(x)pinit

psat (Te)

�

Let us de�ne Va = cg
a � g kg

r
� g K m r @

@rp
g and the total velocity VT =

X

� = l;g

� � k�
r

� �
K m r

@
@r

p� .

We can deduce by integration of (2.28) taking into account the boundary conditions
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pg(x; r S) = pinit , cg
e(x; r S) = ce(x), cg

a(x; r S) = 1 � ce(x), pc(x; r S) = pc(ce(x)), pl (x; r ! ) =
pl

ext , cl
e(x; r ! ) = 1, cl

a(x; r ! ) = 0, that Va = 0 and that VT depends only onx and is given
by the following function of ce(x):

VT (ce(x)) =
� lK m

� l log(r !
r S

)

 

pl
ext � pinit +

Z pc (ce(x))

0
kl

r (s
l (� u))du

!

:

Turning to the equations in the gallery, ce(x) and w(x) are solutions of the following
system of ODEs

8
>>>><

>>>>:

d
dx

�
� g(pinit )w(x)ce(x)

�
= 2

r 2
S
VT (ce(x)); x 2 (0; L);

d
dx

�
� g(pinit )w(x)(1 � ce(x))

�
= 0; x 2 (0; L);

ce(0) = ce;in ;
w(0) = win :

The second equation yieldsw(x) = win
(1� ce;in )
1� ce(x) ; 8x 2 (0; L) and the above system reduces

to the following ODE for ce(x):
8
<

:
� g(pinit )win (1 � ce;in )

d
dx

�
ce(x)

1 � ce(x)

�
=

2
r 2

S
VT (ce(x)) ; x 2 (0; L);

ce(0) = ce;in ;
(2.29)

which is numerically integrated.

Numerical results

The numerical solution obtained with the mesh 80� 50� 80 is exhibited in Figures 2.10,
2.11 and 2.12. Figure 2.10 plots the average relative humidity in the gallery de�ned
by H r (t) = 1

L

RL
0

ce(x;t )p(x;t )
psat (Te) dx as a function of time. It also compares the numerical

stationary relative humidities obtained as a function ofx for each value ofwin with the
ones obtained with the approximate stationary analytical model (2.29). A very good
match can be checked in Figure 2.10 for the three input velocities. Figure 2.11 plots as
a function of time the gas volume in the porous medium and the volumetric ow rates
at the porous medium gallery interface for both phases. Figure 2.12 plots the stationary
numerical liquid saturation at the porous medium gallery interface (represented in the
gallery) and in the porous medium for each value ofwin . At the opening of the gallery
at t = 0, we observe in Figures 2.10 an increase of the average relative humidity H r (t)
up to almost 0:95 in a few seconds due to a large liquid ow rate (see Figure 2.11) at the
interface. Then, the ow rate decreases and we observe a drying of the gallery due to the
ventilation at win = 1 m.s� 1 down to an average relative humidity slightly aboveH r;init

in a few days. Meanwhile the gas penetrate slowly into the porous medium reaching a
stationary state with around 167 m3 of gas in say 4000 days (see Figure 2.11). When the
input velocity is reduced to 0:01 m.s� 1, we observe �rst a rapid increase ofH r (t) in say
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100 days due to the reduced ventilation followed by a convergence to a second stationary
state with H r (t) = 0 :74 in the gallery and around 137 m3 of gas in the porous medium.
Note in Figure 2.11 that the gas ow rate is entering in the porous medium between say
4600 and 7000 days although the volume of gas in the porous medium is still decreasing.
This is due to a larger mass of air dissolved in the liquid phase entering into the gallery
than the mass of air entering into the porous medium in the gasphase. At equilibrium, at
time say between 7000 and 8000 days, the mass of air entering into the gallery dissolved
in the liquid phase is compensated by the mass of air enteringinto the porous media in
the gas phase. Whenwin is set to 0 m.s� 1, H r (t) reaches a value above 1 corresponding
to a negative capillary pressure andsl = 1 at the interface and the gas disappears from
the porous medium in around 1400 days. The value above 1 of therelative humidity is
due to the fact that the model does not take into account the appearance of the liquid
phase in the gallery side.

Figure 2.10: Stationary relative humidity in the gallery foreach value ofwin compared
with its approximate \analytical" solution (left); averag e of the relative humidity in the
gallery as a function of time (right).
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Figure 2.11: Gas Volume in the porous medium as a function of time (left); input and
output ow rates at the interface � for the gas and liquid phases (right) as a function of
time (an input ow rate enters into the porous medium).

(a) win = 1 m.s� 1 (b) win = 0:01 m.s� 1

Figure 2.12: Stationary liquid saturation sl obtained for win = 1 m.s� 1 (a) and for
win = 0:01 m.s� 1 (b). The bottom �gures zoom the liquid saturation in the porous
medium below the threshold value 0:99. In the gallery the liquid saturation corresponds
to the saturation at the interface function ofx.

Figure 2.13 exhibits the convergence of the volume of gas in the porous medium as
a function of time and ofH r (t) for the �ve di�erent meshes 20� 20� 20, 40� 40� 40,
60� 50� 60, 70� 50� 70 and 80� 50� 80. Table 2.5 shows the numerical behaviour of the
simulations for these �ve meshes. A rather good scalabilityof the linear and nonlinear
solvers and of the CPU time w.r.t. the mesh size is obtained. The linear system is solved
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using the GMRES iterative solver preconditioned by ILU0, andthe linear and nonlinear
stopping criteria are �xed to respectively 10� 6 and 10� 5 for the relative residuals.

mesh N � t NChop NNewton NGMRes CPU(s) � CP U

20� 20� 20 615 0 3.12 11.5 890
30� 30� 30 615 0 3.12 15 3250 1.06
40� 40� 40 615 0 3.12 19 8050 1.05
60� 50� 60 615 0 3.15 24.5 17300 0.74
70� 50� 70 640 6 3.27 57 105200 5.86
80� 50� 80 666 10 3.35 77 135300 0.94

Table 2.5: For each mesh : numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations per successful time step, numberNGMRes

of GMRes iterations by Newton iteration, CPU time in seconds,and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

Figure 2.13: Average relative humidity in the galleryH r (t) (left) and gas volume in the
porous medium as a function of time (right) for the �ve meshes.

2.4.2 Heterogeneous anisotropic test case

This second test case considers two di�erent rocktypes in the porous medium. ForrS <
r < r I = 3 m we consider a damaged rock with isotropic permeabilityK m = 5 10� 18 m2

and a porosity � m = 0:15, and for r > r I we consider the Callovo-Oxfordian argillites
(COx) with the same porosity � m = 0:15 and the anisotropic permeability de�ned by

K m =

0

@
� 0 0
0 � 0
0 0 �

10

1

A (2.30)
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with � = 5 10� 20 m2 in the x; y; z Cartesian coordinates wherez is the vertical coordinate
and x the direction of the Gallery. The Van-Genuchten parametersare de�ned by n =
1:50, sl

r = 0:2, sg
r = 0, Pr = 5 106 Pa in the damaged zone, and byn = 1:49, sl

r = 0:4,
sg

r = 0, Pr = 15 106 Pa in the COx region.
The simulation is run over a period of 20000 days with an initial time step of 100

second and a maximum time step of 1000 days. The input velocity win is �xed to 1 m.s� 1

during the �rst 3000 days, to 0:1 m.s� 1 during the next 3000 days, and to 0:01 m.s� 1

during the remaining of the simulation (see Figure 2.14). All the other parameters of the
data set are the same as in the previous test case.

Figure 2.14: Input velocity win as a function of time.

As in the previous test case, the Figures 2.15, 2.16, and 2.17 exhibit the numerical
solution obtained with the mesh 60� 60 � 60. Figure 2.15 plots the relative humidity
in the gallery at the end of the simulation as a function ofx, as well as the average
relative humidity H r (t). Figure 2.16 shows the gas volume in the porous medium as a
function of time, and the volumetric ow rates for both phases at the porous medium
gallery interface as a function of time. Figure 2.17 plots theliquid saturation at the end
of the simulation. Compared with the previous test case, a larger volume of gas enters
into the porous medium due to the larger permeability of the damaged zone. The e�ect
of the anisotropy along the vertical direction in the COx region is also clear in the right
liquid saturation plot in Figure 2.17.
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Figure 2.15: Relative humidity in the gallery at the end of thesimulation (left); average
of the relative humidity in the gallery as a function of time (right).

Figure 2.16: Gas Volume in the porous medium as a function of time (left); input and
output ow rates at the interface � for the gas and liquid phases (right) as a function of
time (an input ow rate enters into the porous medium).

Figure 2.17: Liquid saturation sl at the end of the simulation. At the right, the liquid
saturation in the porous medium is plotted only below the threshold value 0:99. In the
gallery the liquid saturation corresponds to the saturation at the interface function ofx.
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Figure 2.18 exhibits the convergence of the volume of gas in the porous medium as
a function of time and ofH r (t) for the �ve di�erent meshes 30� 30� 30, 40� 40� 40,
50 � 50 � 50, 60� 60 � 60 and 70� 70 � 70. Table 2.6 shows the numerical behaviour
of the simulations for these �ve meshes with again a rather good scalability of the linear
and nonlinear solvers and of the CPU time w.r.t. the mesh size.

mesh N � t NChop NNewton NGMRes CPU(s) � CP U

30� 30� 30 409 0 3.31 15 2200
40� 40� 40 409 0 3.34 18 6800 1.31
50� 50� 50 409 0 3.37 20 14050 1.08
60� 60� 60 409 0 3.40 23 20100 0.65
70� 70� 70 409 0 3.45 25 34700 1.18

Table 2.6: For each mesh : numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations per successful time step, numberNGMRes

of GMRes iterations by Newton iteration, CPU time in seconds,and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

Figure 2.18: Average in space of the relative humidity in the gallery (left) and gas volume
in the porous medium (right) as a function of time.

2.4.3 Model with gas molar fraction and di�usion at the inter-
face

The previous model can be improved by the introduction of twogas molar fractions in
the gallery instead of a single one. The �rst one correspondsto the gas molar fraction
in the viscous boundary layer at the interface � on the gallery side. By the assumption
of continuity of the gas molar fraction, it is equal tocg( U). Outside of this boundary
layer, the second gas molar fraction is assumed to be constant in the section of the gallery
thanks to a strong turbulent mixing. This second gas molar fraction is denoted byc
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which is now an additional independent unknown. Another additional unknown is the
gas normal velocity at the interface � denoted byvn with the normal oriented outward of
the porous medium (see Figure 2.19).

Figure 2.19: Main unknowns in the porous medium, at the interface and in the gallery
for the previous model (left) and the new model (right) withzS = 1

jSj

R
S dz.

The new system unknowns are the porous medium unknownsU 2 L2
�

0; T; H 1(
)
�

�

L2
�

0; T; H 1(
)
�

, the gas molar fractions in the galleryc = ( ci ) i 2C with ci 2 L1
�

(0; L) �

(0; T)
�

, as well as the gas normal velocity at the interfacevn 2 L1
�

� � (0; T)
�

. They

satisfy formally the porous medium equations (without fractures)
8
<

:

� m@tni;m (x; U) + div( qm;i ) = 0 ; i = a; e;

�
X

� = g;l

m�
i;m (x; U)K m

�
r p� � � � (U)g

�
= qm;i ; i = a; e; (2.31)

coupled with the following modi�ed conditions at the interface �
8
>>>>>>>><

>>>>>>>>:

qm;i � n = � g( U)
�

cg
i ( U)(vn )+ + ci (vn )�

+
D g

�
(cg

i ( U) � ci )
�

; i = a; e;
X

i 2C

c�
i ( u) = 1 ; � = g; l;

p g = p � � g(p; c)g(z �
1

jSj

Z

S
dz);

(2.32)

and the conservation equations along the gallery
8
>>>>>><

>>>>>>:

@t

�
jSj� g(p g; c)ci

�
+ @x (qg;i ) =

Z

@S
qm;i � n ds; i = a; e;

qg;i = �
jSj
� g

� g(p g; c)ci @x p g; i = a; e;
X

i = a;e

ci = 1;

(2.33)

where we have used the notationa+ = max( a;0) and a� = min( a;0). The interface con-
ditions (2.32) account for the gas pressure continuity, thethermodynamical equilibrium,
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and the molar ux continuity. The gas pressurep g at the interface assumes an hydro-
static pressure in the sectionS. In most cases, this hydrostatic correction can actually be
neglected.

Following [49], the molar ux continuity takes into account the two point di�usion
ux D g

� (cg
i ( U) � ci ) between the gas molar fraction at the interfacecg( U) and the mean

gas molar fractionc in the gallery, whereD g is the Fickian di�usion coe�cient set to
D g = 2 10� 5 m2.s� 1 in the following tests. The parameter� is a convection di�usion
boundary layer thickness at the interface � for the H2O molar fraction in the gallery. It
depends on the velocity and on the turbulent di�usion in the gallery. In practice, it can
be obtained using a diagonal approximation of the Steklov Poincar�e operator associated
to the stationary convection di�usion equation in the gallery (see in subsection 3.3.2 of
Chapter 3).

This di�usion term is essential to allow the component molaruxes qm;i � n at the
interface to take di�erent signs (typically positive for the water component and negative
for the air component). Note also that the previous model is recovered at the limit when
� goes to zero implying thatc g( U) = c.

In the following tests, the inuence of the parameter� on the solution of the previ-
ous test case is investigated for� = 10� 1; 10� 2; 10� 3; 10� 4; 10� 5 m. It is compared with
the previous model solution corresponding to� ! 0+ . All the physical and numerical
parameters are the same than in the previous test case including the input velocity win

(see Figure 2.14). The initial time step is changed to �t = 0:1 s and the mesh size is
�xed to 40 � 40� 40. It is clear from the numerical results exhibited in Figures 2.20, 2.21
and 2.22 that the larger� , the higher the average relative humidity at the interface,the
lower the output liquid ux at the interface, and the lower the average relative humidity
in the gallery. The convergence of the model for decreasing� to the previous limit model
obtained for � ! 0+ is also checked.

The di�erence between both models is also seen to be much larger at small times when
the liquid ux at the interface is high due to the instantaneous opening of the gallery. At
larger times, once the liquid ux at the interface has su�ciently decreased (the threshold
value depending on� ) both models roughly match. Table 2.7 exhibits the good numerical
behavior of the Newton solver for a large range of� .
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Figure 2.20: Gas volume in the porous medium as a function of time.

Figure 2.21: Average in space of the relative humidity at the interface (left) and in the
gallery (right) as a function of time.
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Figure 2.22: Output liquid ow rates (left) and input gas ow r ates (right) in the porous
medium as a function of time.

� N � t NChop NNewton NGMRes CPU(s)
10� 1 464 0 3.26 11.9 7064
10� 2 464 0 3.36 14.6 5971
10� 3 464 0 3.43 15.6 7631
10� 4 464 0 3.55 16.5 6353
10� 5 464 0 3.67 18.1 6630

0 464 0 3.71 19.7 6863

Table 2.7: For the mesh 40� 40 � 40 and each value of� : number N � t of successful
time steps, numberNChop of time step chops, numberNNewton of Newton iterations per
successful time step, numberNGMRes of GMRes iterations by Newton iteration, CPU time
in seconds.

2.5 Numerical experiments with fractures

2.5.1 Test case with 1 fracture

Let ! and S be the disks of center 0 and radius respectivelyr ! = 15 m and rS = 2 m.
We consider a radial mesh of the domain (0; L) � (! n S), L = 100 m of sizenx = 40,
nr = 30, n� = 32 in the cylindrical coordinatesx; r; � . The porous medium radial mesh is
exponentially re�ned at the interface of the gallery � and matches at the interface � with
the 1D mesh of the gallery.

The porous medium includes a single fracture de�ned byx = 50 m, � 2 [0; 2� ),
r 2 (rS; r f ) with r f = 10 m. The mesh is uniform in thex and � directions and is
exponentially re�ned at the interface of the gallery � to account for the steep gradient of
the capillary pressure at the porous medium gallery interface. The mesh in the gallery is
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conforming with the porous medium mesh in the sense thatmx = nx and that the points
xm , m = 0; � � � ; mx + 1 match with the x coordinates of the nodes along thex direction
in the porous medium.

The thermodynamical laws are like in Section 2.4 for the �xedtemperature Te = 300
K. The Darcy Forchheimer parameters are set to� g = 0 and � g = 10� 3 Kg.m� 4. The
relative permeabilities and capillary pressure are given by the Van-Genuchten laws (1.20)-
(1.21)-(1.22).

Two di�erent rocktypes are considered in the matrix domain 
 n � f . For rS < r <
r I = 3 m we consider a damaged rock with isotropic permeabilityK m = 5 10� 18 m2 and
a porosity � m = 0:15, and forr > r I we consider the Callovo-Oxfordian argillites (COx)
with the same porosity � m = 0:15 and the anisotropic permeability de�ned by (2.30)
with � = 5 10� 20 m2. The Van-Genuchten parameters are de�ned byn = 1:50, sl

r = 0:2,
sg

r = 0, Pr = 5 106 Pa in the damaged zone, and byn = 1:49,sl
r = 0:4, sg

r = 0, Pr = 15 106

Pa in the COx region. In the fracture � f , the fracture width is equal todf = 0:01 m, the
porosity is set to � f = 0:3, the permeability is isotropic and set toK f = 10� 13 m2, and
The Van-Genuchten parameters are de�ned byn = 4, sl

r = 0, sg
r = 0, Pr = 5 105 Pa.

The porous medium is initially saturated by the liquid phasewith imposed pressure
pl

ini = 40 105 Pa and compositioncl
a;ini = 0, cl

e;ini = 1. At the external boundary r = r !

the water pressure is �xed to �pl = pl
ini , with an input composition �cl

a = 0, �cl
e = 1. At

both sidesx = 0 and x = L of the porous medium, zero ux boundary conditions are
imposed. The initial condition in the gallery is given bypini = 105 Pa and ce;ini de�ned
by the relative humidity

H r;ini =
ce;ini pini

psat (Te)
= 0:5:

We consider an input gas velocitywin = 1 m.s� 1, a �xed input water molar fraction
�ce;0 = ce;ini at the left side x = 0 of the gallery, and a �xed output pressure �pL = pini at
the right side x = L of the gallery. The simulation is run over a period of 20000 days
with an initial time step of 0:1 seconds and a maximum time step of 1000 days.

At the opening of the gallery at t = 0, we observe in Figure 2.25 an increase of the
mean relative humidity up to say 0:98 in a few seconds due to a large liquid ow rate at
the interface. Then, the ow rate decreases and we observe a drying of the gallery due
to the ventilation at win = 1 m.s� 1 down to an average relative humidity slightly above
H r;ini in a few tens days. Meanwhile the gas penetrates slowly into the porous medium
reaching a stationary state with around 160 m3 of gas in say 10000 days (see Figure 2.24).
As can be seen in Figure 2.23, the gas penetrates much deeper andat a much higher
saturation in the fracture than in the porous medium due to thehigher permeability and
to the lower capillary pressure in the fracture than in the porous medium.
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Figure 2.23: One fracture test case: liquid saturationsl at the end of the simulation.
In the gallery the liquid saturation corresponds to the saturation at the interface as a
function of x.

Figure 2.24: One fracture test case: volume of gas in the matrix, in the fracture and in
the porous medium (matrix + fracture) as a function of time.
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Figure 2.25: One fracture test case: mean relative humidity in the gallery as a function
of time (equal to 0:5 at initial time).

2.5.2 Test case with 4 fractures

We consider the same test case as the previous one but including 4 fractures de�ned by
x = 35 m, � 2 [0; 2� ), r 2 (rS; r f ) for the �rst fracture, by x = 65 m, � 2 [0; 2� ),
r 2 (rS; r f ) for the second fracture, by� = �

4 , r 2 (rS; r f ), x 2 (25; 75) for the third one,
and by � = 5�

4 , r 2 (rS; r f ), x 2 (25; 75) for the last one. The numerical results exhibited
in Figures 2.26, 2.27, 2.28 are similar to those of the previous test case with, as expected,
a larger amount of gas in the fracture network, and a slightlyhigher relative humidity in
the transient phase.

Figure 2.26: Four fractures test case: liquid saturationsl at the end of the simulation.
In the gallery the liquid saturation corresponds to the saturation at the interface as a
function of x.
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Figure 2.27: Four fractures test case: volume of gas in the matrix, in the fracture and in
the porous medium (matrix + fracture) as a function of time.

Figure 2.28: Four fractures test case: mean relative humidity in the gallery as a function
of time (equal to 0:5 at initial time).

2.6 Convergence analysis of a simpli�ed model

In this section it is assumed that there is no fracture i.e. �f = ; , and we consider the
following simpli�ed model using the Richards approximation in the porous medium and

100



a single component equation in the gallery with linear pressure drop.
8
>>>><

>>>>:

� m@t (� lSl (:; u)) + div( � lV l ) = Q;

@t (jSj� g(p)) + @x (�
1
� g

jSje� g(p)@xp) =
Z

@S
� lV l � n ds+ jSjq;

V l = �
k�

r (:; Sl (:; u))
� l

K m

�
r u � M l � lg

�
; p = g( (u));

(2.34)

where we have used the notationSl (x; u) = Sl (x; � u). The only primary unknown in the
porous medium is the liquid pressure denoted byu. The liquid mass density is assumed
to be �xed to M l � l whereM l is the molar mass of the liquid phase and� l is considered
constant. The thermodynamical equilibrium at the interface � is accounted for by the
relation p = g( (u)) with g 2 C1(R; R+ ), 0 < g 0(q) � c2 for all q 2 R and for a given
constant c2 > 0. The function g is a regularization for large positiveu of p = psat (Te)

ce
e

u
� l RT e

for given constants 1� ce > 0 andTe > 0. The molar gas density is set to� g(p) = p
RTe

and

is truncated in the ux term such that e� g(p) is assumed to be a non decreasing function
in C1(R+ ; R+ ) bounded from below and above by two strictly positive constants and with
a bounded derivative.

Let us de�ne the function space

U = f u 2 H 1(
) j @su = 0g;

and its subspaceU0 = U \ H 1
� D

(
) with zero trace on � D . Let us also de�ne the function
space

V = f u 2 U j u 2 H 1(�) g:

Let C(
 � [0; T)) be the subspace of functions' of C1
�


 � [0; T]
�

vanishing in a

neighbourhood oft = T, � D and @!� f 0; Lg, and such that@s' = 0 in a neighbourhood
of �. Given �u 2 V, uinit;p 2 L2(
), and uinit;g 2 L2(0; L) the variational formulation of

the simpli�ed coupled model amounts to �ndu 2 L2
�

0; T; U
�

with u � �u 2 L2
�

0; T; U0
�

and g(u ) � g( �u) 2 L2
�

0; T; H 1
0 (�)

�
such that for all ' 2 C(
 � [0; T)) one has

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

�
Z T

0

Z



� m (x)� lSl (x; u(x; t))@t ' (x; t)dxdt �

Z



� m � lSl (x; uinit;p (x)) ' (x; 0)dx

�
Z T

0

Z L

0
jSj� g(g(u )(x; t ))@t ' (x; t )dxdt �

Z L

0
jSj� g(g(uinit;g )(x)) ' (x; 0)dx

+
Z T

0

Z



� l k

l
r (x; Sl (u(x; t)))

� l
K m (r u(x; t) � M l � lg) � r ' (x; t)dxdt

+
Z T

0

Z L

0

1
� g(x)

jSje� g(g(u )(x; t ))@xg(u )(x; t )@x ' (x; t )dxdt

=
Z T

0

� Z



Q(x; t)' (x; t)dx +

Z L

0
jSjq(x; t )' (x; t )dx

�
dt:

(2.35)

We make the following additionalassumptions on the data:
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� It is assumed thatkl
r (x; s) is a measurable function w.r.t.x and continuous w.r.t.

s, and such that 0< k min � kl
r (x; s) � kmax for all (x; s) 2 
 � [0; 1].

� Sl (x; u) 2 [0; 1] for all (x; u) 2 
 � R with Sl (x; u) = Sl
j (u) for a.e. x 2 
 j and all

u 2 R, whereSl
j is a non decreasing Lipschitz continuous function with constant L s

and (
 j ) j 2 J is a �nite family of disjoint connected polyhedral open setssuch thatS
j 2 J 
 j = 
.

� It is assumed that there exists a constantL sp such that jSl (x; v) � Sl (x; u)j �
L spjg(v) � g(u)j for all x 2 
 and ( u; v) 2 R2.

� The permeability tensorK m is a measurable function on the space of symmetric 3 di-
mensional matrices such that there exist 0< � m � � m with � m j� j2 � (K m (x)�; � ) �
� m j� j2 for all x 2 
.

� � g 2 L1 (0; L) is such that 0< � g � � g(x) � � g for all x 2 (0; L).

� The porosity � m belongs toL1 (
) with 0 < �
m

� � m (x) � � m for all x 2 
.

� It is assumed thatQ 2 L2(
 � (0; T)) and q 2 L2((0; L) � (0; T)).

Remark 2.6.1 The VAG discretization and convergence analysis detailed below for the
model (2.34) can be readily adapted to another simpli�ed model coupling the Richards
equation in the porous medium to a 1D convection di�usion equation for the water molar
fraction ce at given constant velocityw, constant di�usion coe�cient D g > 0, and at given
constant pressurep.

8
>>>><

>>>>:

� m@t (� lSl (:; u)) + div( � lV l ) = Q;

@t (jSj� g(p)ce) + @x

�
jSj� g(p)(wce � D g@xce)

�
=

Z

@S
� lV l � n ds+ jSjq;

V l = �
k�

r (:; Sl (:; u))
� l

K m

�
r u � M l � lg

�
; ce = �g( (u));

(2.36)

As for (2.34), the thermodynamical equilibrium at the interface� is accounted for by
the relation ce = �g( (u)) with �g 2 C1(R; R+ ), 0 < �g0(q) � c2 for all q 2 R and for
a given constantc2 > 0. Here the function �g is a regularization for large positiveu of
ce = psat (Te)

p e
u

� l RT e for given constantsp > 0 and Te > 0.
The model (2.36) is a rather good approximation of the full model thanks to the weak

liquid inow from the porous medium to the gallery.

2.6.1 Vertex Approximate Gradient Discretization

We restrict ourself to the conforming case for which �T X D � V and r Dg = @x  � T . It is
obtained by assuming that

� for all s 2 V � there existsm 2 f 0; � � � ; mx + 1g such that xs = xm
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� denoting by Vm the set of nodes alongf xmg � @S= f s1; � � � ; skm g in cyclic order,
all the edges (sk ; sk+1 ), k = 1; � � � ; km � 1 and (skm s1) belong to E.

For v 2 X D , and a function k 2 C0(R; R), we de�ne k(v) 2 X D as follows:k(v)s = k(vs)
for all s 2 V and k(v)K = k(vK ) for all K 2 M .

Given u0
D 2 X D and �uD 2 X D , the discrete unknownsun

D 2 X D at all time step n =
1; � � � ; N are such that they satisfyun

D � �uD 2 X 0
D and the following discrete variational

formulation
8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

Z



� m (x)� l S

l (x; � Dm un
D (x)) � Sl (x; � Dm un� 1

D (x))
� tn

� Dm vD (x)dx

+
Z L

0
jSj

� g(� Dg g(un
D )(x)) � � g(� Dg g(un� 1

D )(x))
� tn

� Dg vD (x)dx

+
Z



� l k

l
r (x; Sl (x; � Dm un

D (x)))
� l

K m (r Dm un
D (x) � M l � lg) � r Dm vD (x)dx

+
Z L

0

1
� g(x)

jSje� g(� Dg g(un
D )(x))r Dg g(un

D )(x)r Dg vD (x)dx

=
1

� tn

Z tn

tn � 1

� Z



Q(x; t)� Dm vD (x)dx +

Z L

0
jSjq(x; t )� Dg vD (x)dx

�
dt;

(2.37)

for all vD 2 X 0
D .

2.6.2 Convergence analysis

Let � T denote the insphere diameter of a given tetrahedronT 2 T , hT its diameter,
and hT = maxT 2T hT . We will assume in the convergence analysis that the family of
tetrahedral submeshesT is shape regular in the sense that� T = maxT 2T

hT
� T

is bounded
for the family of meshes. The following Lemmas are simple adaptations of the Lemmas
already obtained in [14].

Lemma 2.6.1 There existC1; C2 > 0 depending only on� T such that for all uD 2 X D

k� Dm uD kL 2 (
) � C1k� T uD kL 2 (
) and k� Dg uD kL 2 (0;L ) � C2k � T uD kL 2 (0;L ) : (2.38)

We deduce from Lemma 2.6.1, the following discrete Poincar�e inequalities.

Lemma 2.6.2 There existC5; C6 > 0 depending only on� T such that for all uD 2 X 0
D

k� Dm uD kL 2 (
) � C5kr Dm uD kL 2 (
) 3 and k� Dg uD kL 2 (0;L ) � C6kr Dg uD kL 2 (0;L ) :
(2.39)

Lemma 2.6.3 There existsC3 > 0 depending only on� T such that, for all uD 2 X D ,

k� Dm uD � � T uD kL 2 (
) + k� Dg uD �  � T uD kL 2 (0;L ) � C3 hT k� T uD kV : (2.40)
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Lemma 2.6.3 imply in particular that there existsC > 0 depending only on� T such that

k� Dm �uD � �ukL 2 (
) + k� Dg �uD � �ukL 2 (0;L ) � C
�

(1 + hT )k� T �uD � �ukV + hT k�ukV

�
:

Next, for any smooth function ' 2 C1 (
) such that @s' = 0 on �, let us de�ne the
projection PD ' on X D by (PD ' )K = ' (xK ); K 2 M ; (PD ' )s = ' (xs); s 2 V . We have
the following classical �nite element approximation result.

Lemma 2.6.4 For all ' 2 C1 (
) such that @s' = 0 on � , there exists C(' ) > 0
depending only on' and � T such that

k' � � T PD ' kV � C(' )hT :

Let us setX D;� t = ( X D )N , and for all vD = ( vn
D )n=1 ;��� ;N 2 X D;� t let us de�ne for all

n = 1; � � � ; N

� Dp ;� tvD (x; t) = � Dm vn
D (x) for all ( x; t) 2 
 � (tn� 1; tn ];

� Dg ;� tvD (x; t ) = � Dg vn
D (x) for all ( x; t ) 2 (0; L) � (tn� 1; tn ];

� T ;� tvD (x; t) = � T vn
D (x) for all ( x; t) 2 
 � (tn� 1; tn ];

r Dp ;� tvD (x; t) = r Dm vn
D (x) for all ( x; t) 2 
 � (tn� 1; tn ];

r Dg ;� tvD (x; t ) = r Dg vn
D (x) for all ( x; t ) 2 (0; L) � (tn� 1; tn ]:

Let uD = ( un
D )n=1 ;��� ;N , the given solution to (2.37), we also de�ne the functions

sl
Dm ;� t (x; t) = Sl (x; � Dp ;� tuD (x; t)) ; pDg ;� t (x; t ) = g(� Dg ;� tuD (x; t )) ;

and

� D sl
Dp ;� t (x; t) =

Sl (x; � Dm un
D (x)) � Sl (x; � Dm un� 1

D (x))
� tn

for all (x; t) 2 
 � (tn� 1; tn ];

� D pDg ;� t (x; t ) =
� Dg g(un

D )(x) � � Dg g(un� 1
D )(x)

� tn
for all (x; t ) 2 (0; L) � (tn� 1; tn ]:

Let us set for all vD 2 X 0
D

An
Dm

(vD ) =
Z



� m (x)� l S

l (x; � Dm un
D (x)) � Sl (x; � Dm un� 1

D (x))
� tn

� Dm vD (x)dx

=
1

� tn

Z tn

tn � 1

Z



� m (x)� l � D sl

Dp ;� t (x; t)� Dm vD (x)dxdt;
(2.41)

An
Dg

(vD ) =
Z L

0

jSj
RTe

� Dg g(un
D )(x) � � Dg g(un� 1

D )(x)
� tn

� Dg vD (x)dx

=
1

� tn

Z tn

tn � 1

Z L

0

jSj
RTe

� D pDg ;� t (x; t )� Dg vD (x)dxdt;
(2.42)
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B n
Dm

(vD ) =
Z



� l k

l
r (x; Sl (x; � Dm un

D (x)))
� l

K m

�
r Dm un

D (x) � M l � lg
�

� r Dm vD (x)dx

=
1

� tn

Z tn

tn � 1

Z



� l k

l
r (x; sl

Dm ;� t )(x; t)

� l
K m

�
r � T ;� tuD (x; t) � M l � lg

�

�r Dm vD (x)dxdt;

(2.43)

B n
Dg

(vD ) =
Z L

0

1
� g(x)

jSje� g(� Dg g(un
D )(x))r Dg g(un

D )(x)r Dg vD (x)dx

=
1

� tn

Z tn

tn � 1

Z L

0

1
� g(x)

jSje� g(pDg ;� t (x; t ))@x  � T ;� tg(uD )(x; t )r Dg vD (x)dxdt
(2.44)

and

Cn
Dm

(vD ) =
1

� tn

Z tn

tn � 1

Z



Q(x; t)� Dm vD (x)dxdt; (2.45)

Cn
Dg

(vD ) =
1

� tn

Z tn

tn � 1

Z L

0
jSjq(x; t )� Dg vD (x)dxdt; (2.46)

in such a way that the system (2.37) is equivalent to: �nduD 2 X D;� t with un
D � �uD 2 X 0

D ,
n = 1; � � � ; N , such that

An
Dm

(vD ) + An
Dg

(vD ) + B n
Dm

(vD ) + B n
Dg

(vD ) = Cn
Dm

(vD ) + Cn
Dg

(vD ); (2.47)

for all vD 2 X 0
D .

A priori estimates and existence of a discrete solution

Proposition 2.6.1 There exists at least one solutionuD 2 X D;� t to (2.37), and there
exists a constantC > 0 depending only on the data, on� T , and on k� Dm u0

D � uinit;p kL 2 (
) ,
k� Dg u0

D � uinit;g kL 2 (0;L ) , k� T �uD � �ukV such that any solutionuD 2 X D;� t to (2.37) satis�es

k� Dg ;� tg(uD )kL 1 (0;T ;L 2 (0;L )) + kr Dp ;� tuD kL 2 (0;T ;L 2 (
))

+ kr Dg ;� tg(uD )kL 2 (0;T ;L 2 (�)) � C:
(2.48)

Proof : We �rst prove the a priori estimate (2.48). Let us set

T1 =
NX

n=1

� tnAn
Dm

(un
D ); T2 =

NX

n=1

� tnAn
Dg

(un
D ); T5 =

NX

n=1

� tnAn
Dm

(�uD );

and

T6 =
NX

n=1

� tnAn
Dg

(�uD ); T8 =
NX

n=1

� tn (Cn
Dm

(un
D � �uD ) + Cn

Dg
(un

D � �uD )) :
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We also de�ne

T3 =
NX

n=1

� tn
Z



� l k

l
r (x; Sl (x; � Dm un

D (x)))
� l

K m r Dm (un
D � �uD )(x) � r Dm (un

D � �uD )(x) dx;

(2.49)

T7 =
NX

n=1

� tn
Z



� l k

l
r (x; Sl (x; � Dm un

D (x)))
� l

K m

�
M l � lg � r Dm �uD (x)

�
� r Dm (un

D � �uD )(x)dx;

(2.50)

T4 =
NX

n=1

� tn
Z L

0

1
� g(x)

jSje� g(� Dg g(un
D )(x))r Dg g(un

D )(x)r Dg (un
D � �uD )(x)dx; (2.51)

in such a way that
T1 + T2 + T3 + T4 = T5 + T6 + T7 + T8:

Accumulation terms: Firstly, using the assumption onSl , the following estimate is a
straightforward adaptation from Lemma 3.1 of [35].

T1 � � � m
� lL s

2
k� Dm u0

D k2
L 2 (
) : (2.52)

Next, using 0� Sl (x; u) � 1, we obtain the following estimate forT5

T5 � � l � m

p
j
 jk� Dm �uD kL 2 (
) : (2.53)

From (2.18), we have that

T2 =
jSj
RTe

NX

n=1

mxX

m=1

jxm� 1
2
xm+ 1

2
j(g(un

m ) � g(un� 1
m ))un

m :

UsingG(u) =
Z u

0
vg0(v)dv which veri�es G(b) � G(a) = b(g(b) � g(a)) �

Z b

a
(g(v) � g(a))dv

and henceb(g(b) � g(a)) � G(b) � G(a) for all (a; b) 2 R � R, we obtain that

T2 �
jSj
RTe

NX

n=1

mxX

m=1

jxm� 1
2
xm+ 1

2
j(G(un

m ) � G(un� 1
m )) ;

=
jSj
RTe

mxX

m=1

jxm� 1
2
xm+ 1

2
j(G(uN

m ) � G(u0
m )) :

Remark that G(u) =
Z g(u)

g(0)
g� 1(v)dv, so that in view of assumption ong one has

�
g(u) � g(0)

� 2

2 maxv2 R g0(v)
� G(u) �

�
max
v2 R

g0(v)
� u2

2
:
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Therefore

T2 �
jSj

2RTe maxv2 R g0(v)

�
k� Dg g(uN

D ) � g(0)k2
L 2 (0;L )

�
�

jSj maxv2 R g0(v)
2RTe

k� Dg u0
D k2

L 2 (0;L ) :

(2.54)
Turning to T6, we obtain the estimate

T6 �
jSj
RTe

k� Dg �uD kL 2 (0;L )k� Dg (g(uN
D ) � g(u0

D ))kL 2 (0;L ) :

We deduce that

T6 �
jSj
RTe

max
�

max
v2 R

g0(v); 1
�

k� Dg �uD kL 2 (0;L )

�
k� Dg g(uN

D )kL 2 (0;L ) + k� Dg u0
D kL 2 (0;L )

�
:

(2.55)
Transport terms: Thanks to the assumptions onK m and kl

r we obtain the following
estimates

T3 �
� l

� l
kmin � m

NX

n=1

� tnkr Dm (un
D � �uD )k2

L 2 (
) 3 (2.56)

and

T7 �
� l

� l
kmax � m

NX

n=1

� tnkr Dm (un
D � �uD )kL 2 (
) 3

�
kr Dm �uD kL 2 (
) 3 + M l � l jgj

p
j
 j

�
: (2.57)

From (2.15) and (2.18), settingbm;m + 1
2

=
Rxm + 1

2
xm

dx
� g (x) , bm+1 ;m+ 1

2
=

Rxm +1

xm + 1
2

dx
� g (x) and

am+ 1
2

=
e� g(g(un

m ))bm;m + 1
2

+ e� g(g(un
m+1 ))bm+1 ;m+ 1

2

jxmxm+1 j
;

for m = 0; � � � ; mx we have that

T4 = jSj
NX

n=1

� tn
mxX

m=0

am+ 1
2

(g(un
m ) � g(un

m+1 ))( un
m � un

m+1 )
jxmxm+1 j

� j Sj
NX

n=1

� tn
mxX

m=0

am+ 1
2

(g(un
m ) � g(un

m+1 ))(�um � �um+1 )
jxmxm+1 j

:

We deduce that

T4 �
jSj
� g

minv2 R
e� g(v)

maxv2 R g0(v)

NX

n=1

� tnkr Dg g(un
D )k2

L 2 (0;L )

�
jSj
� g

�
max
v2 R

e� g(v)
�� NX

n=1

� tnkr Dg g(un
D )k2

L 2 (0;L )

� 1=2� NX

n=1

� tnkr Dg �uD k2
L 2 (0;L )

� 1=2
:
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Using Young's inequality we obtain that

T4 �
jSj
2� g

minv2 R
e� g(v)

maxv2 R g0(v)

NX

n=1

� tnkr Dg g(un
D )k2

L 2 (0;L )

�
jSj� g

2� g

(maxv2 R g0(v))(maxv2 R
e� g(v))

minv2 R
e� g(v)

NX

n=1

� tnkr Dg �uD k2
L 2 (0;L ) :

(2.58)

Using the discrete Poincar�e inequalities of Lemma 2.6.2, weobtain the following esti-
mate of the source terms

T8 � C5

NX

n=1

� tnkr Dm (un
D � �uD )kL 2 (
) 3

� 1
� tn

Z tn

tn � 1
kQ(:; t)kL 2 (
) dt

�

+ C6jSj
NX

n=1

� tnkr Dg (un
D � �uD )kL 2 (0;L )

� 1
� tn

Z tn

tn � 1
kq(:; t)kL 2 (0;L )dt

�
:

(2.59)

Gathering the estimates (2.52),(2.54),(2.56), (2.58),(2.53),(2.55), (2.57), and (2.59),
and using Young's and Cauchy-Schwarz inequalities, we conclude the proof of the a priori
estimate (2.48).

To prove the existence of a solutionun
D ; n = 1; � � � ; N to (2.37), let us consider the one

parameter family of solutions obtained by settingsl;� (x; u) = �s l (x; u) + 1 � � , e� g;� (p) =
� e� g(p) + (1 � � )� g

0 with a given � g
0 > 0, and g� (u) = �g (u) + (1 � � )u. Let us remark that

for all values of � 2 [0; 1], the previous estimates still hold. Since for� = 0, the system
(2.37) becomes linear, it results that it admits a unique solution. By topological degree
argument (see e.g. [23]), we deduce the existence of at leastone solution to (2.37) for
� = 1. �

Space and time translates estimates

The function spaceL2(
) � L2(0; L) is equipped with the scalar product

h(u; p); (v; q)i L 2 (
) � L 2 (0;L ) =
Z



� l � muvdx +

Z L

0

jSj
RTe

pqdx:

For all (u; p) 2 L2(
) � L2(0; L) we also de�ne the dual semi-normkuk� 1;D by

k(u; p)k� 1;D = sup
vD 2 X 0

D ;vD 6=0

h(u; p); (� Dm vD ; � Dg vD )i L 2 (
) � L 2 (0;L )

k� T vD kV
: (2.60)

Lemma 2.6.5 There exists a constantC > 0 depending only on the data, on� T , and
on k� Dm u0

D � uinit;p kL 2 (
) , k� Dg u0
D � uinit;g kL 2 (0;L ) , k� T �uD � �ukV such that any solution

uD 2 X D;� t to (2.37) satis�es the estimate
Z T

0
k
�

� D sl
Dp ;� t (:; t); � D pDg ;� t (:; t)

�
k2

� 1;D dt � C: (2.61)
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Proof : Using (2.37), we obtain that for allvD 2 X 0
D

h
�

� D sl
Dp ;� t (:; tn ); � D pDg ;� t (:; tn )

�
; (� Dm vD ; � Dg vD )i L 2 (
) � L 2 (0;L ) =

�
Z



� l k

l
r (x; sl (x; � Dm un

D (x)))
� l

K m (r Dm un
D (x) � M l � lg) � r Dm vD (x)dx

�
Z L

0

1
� g(x)

jSje� g(� Dg g(un
D )(x))r Dg g(un

D )(x)r Dg vD (x)dx

+
1

� tn

Z tn

tn � 1

� Z



Q(x; t)� Dm vD (x)dx +

Z L

0
jSjq(x; t )� Dg vD (x)dx

�
dt:

Using the discrete Poincar�e inequalities of Lemma 2.6.2, and the assumption on the func-
tion g, we obtain the estimate

h
�

� D sl
Dp ;� t (:; tn ); � D pDg ;� t (:; tn )

�
; (� Dm vD ; � Dg vD )i L 2 (
) � L 2 (0;L ) �

� lkmax � m

�
kr Dm un

D kL 2 (
) 3 + M l � l jgj
p

j
 j
�

kr Dm vD kL 2 (
) 3

+
1
� g

jSj
�

max
q2 R

e� g(q)
�

kr Dg g(un
D )kL 2 (0;L )kr Dg vD kL 2 (0;L )

+ C5

� 1
� tn

Z tn

tn � 1
kQ(:; t)kL 2 (
) dt

�
kr Dm vD kL 2 (
) 3

+ C6jSj
� 1

� tn

Z tn

tn � 1
kq(:; t)kL 2 (0;L )dt

�
kr Dg vD kL 2 (0;L ) :

and the proof is achieved using Proposition 2.6.1 and the Cauchy-Schwarz inequality.� .

Lemma 2.6.6 There exists a constantC > 0 depending only on the data, on� T , and
on k� Dm u0

D � uinit;p kL 2 (
) , k� Dg u0
D � uinit;g kL 2 (0;L ) , k� T �uD � �ukV such that any solution

uD 2 X D;� t to (2.37) satis�es the estimate for all� 2 R
Z

R

�
ksl

Dp ;� t (:; t + � ) � sl
Dp ;� t (:; t)k2

L 2 (
) + kpDg ;� t (:; t + � ) � pDg ;� t (:; t)k2
L 2 (0;L )

�
dt

� C
p

j� j;
(2.62)

where pDg ;� t and sl
Dp ;� t are extended by zero outside of respectively(0; L) � (0; T) and


 � (0; T).
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Proof : From the Lipschitz assumptions on the functionsSl and g, and by de�nition of
the semi-norm (2.60) we obtain the estimates

Z



� l � m (x)jsl

Dp ;� t (x; t + � ) � sl
Dp ;� t (x; t)j2dx

+
Z L

0

jSj
RTe

jpDg ;� t (x; t + � ) � pDg ;� t (x; t )j2dx

� L sp

Z



� l � m (x)

�
sl

Dp ;� t (x; t + � ) � sl
Dp ;� t (x; t)

�

�
� Dp ;� tg(uD )(x; t + � ) � � Dp ;� tg(uD )(x; t)

�
dx

+
Z L

0

jSj
RTe

�
pDg ;� t (x; t + � ) � pDg ;� t (x; t )

�

�
� Dg ;� tg(uD )(x; t + � ) � � Dg ;� tg(uD )(x; t )

�
dx

� max
�

1; LSp

�
ksl

Dp ;� t (:; t + � ) � sl
Dp ;� t (:; t); pDg ;� t (:; t + � ) � pDg ;� t (:; t)k� 1;D

k� T ;� tg(uD )( :; t + � ) � � T ;� tg(uD )( :; t)kV

Using Young's inequality, we obtain that there existsC such that for all � 2 (0; T)

Z T � �

0

�
ksl

Dp ;� t (:; t + � ) � sl
Dp ;� t (:; t)kL 2 (
) + kpDg ;� t (:; t + � ) � pDg ;� t (:; t)kL 2 (0;L )

�
dt

�
C

p
j� j

Z T � �

0
ksl

Dp ;� t (:; t + � ) � sl
Dp ;� t (:; t); pDg ;� t (:; t + � ) � pDg ;� t (:; t)k� 1;D dt

+ C
p

j� j
Z T � �

0
k� T ;� tg(uD )( :; t + � ) � � T ;� tg(uD )( :; t)kV dt:

From BV properties of piecewise constant functions and fromLemma 2.6.5, we obtain
that

Z T � �

0
ksl

Dp ;� t (:; t + � ) � sl
Dp ;� t (:; t); pDg ;� t (:; t + � ) � pDg ;� t (:; t)k� 1;D dt

� �
Z T

0
k
�

� D sl
Dp ;� t (:; t); � D pDg ;� t (:; t)

�
k� 1;D dt

� �
p

T
� Z T

0
k
�

� D sl
Dp ;� t (:; t); � D pDg ;� t (:; t)

�
k2

� 1;D dt
� 1=2

� C
p

T �:

Using 0 � Sl (x; v) � 1 as well as the boundedness ofkpDg ;� t (:; t)kL 2 (0;L ) on [0; T] from
Proposition 2.6.1, we conclude the proof of Lemma 2.6.6.� .

Lemma 2.6.7 Let p̂D 2 X D;� t be de�ned byp̂n
D = g(un

D ) � g(�uD ), we denotep̂Dg ;� t =
� Dg ;� t p̂D . There exists a constantC > 0 depending only on the data, on� T , and on
k� Dm u0

D � uinit;p kL 2 (
) , k� Dg u0
D � uinit;g kL 2 (0;L ) , k� T �uD � �ukV such that any solution
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uD 2 X D;� t to (2.37) satis�es the following estimate for all� 2 R3 and � 2 R.

Z T

0

�
ksl

Dp ;� t (: + �; t ) � sl
Dp ;� t (:; t)k2

L 2 (R3 ) + kp̂Dg ;� t (: + �; t ) � p̂Dg ;� t (:; t)k2
L 2 (R)

�
dt

� C(j� j + j� j + hT )
(2.63)

wheresl
Dp ;� t and p̂Dg ;� t are extended onR3 (respectively onR) by zero.

Proof : For any � 2 R3 we de�ne the set 
 � = f x 2 
 j x + � 2 
 g. From Proposition
2.6.1 there exists a constantC such that the following estimate holds for all� 2 R3 and
� 2 R: Z T

0
k� T ;� tuD (: + �; t ) � � T ;� tuD (:; t)k2

L 2 (
 � )dt

+
Z T

0
k � T ;� t p̂D (: + �; t ) �  � T ;� t p̂D (:; t)k2

L 2 (R)dt

� C(j� j + j� j):

(2.64)

We conclude the proof using Lemma 2.6.3 as well as Lipschitz properties and boundedness
of Sl . � .

Convergence

Lemma 2.6.8 Let (v(k))k2 N be a sequence of functions inL2(0; T; U0) such that there
existsC > 0 with kv(k)kL 2 (0;T ;H 1 (
)) � C for all k 2 N. Then, there existsv 2 L2(0; T; U0)
such that

1. up to a subsequence

v(k) * v in L2(
 � (0; T)) and r v(k) * r v in L2(
 � (0; T))3:

2. up to the same subsequence

v (k) * v in L2((0; L) � (0; T));

.

Proof : The proof of the �rst statement is classical, see e.g. the proof of Lemma 5.1 in
[12]; moreoverv 2 L2(0; T; H 1

� D
(
)). Next, there exists r 2 L2(0; T; L2(0; L)) such that

v (k) * r in L2(0; T; L2(0; L)). To conclude, let us prove that@sv = 0 and r = v . For
all ' 2 L2((0; L) � (0; T)) and  2 L2(@S� (0; T)), there exist 	 2 L2(0; T; Hdiv(
))
such that 	 � n = ' (x; t ) (s; t) on �. Hence, one has

Z T

0

Z



(r v(k)(x; t) � 	( x; t) + v(k)(x; t)div	( x; t))dxdt

=
Z T

0

Z L

0

Z

@S
(v (k))(x; t )' (x; t ) (s; t)dxdsdt:
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Passing to the limit in this equality one obtains that
Z T

0

Z



(r v(x; t) � 	( x; t) + v(x; t)div	( x; t))dxdt

=
Z T

0

Z L

0

Z

@S
r (x; t )' (x; t ) (s; t)dxdsdt;

which implies that
Z T

0

Z L

0

Z

@S
(v (x; s; t) � r (x; t )) ' (x; t ) (s; t)dxdsdt = 0;

and hence that@sv = 0 and v = r . � .

Theorem 2.6.1 Let D (k) ,� tn;(k) ; n = 1; � � � ; N (k) , k 2 N be a sequence of space time dis-
cretizations such that there exists� > 0 with � T ( k ) � � . It is assumed thatlimk! + 1 hT ( k ) =
0, and that � t (k) = maxn=1 ;��� ;N ( k ) � tn;(k) tends to zero whenk ! + 1 , and that k� D ( k )

m
u0

D ( k ) �
uinit;p kL 2 (
) , k� D ( k )

g
u0

D ( k ) � uinit;g kL 2 (0;L ) , k� T ( k ) �uD ( k ) � �ukV tends to zero whenk ! + 1 .

Then, there exist a subsequence ofk 2 N and a functionu 2 L2(0; T; V) solution of (2.35)
such that up to this subsequence

sl
D ( k )

m ;� t ( k ) ! Sl (:; u) strongly in L2(
 � (0; T));

� D ( k )
m ;� t ( k ) uD ( k ) * u weakly in L2(
 � (0; T));

and
pD ( k )

g ;� t ( k ) ! g(u ) strongly in L2((0; L) � (0; T)):

Proof : From Proposition 2.6.1, Lemma 2.6.8, and the convergence to zero ofk� T ( k ) �uD ( k ) �
�ukV we deduce that there existsu 2 L2(0; T; U) with u � �u 2 L2(0; T; U0) such that up
to a subsequence �T ( k ) ;� t ( k ) uD ( k ) * u weakly in L2(
 � (0; T)),  � T ( k ) ;� t ( k ) uD ( k ) * u
weakly in L2((0; L) � (0; T)), and r � T ( k ) ;� t ( k ) uD ( k ) * r u weakly in L2(
 � (0; T))3.

In view of Lemma 2.6.6, Lemma 2.6.7, and Lemma B.2 of [30], theKolmogorov-Fr�echet
theorem implies that there exist two functionss 2 L2(
 � (0; T)) and p̂ 2 L2((0; L)� (0; T))
such that up to a subsequencesl

D ( k )
m ;� t ( k )

! S strongly in L2(
 � (0; T)) and p̂D ( k )
g ;� t ( k ) !

p̂ strongly in L2((0; L) � (0; T)). The sequence � T ( k ) ;� t ( k ) p̂D ( k ) is uniformly bounded
in L2(0; T; H 1

0 (0; L)), thus one can extract a subsequence of@x  � T ( k ) ;� t ( k ) p̂D ( k ) weakly
converging to some function ^px in L2((0; L) � (0; T)). Let ' 2 L2(0; T; C1

c (R)) and let
 � T ( k ) ;� t ( k ) p̂D ( k ) be extended by zero outside of (0; L), passing to the limit in

Z T

0

Z

R

�
(@x  � T ( k ) ;� t ( k ) p̂D ( k ) )' (x; t ) +  � T ( k ) ;� t ( k ) p̂D ( k ) @x ' (x; t )

�
dxdt = 0;

we obtain that Z T

0

Z

R

�
p̂x ' (x; t ) + p̂@x ' (x; t )

�
dxdt = 0;
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and hence that p̂x = @x p̂ and p̂ 2 L2(0; T; H 1
0 (0; L)). From the convergence to zero of

k� T ( k ) �uD ( k ) � �ukV and the assumptions ong we deduce that there existsp 2 L2((0; L) �
(0; T)) such that p� g( �u) 2 L2(0; T; H 1

0 (0; L)) and such that pD ( k )
g ;� t ( k ) ! p strongly and

@x  � T ( k ) ;� t ( k ) pD ( k ) converges weakly to@xp up to subsequence. Using the Minty's trick
stated in Lemma 3.6 of [35] one can show thats = Sl (:; u) and p = g(u ).

It remains to show that u is a solution to (2.35). We will drop the superscript (k) in
the following for the sake of convenience. LetC(
 � [0; T)) be the subspace of functions

' of C1
�


 � [0; T]
�

vanishing at t = T and on � D and such that @s' = 0 on �. Then,

let  2 C(
 � [0; T)) and consider the function (t) = PD  (:; t) 2 X 0
D .

Next, setting vD =  (tn� 1) in (2.47), multiplying the left and right hand sides by � tn

and summing overn, we obtain that
NX

n=1

� tn
�

An
Dm

( (tn� 1)) + An
Dg

( (tn� 1)) + B n
Dm

( (tn� 1)) + B n
Dg

( (tn� 1))
�

= Cn
Dm

( (tn� 1)) + Cn
Dg

( (tn� 1)) :

First, using the chain rule and (T) = 0, we have that

NX

n=1

� tnAn
Dm

( (tn� 1)) = �
NX

n=1

Z tn

tn � 1

Z



� l � m (x)sl

Dm ;� t (x; t)@t � Dm  (t)(x)dxdt

+
Z



� l � m (x)sl (x; � Dm u0

D (x))� Dm  (0)(x)dx:

We deduce from the strong convergence ofsl
Dm ;� t to Sl (:; u), the strong convergence of

� Dm u0
D to uinit;p , and the regularity of  , that

NX

n=1

� tnAn
Dm

( (tn� 1)) ! �
Z T

0

Z



� l � m (x)Sl (x; u(x; t))@t  (x; t)dxdt

+
Z



� l � m (x)Sl (x; uinit;p (x))  (x; 0)dx:

Similarly, we have that
NX

n=1

� tnAn
Dg

( (tn� 1)) = �
NX

n=1

Z tn

tn � 1

Z L

0

jSj
RTe

pDg ;� t (x; t )@t � Dg  (t)(x)dxdt

+
Z L

0

jSj
RTe

g(� Dg u0
D (x))� Dg  (0)(x)dx:

We deduce from the strong convergence ofpDg ;� t to g(u ), the strong convergence of
� Dm u0

D to uinit;g , and the regularity of  , that

NX

n=1

� tnAn
Dg

( (tn� 1)) = �
Z T

O

Z L

0

jSj
RTe

g(u )(x; t )@t  (x; t )dxdt

+
Z L

0

jSj
RTe

g(uinit;g )(x) (x; 0)dx:
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Turning to the di�usion terms, we have from the weak convergence ofr � T ;� tuD to r u,
the strong convergence ofsl

Dm ;� t to Sl (:; u), the assumption onkl
r , and the regularity of

 , that

NX

n=1

� tnB n
Dm

( (tn� 1))

!
Z T

0

Z



� l k

l
r (x; Sl (x; u(x; t)))

� l
K m (r u(x; t) � M l � lg) � r  (x; t)dxdt

Similarly, we deduce from the weak convergence of@x  � T ;� tuD to @xg(u ), the strong
convergence ofpDg ;� t to g(u ), the assumption one� g, and the regularity of  , that

NX

n=1

� tnB n
Dg

( (tn� 1))

!
Z T

0

Z L

0

1
� g(x)

jSje� g(g(u )(x; t ))@xg(u )(x; t )@x  (x; t )dxdt:

Turning to the source terms, from the regularity of , we obtain that

NX

n=1

� tn
�

Cn
Dm

( (tn� 1)) + Cn
Dg

( (tn� 1))
�

!
Z T

0

Z



Q(x; t) (x; t)dxdt +

Z T

0

Z L

0
jSjq(x; t ) (x; t )dxdt:

2.7 Conclusion

A reduced model coupling the 3D gas liquid compositional Darcy ow in the matrix, the
2D gas liquid compositional Darcy ow in the fracture network, and a 1D compositional
gas free ow has been proposed and applied to predict the massexchanges occurring at
the interface between the repository and the ventilation excavated galleries. The model
takes into account the low permeability of the disposal to simplify the coupling conditions
and uses a No Pressure Wave approximation in the free ow domain. The VAG scheme
has been extended to the discretization of such model. It hasthe advantage compared
with classical CVFE approaches to avoid in a natural way the mixing of the porous and
free media properties inside the control volumes at the nodes located at the interface. The
discretization has been validated on a single phase Darcy owmodel problem as well as on
a compositional model using an approximate solution for thestationary state. Finally, the
convergence of the VAG discretization to a weak solution hasbeen proved for a simpli�ed
model coupling the 3D Richards approximation for the liquidpressure in the porous
medium and the Darcy approximation of the 1D gas pressure equation in the gallery. In
the next chapter, the reduced model of subsection 2.4.3 willbe compared in a 2D geometry
with a 2D-2D model using the Reynold Averaged Navier Stokes (RANS) equations in the
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2D gallery with an algebraic turbulent model. To that end, the molar fraction boundary
layer thickness� of subsection 2.4.3 will be computed using a low frequency diagonal
approximation of a Steklov Poincar�e operator for the convection di�usion equation in the
gallery.
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Chapter 3

Coupling of a liquid gas
compositional 2D Darcy ow with a
2D compositional free gas ow

Abstract : In this Chapter, a �xed point algorithm to solve the coupling between the gas
liquid compositional Darcy ow and the free gas ow is developed. This algorithm takes
advantage of the weak velocity and pressure perturbations in the gallery induced by the
coupling with the porous medium. On the other hand it keeps inthe Newton solver the
strong coupling between the porous medium system and the convection di�usion equations
for the gas molar fractions in the gallery at �xed velocity. The e�ciency of the �xed point
algorithm is assessed on a 2D model problem. The obtained solutions are compared with
the solutions given by the reduced model presented in Chapter 2. To this end, a model
to compute the molar fraction boundary layer thickness, which plays an essential role in
the quality of the reduced model, is proposed.

3.1 Introduction

The study of the reduced model in Chapter 2 has made clear the strong coupling between
the water molar fraction in the gallery and the liquid pressure and ux at the porous
medium gallery interface. This strong coupling results from the liquid gas thermodynam-
ical equilibrium at the interface.

This Chapter 3 develops a �xed point algorithm which preserves this strong coupling
and relaxes the coupling between, on the one hand, the velocity and the pressure in the
gallery, and, on the other hand, the porous medium unknowns and the gas molar fractions
in the gallery. The idea of this algorithm is to solve in the �rst step of the �xed point
algorithm the porous medium equations coupled to the convection di�usion equations
for the gas molar fractions in the gallery. Then, the total molar ux at the interface
is computed and used in the second step of the algorithm to compute the velocity and
pressure in the gallery solving the Navier Stokes equations.
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Compared with fully coupled approaches such as the ones developed in [6, 41, 48], our
�xed point algorithm has the advantage to lead to the non linear and linear solutions of
simpler sub-systems. Sequential algorithms, such as the ones described in [26, 24] (see
also the review [25]) are frequently used for solving dryingproblems. As mentioned in
[26, 24] they require a time step at the scale of the free ow due to the strong coupling
between the water molar fraction in the gallery and the liquid pressure and ux at the
porous medium gallery interface. In our context this is of course prohibited. In order to
simulate a period of say 100 years, we need to be able to use time steps at the scale of the
porous medium with a quasi stationary computation of the free ow at each time step.

The second objective of this chapter is to compare the solutions of the full model
and of the reduced model developed in Chapter 2 using a 1D model in the free ow
domain. To this end, we need to derive a model for the gas molarfraction boundary
layer thickness introduced in section 2.4.3. This parameter plays an essential role on the
liquid evaporation rate at the interface. The proposed model is based on a low frequency
diagonal approximation of a Steklov Poincar�e type operator for the stationary convection
di�usion equation at �xed velocity. It leads to a boundary layer thickness depending on
the longitudinal coordinatex along the gallery.

Figure 3.1: Free ow domain 
 g, porous medium domain 
p, interface �, and remaining
boundaries for our 2D test case.

In order to assess the e�ciency of the �xed point algorithm and to compare the full
and reduced models, a simple 2D setting exhibited in Figure 3.1 is used. In the porous
medium domain 
 p, we consider a compositional liquid gas Darcy ow using the phase
pressures and component fugacities formulation of Chapter1. In the gallery domain 
 g,
the turbulent nature of the ow is taken into account using analgebraic model leading to
the computation of a turbulent pro�le. This longitudinal tu rbulent pro�le is a stationary
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solution of the RANS model (Reynolds Averaged Navier Stokes, seee.g. [19, 9]) without
the coupling with the porous medium ow. Then, this turbulent pro�le u t provides the
turbulent dynamic viscosity � t and the turbulent di�usion D t that are used to compute the
velocity, pressure and gas molar fraction in 
g solving the RANS compositional model
at �xed turbulent viscosity � t and di�usion D t . The turbulent viscosity and di�usion
can be �xed thanks to the small perturbation of the velocity and pressure induced by
the coupling in the free ow region. Note also that the turbulent di�usion D t plays an
essential role in the liquid evaporation rate at the interface.

The 2D domain is discretized using a Cartesian mesh conforming at the interface
and re�ned on both sides of the interface � in order to take into account the laminar
boundary layer on the gallery side and the strong liquid pressure gradient on the porous
medium side. The space discretization uses a Marker-And-Cell (MAC) scheme for the
RANS model [40] and a cell centred �nite volume scheme for the Darcy ow in 
 p and
for the convection di�usion equations in 
 g. In both cases, the di�usive uxes (Darcy
and turbulent di�usion terms) are approximated by a two point ux and the convective
numerical uxes are obtained by a �rst order upwind scheme. The time integration uses
an implicit Euler scheme.

Three test cases are considered. The �rst test case is roughly speaking the 2D-2D
version of the Andra test case presented in subsection 2.4.2 with di�erent values for the
length of the gallery ranging from 25 m to 400 m and di�erent input velocities ranging
from 0:05 to 5 m s� 1. The second test case considers a vertical gallery with two di�erent
rocktypes along the direction of the gallery. The third testcase goes away from the Andra
order of magnitudes by considering a porous medium with a much higher permeability of
1 Darcy and spatial dimensions of order 1 meter.

The outline of the remaining of this Chapter is the following. In Section 3.2, the
formulation of the coupled model is introduced using the phase pressures and component
fugacities formulation in the porous medium. Then, the splitting algorithm is described.
In Section 3.3 the reduced model using a 1D model in the free ow domain is described
as well as the computation of the gas molar fraction boundarylayer thickness. In Section
3.4, the 2D setting for our numerical experiments is detailed as well as the discretization
in the porous medium and in the gallery. Then, the results of the three test cases are
presented and discussed.

3.2 Formulation of the coupled model and �xed point
algorithm

Let 
 p denote the porous medium domain and 
g the free ow domain. The interface
between the two domains is denoted by � =@
 p \ @
 g.
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3.2.1 Formulation of the coupled model

Let � = g; l denote the gas and liquid phases assumed to be both de�ned by amixture
of componentsi 2 C among which the water component denoted bye which can vaporize
in the gas phase, and a set of gaseous componentsj 2 C n feg which can dissolve in the
liquid phase. For the sake of simplicity, the model is assumed to be isothermal with a �xed
temperature Te. Following Chapter 1, the gas liquid Darcy ow formulation uses the gas
pressurepg, the liquid pressurepl , and the component fugacitiesf = ( f i ) i 2C as primary
unknowns, denoted byU = ( pg; pl ; f ) in the following. In this formulation, following
[45], the component molar fractionsc� = ( c�

i ) i 2C of each phase� = g; l are the functions
c�

i (U) of U de�ned by inversion of the equationsf �
i (c� ; pg; pl ) = f i , i 2 C, wheref �

i is the
fugacity of the componenti in the phase� . In addition, for � = g; l, the phase pressurep�

is extended in the absence of the phase in such a way that the closure law
P

i 2C c�
i (U) = 1

is always imposed. The phase molar and mass densities, as well as the phase viscosities
are denoted in the following by respectively� � (p� ; c� ), � � (p� ; c� ), � � (p� ; c� ) for � = g; l.
For the sake of simplicity, for� = � � , � � , or � � , we will still use the notation � (U) for the
function � (p� ; c� (U)).
Finally, we de�ne the liquid saturation as the functionSl (x; pg � pl ) of pc = pg � pl de�ned
by the inverse of the monotone graph extension of the capillary pressure functionpc(x; :),
and we setSg(x; :) = 1 � S l (x; :). This leads to the following set of equations for the
unknownsU in the porous medium

8
>>>><

>>>>:

�@tni (x; U) + div
� X

� = g;l

m�
i (x; U)K

�
r p� � � � (U)g

��

= 0; i 2 C on 
 p � (0; T);X

i 2C

c�
i (U) = 1 ; � = g; l on 
 p � (0; T);

(3.1)

with the number of mole of the componenti per unit pore volume de�ned by

ni (x; U) =
X

� = l;g

c�
i (U)� � (U)S� (x; pg � pl );

and the mobility of the componenti in phase� de�ned by

m�
i (x; U) = c�

i (U)� � (U)
k�

r (x; S� (x; pg � pl ))
� � (U)

:

In the free ow domain it is assumed that the gas molar and massdensities are �xed
which amounts to neglect the e�ect of the pressure and molar fraction variations on the
gas densities. It is assumed that the coupling with the porous medium induces a small
perturbation of a given stationary turbulent ow with velocity u t and pressurept solution
of the following RANS model

(
� gdiv

�
u t 
 u t

�
+ div

�
� (� g + � t )(r u t + r tu t )

�
+ r pt = � gg on 
 g;

div(u t ) = 0 on 
 g;
(3.2)
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with boundary condition u t = 0 at the interface �. In (3.2), � t is the turbulent viscosity
which is modelled e.g. using an algebraic turbulent model ora more advancedk � �
model. Note that this turbulent viscosity � t vanishes at the interface � but is much larger
than � g away from the viscous boundary layer. This turbulent ow is responsible for

a turbulent di�usion denoted by D t and typically given by D t =
1
Sc

� t

� g
where Sc is the

Schmidt number (see e.g. [9]) that will be assumed to be equalto 1 in the following to
�x ideas. This turbulent di�usion, which is much larger than D g away from the viscous
boundary layer, plays an essential role in the order of magnitude of the evaporation rate.
The gas molar fraction of the uncoupled ow corresponds to the initial condition c = cinit

of the coupled ow.
The coupling of the free ow with the porous medium ow leads to the new gas velocity

u = u t + ~u, the new pressurep = pt + ~p, and the gas molar fractionc solutions of the
following RANS model

8
>>>>>>><

>>>>>>>:

� gdiv
�

u t 
 ~u + ~u 
 u t + ~u 
 ~u
�

� div
�

(� g + � t ))( r ~u + r t ~u)
�

+ r ~p = 0 on 
 g � (0; T);

@tci + div
�

ci u
�

+ div( � (D g + D t )r ci ) = 0 ; i 2 C on 
 g � (0; T);
X

i 2C

ci = 1 on 
 g � (0; T):

(3.3)

Due to the small perturbation assumption, the turbulent viscosity � t and di�usion D t are
assumed in (3.3) to be given functions ofx independent on~u, ~p, and c. A stationary
model for the momentum equation is used in (3.3) due to the much larger porous medium
ow time scale than the free ow time scale. The component molar conservations in the
free ow domain are kept unstationary in order to ease the nonlinear solution of the
coupled system at the start of the simulation.

At the interface � between the free ow domain and the porous medium the coupling
conditions are an adaptation to those stated in [49]. The Beavers Joseph condition at
the interface � is replaced by a no slip condition due to the low permeability of the
porous medium. The remaining conditions are the continuityof the molar uxes for
each componenti 2 C assuming that the liquid phase is instantaneously vaporized, the
continuity of the gas molar fractions, the continuity of the normal component of the
normal stress, and the gas liquid thermodynamical equilibrium. We obtain the following
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interface conditions
8
>>>>>>>>>>><

>>>>>>>>>>>:

1
� g

X

� = l;g

� m�
i (x; U)K

�
r p� � � � (U)g

�
� n

= ci u � n � D gr ci � n; i 2 C on � � (0; T);
cg

i (U) = ci ; i 2 C on � � (0; T);

pg = p + n �
�

� gu 
 u � � g(r u + r tu)
�

n on � � (0; T);
X

i 2C

c�
i (U) = 1 � = g; l; on � � (0; T);

u ^ n = 0 on � � (0; T);

(3.4)

wheren denotes the unit normal vector at the interface � oriented outward of the porous
medium domain. Note that in practice, the gas pressure jumpp � pg at the interface can
be neglected since a small ow rate between the porous mediumand the free ow domain
is expected.

3.2.2 Fixed point algorithm

In [6, 41, 48] all the Darcy and free ow unknowns corresponding in our case toU, u, p
and c are solved using a monolithic Newton algorithm at each time step of a fully implicit
Euler time integration scheme. Given the complexity of the full system, this approach
naturally leads to di�culties in solving the non linear and linearized systems.

Alternatively, many coupling strategies simply rely on a sequential coupling algorithm
of Dirichlet Neumann type using typically two di�erent codesfor the Darcy and free ows.
This type of sequential coupling algorithm leads to very small time steps due to the strong
coupling between the liquid pressurepl and the water molar fractionce at the interface �
which is induced by the thermodynamical equilibrium. For example, in [26, 24], a time
step of 0:1 s is reported resulting in roughly 100h of CPU time for a few days of simula-
tion. We refer to [25] for a recent review including a list of codes implementing sequential
or fully implicit coupling algorithms for the modelling of drying processes at the interface
between a porous medium and a free ow domain.

Our approach is rather to split the system in two simpler subsystems at each time
step of the fully implicit Euler time integration scheme. Ina �rst step, for given u and
p in 
 g, the strongly coupled unknownsU in 
 p, c in 
 g, and u � n at � are computed
using a Newton algorithm solving the Darcy ow in the porous medium together with
the tracer equations in the free ow domain and part of the interface conditions. The
gas velocityu and gas pressurep in 
 g are then computed in a second step solving the
momentum and divergence free equations using step 1 normal velocity u � n at the in-
terface �. The two steps 1 and 2 are iterated, as a �xed point algorithm for the normal
velocity u � n at the interface �, until the stopping criteria k1 �

P
i 2C ci kL 1 (
 g ) � � is

satis�ed for a given accuracy� . The convergence of this �xed point method is expected
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to be very fast due to the weak coupling of the unknownsU, c, and u � n to the unknowns
u and p. We will see in the numerical Section 3.4 that, in practice, the sequential version
of this algorithm, i.e. a single �xed point iteration, su�ce s to obtain a very accurate result.

We detail below the two steps of the �xed point algorithm at a given time step � tn

between timestn� 1 and tn , which are iterated until convergence of the gas molar fractions
such that k1 �

P
i 2C ci kL 1 (
 g ) � � . To �x idea, an Euler implicit time integration is used

in both domains. The unknowns at timen are denoted with then superscript. The �xed
point iteration count is denoted byk and the �xed point algorithm is initialized with the
previous time step solution.

Step 1 : it computes Un;k in the porous medium,cn;k in the free ow domain andun;k � n
at the interface, at �xed velocity un;k � 1 and pressurepn;k � 1 in the free ow domain, as
the solution of the system coupling the Darcy ow model

8
>>>>>><

>>>>>>:

�
ni (x; Un;k ) � ni (x; Un� 1)

� tn

+div
� X

� = g;l

� m�
i (x; Un;k )K

�
r p�;n;k � � � (Un;k )g

��
= 0; i 2 C on 
 p;

X

i 2C

c�
i (Un;k ) = 1 ; � = g; l on 
 p;

(3.5)

with the tracer equations in the free ow model

cn;k
i � cn� 1

i

� tn
+ div

�
cn;k

i un;k � 1
�

+ div( � (D g + D t )r cn;k
i ) = 0 ; i 2 C; on 
 g; (3.6)

and the following subset of the interface conditions
8
>>>>>>>>>><

>>>>>>>>>>:

1
� g

X

� = l;g

� m�
i (x; Un;k )K

�
r p�;n;k � � � (Un;k )g

�
� n

= cn;k
i un;k � n � D gr cn;k

i � n; i 2 C on � ;
cg

i (Un;k ) = cn;k
i ; i 2 C on � ;

pg;n;k = pn;k � 1 + n �
�

� gun;k � 1 
 un;k � 1 � � g(r un;k � 1 + r tun;k � 1)
�

n on � ;
X

i 2C

c�
i (Un;k ) = 1 � = g; l; on � :

(3.7)

Note that in (3.6) and (3.7), the normal gas velocityun;k � n is used for the convective
ux at the interface � and not un;k � 1 � n.

Step 2 : Given the normal gas velocityun;k � n at the interface � computed at step 1, step
2 computes the gas velocityun;k = u t + ~un;k and the gas pressurepn;k = pt + ~pn;k as the
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solution at time tn of the following RANS model
8
>><

>>:

� gdiv
�

u t 
 ~un;k + ~un;k 
 u t + ~un;k 
 ~un;k
�

� div
�

(� g + � t )(r ~un;k + r t ~un;k )
�

+ r ~pn;k = 0 on 
 g;

div( ~un;k ) = 0 on 
 g:

(3.8)

3.3 Reduced model

It is assumed to �x ideas that the free ow domain is a cylindrical domain of lengthL and
of sectionS with S an open simply connected subdomain ofR2. The free ow domain
is de�ned by 
 g = (0 ; L) � S and the interface by � = (0 ; L) � @S. In the following, 
denotes the trace operator on � ands is the curvilinear coordinate along@S.

The reduced model is motivated by the large longitudinal dimension compared with
the transversal dimensions of the free ow domain in radioactive waste geological storage
applications. It is assumed that the pressurep and the longitudinal velocity u in the
section S depend only on the longitudinal coordinatex and on time t. The gas molar
fraction c is also assumed to depend only onx and t. At the interface �, the gas molar
fraction in the viscous boundary layer is given bycg( U) from the gas molar fraction
continuity. The gas pressurep g at the interface assumes an hydrostatic pressure in the
sectionS. In most cases, this hydrostatic correction can actually beneglected. Another
unknown is the gas normal velocity at the interface � averaged along @S. It is denoted
by vn with the normal oriented outward of the porous medium.

3.3.1 Reduced 1D model in the free ow domain

The new system amounts to �nd the porous medium unknownsU(x; t) on 
 p � (0; T), and
the free ow domain unknownsu(x; t ), c(x; t ) on (0; L) � (0; T) and vn (x; t) on � � (0; T)
satisfying the Darcy ow system (3.1), coupled with the following modi�ed system at the
interface �

8
>>>>>>>>>><

>>>>>>>>>>:

cg
i ( U)v+

n + ci v�
n +

D g

�
(cg

i ( U) � ci )

=
1
� g

X

� = g;l

� m�
i (x; U)K

�
r p� � � � (U)g

�
� n; i 2 C on � � (0; T);

X

i 2C

c�
i ( U) = 1 ; � = g; l on � � (0; T);

p g = p � � g(p; c)g(z �
1

jSj

Z

S
dz); on � � (0; T);

(3.9)

123



and with the conservation equations along the free ow domain
8
>>>><

>>>>:

@tci + @x (ci u)

=
1

jSj� g

Z

@S

X

� = g;l

� m�
i (x; U)K

�
r p� � � � (U)g

�
� n ds; i 2 C on (0; L) � (0; T);

X

i 2C

ci = 1 on (0; L) � (0; T):

(3.10)

To �x ideas the pressure drop is given by the Forchheimer model ( � gu+ � gjuju) = � @x p g

with � g � 0 and � g � 0, � g + � g > 0. In (3.9), we have used the notationa+ = max( a;0)
and a� = min( a;0). The function � > 0 corresponds to the molar fraction boundary layer
thickness that need to be modelled as discussed in the next subsection.

3.3.2 Molar fraction boundary layer thickness model

A simple choice of the boundary layer thickness� is given by the following model. letL
denote the stationary convection di�usion operator de�nedfor all d 2 H 1(
 g) by

Ld = div
�

u td � (D g + D t )r d
�

;

recalling that div(u t ) = 0 and that u t = 0 on �. We de�ne the solution d of the following
stationary convection di�usion equation given a constant boundary condition din 2 R on
� g

in = f 0g � S and a boundary conditiond� 2 H
1
2 (�) on �:

8
>><

>>:

Ld = 0 on 
 g;
d = d� on � ;
d = din on � g

in ;
r d � n = 0 on � g

out = f Lg � S:

(3.11)

Let us denote bySP the linear Steklov-Poincar�e operator such that for alld� 2 H
1
2 (�)

SP (d� � din ) = �r d � n 2 H � 1
2 (�) ;

and let us denote byM the linear compact operator fromH
1
2 (�) to H

1
2 (�) such that for

all d� 2 H
1
2 (�)

M (d� � din ) = � din +
1

jSj

Z

S
d(:; y; z)dydz 2 H 1(�) :

Then, we de�ne for din 2 R, d� = d 1� with d 2 R, din 6= d ,

� =
d� � 1

jSj

R
S d(:; y; z)dydz

�r d � n
=

(I � M )1�

SP 1�

where 1� denotes the function equal to 1 on �. This de�nition of � is clearly independent
on the choice of bothd and din . Also from the maximum principle,� (x) > 0 for all x 2 �.
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From the maximum principle and the Fredholm alternative, the linear operatorI � M
de�nes a bijection from H

1
2 (�) to H

1
2 (�). Hence we can de�ne the operator

SP = SP (I � M )� 1;

which relates the normal ux at � to the di�erence between the trace on � and the section
mean values as follows

�r d � n = SP

�
d� �

1
jSj

Z

S
d(:; y; z)dydz

�
:

In this framework,
1
�

clearly appears as a diagonal approximation of the operatorSP

which is built to be exact for constant boundary conditions on �. A better approximation
could be obtained using a second order approximation of the operator SP following the
techniques used in Optimized Schwarz Methods [43].

It is more usual to relate the ux to the di�erence between thetrace on � and din

using the Steklov Poincar�e operator. The diagonal approximation D g

� = D gSP 1� of the
operator D gSP is refered to as the Convective Mass Transfer Coe�cientCMTC (see the
review [25] and the references there in for a discussion about CMTCs). In our context,
our choice has the advantage to take into account the coupling of the interface conditions
with the 1D gas free ow.

3.4 Numerical tests

In order to assess the e�ciency of the �xed point algorithm and to compare the full
and reduced models, we consider in the following tests a simple 2D setting with 
 g =
(0; L) � (0; H1), 
 p = (0 ; L) � (H1; H2) and � = (0 ; L) � f H1g. Figure 3.1 exhibits the
two domains, the interface and the external boundaries �p

D , � p
N , � g

in , � g
out , and � g

N .

We consider the set of componentsC = f e; ag wheree denotes the water component,
and a the gaseous air component with the �xed Henry constantHa = 6 109 Pa. The
gas molar density is given by� g(pg) = pg

RTe
mol.m� 3, and the liquid molar density is

�xed to � l = 55555 mol.m� 3. The phase viscosities are �xed to� g = 18:51 10� 6 Pa.s� 1

and � l = 10� 3 Pa.s� 1. The mass densities are de�ned by� � = � �
P

i 2C c�
i M i with the

molar masses of the componentsM a = 29 10� 3 Kg mol� 1, M e = 18 10� 3 Kg mol� 1.
The fugacities of the water and air components in the gas phase f g

e and f g
a are given by

Dalton's law for an ideal mixture of perfect gas (1.1). The fugacities of the components in
the liquid phase are given by Henry's law (1.2) for the dissolution of the air component in
the liquid phase, and by Raoult-Kelvin's law (1.3) for the water component in the liquid
phase. The solution of the equationf � (c� ; pg; pl ) = f leads to the following component
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molar fractions c�
i as functions ofU:
8
>><

>>:

cl
e(U) =

f e

Psat (Te)
exp

� (pg � pl )
� l (pl )RTe

�
; cl

a(U) =
f a

Ha
;

cg
e(U) =

f e

pg
; cg

a(U) =
f a

pg
:

(3.12)

The relative permeabilities and capillary pressure in the porous medium are given by the
Van-Genuchten laws (1.20)-(1.21)-(1.22). In our numerical tests, the stationary turbulent
pro�le, corresponding to the velocity without the couplingwith the porous medium, is
obtained using the following Prandtl algebraic turbulent model for the turbulent viscosity
(see [56, 19, 9])

� t = � g(lm (y))2ju0
t (y)j; lm (y) = 0 :41 min(y; H1 � y):

It leads to compute the solution (u t ; pt ) with u t (y) =
�

ut (y)
0

�
of the system

8
<

:

div( � (� g + � t )r ut ) + @xpt = 0 on 
 g;
@ypt = � � gg on 
 g;

div(u t ) = 0 on 
 g;
(3.13)

which reduces to the following Ordinary Di�erential Equation (ODE) for ut (y)

(� g + � g(lm (y))2ju0
t j)u

0
t = � t (H1=2 � y);

to be integrated betweeny = 0 and y = H 1
2 by symmetry. The integration constant of

this ODE and the constant � t are obtained using the conditionsut (0) = 0 and

1
H1

Z H 1

0
ut (y)dy = win ;

wherewin is the prescribed mean value of the input velocity. Using the outow boundary
condition (3.14) speci�ed below, the turbulent pressure isde�ned by

pt (x; y) = pout � � ggy � � t (x � L);

wherepout is the outow pressure fory = 0, and g = 9:81m:s� 2 is the gravity acceleration.
In our numerical tests, the turbulent di�usion is related to the turbulent viscosity by

D t (y) =
� t (y)

� g
:

The porous medium is initially saturated by the liquid phasewith imposed pressurepl
init

and composition cl
a;init = 0, cl

e;init = 1 which combined with the equation cg
e(Uinit ) +

cg
a(Uinit ) = 1 de�nes the initial unknowns Uinit . At the top porous medium boundary �pD ,

a Dirichlet boundary condition is imposed equal to the initial condition UD = Uinit . At
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both sides �p
N of the porous medium, a zero normal ux boundary condition isimposed

for all components. The initial condition in the free ow domain is given bypinit = 105

Pa and ce;init = 1 � ca;init de�ned by the prescribed relative humidity

H r;init =
ce;init pinit

Psat (Te)
:

At the boundary � g
in , the input molar fractions are set tocin = cinit , and the stationary

turbulent pro�le u t (y) is imposed. At the boundary �g
out , the following outow boundary

conditions are imposed

p � (� g + � t (y))@xu = pout � � ggy; @xv = 0; (3.14)

with pout = pinit . The usual gradient is used in this outow condition rather than the
symmetric gradient in such a way that this condition can be satis�ed by ( u t ; pt ). The
di�usive normal uxes are set to zero for all componentsi 2 C on � g

out . At the bottom
boundary � g

N , the velocity u is set to zero as well as the di�usive normal uxes for all
componentsi 2 C.

3.4.1 Finite Volume Discretization on a Cartesian mesh

The domain (0; L) � (0; H2) is discretized by a non uniform Cartesian mesh re�ned at
both sides of the interface �. A �nite volume cell centered discretization with a Two
Point Flux Approximation (TPFA) of the Darcy uxes and an upwind ing of the mobility
terms is used for the porous medium ow [52, 5]. For the free ow, a staggered MAC
(Marker-And-Cell) scheme is used for the Navier Stokes equations [40, 51, 58] combined
with a TPFA discretization of the di�usion uxes.

TPFA discretization of Step 1

To write the discretization of the step 1 model, it is convenient to use the following
unstructured mesh notations. LetM p (resp. M g) denotes the set of cells of 
p (resp.

 g). The set of edges of the mesh is denoted byE, M � � M p [ M g stands for the set of
cells sharing the edge� , and EK denote the set of edges of the cellK 2 M p [ M g. The
set of edgesE is partitioned as follows:

Ep
int the set of interior edges of 
p with M � = f K; L g � M p for all � 2 Ep

int ,

Ep
[ the set of edges of �p[ with M � = f K g � M p for all � 2 Ep

[ with [ = D or N ,

E� the set of edges of � withM � = f K; L g, K 2 M p, L 2 M g for all � 2 E� ,

Eg
int the set of interior edges of 
g with M � = f K; L g � M g for all � 2 Eg

int

Ef
[ the set of edges of �f[ with M � = f K g � M g for all � 2 E f

[ , [ = in; out; N .

127



The set of discrete unknowns is denoted byUK = ( pg
K ; pl

K ; f K ) 2 RC+2 , K 2 M p in the
porous medium, bycK 2 RC, K 2 M g in the free ow domain, and byU� = ( pg

� ; pl
� ; f � ) 2

RC+2 and vn;� 2 R for all edges� 2 E� at the interface wherevn;� is the normal gas
velocity oriented outward of the free ow domain.

Let � K denote the mean porosity in the cellK . Let xK = ( xK ; yK ) denote the centre
of the cell K and x � = ( x � ; y� ) the centre of the edge� , and let T� be the TPFA Darcy
transmissibility of the edge� . The TPFA Darcy uxes at the interior edges � 2 Ep

int of
the porous medium, oriented outward to the cellK with M � = f K; L g are de�ned for
� = g; l by

V �
K;� (UK ; UL ) = T�

�
p�

K � p�
L + � � (

UK + UL

2
)g(yK � yL )

�
:

Similarly, at the edges� 2 (Ep
D [ E � ) \ E K , K 2 M p, they are de�ned for � = g; l by

V �
K;� (UK ; U� ) = T�

�
p�

K � p�
� + � � (

UK + U�

2
)g(yK � y� )

�
;

Then, using an upwind approximation of the mobilities with respect to the sign of
each phase Darcy ux, we set for all� 2 Ep

int , M � = f K; L g

V �;i
K;� (UK ; UL ) = m�

i (xK ; UK )V �
K;� (UK ; UL )+ + m�

i (xL ; UL )V �
K;� (UK ; UL )� ; (3.15)

and for all � 2 (Ep
D [ E � ) \ E K , K 2 M p

V �;i
K;� (UK ; U� ) = m�

i (xK ; UK )V �
K;� (UK ; U� )+ + m�

i (xK ; U� )V �
K;� (UK ; U� )� : (3.16)

The discrete conservation equations in the porous medium writes for all cellsK 2 M p

8
>>>>>>>><

>>>>>>>>:

� K jK j
ni (xK ; Un;k

K ) � ni (xK ; Un� 1
K )

� tn
+

X

� = l;g

� X

� 2E p
int \E K

V �;i
K;� (Un;k

K ; Un;k
L )

+
X

� 2E p
D \E K

V �;i
K;� (Un;k

K ; UD ) +
X

� 2E� \E K

V �;i
K;� (Un;k

K ; Un;k
� )

�
= 0; i 2 C

X

i 2C

c�
i (Un;k

K ) = 1 ; � = g; l;

(3.17)

with jK j denoting the volume of the cellK .

The normal gas velocities at the edges of the free ow domain are given by the step 2
at the �xed point iteration k � 1 and denoted for all� 2 EK nE� , K 2 M g by un;k � 1 � nK;� ,
where nK;� is the unit normal vector at the edge� outward to the cell K . The cell
pressurespn;k � 1

K for all K 2 M g are also given by the step 2 at the �xed point iteration
k � 1. The discretization of the tracer equation writes for all cells K 2 M g and all
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componenti 2 C:

cn;k
i;K � cn� 1

i;K

� tn
jK j

+
X

� 2E g
int \E K

�
cn;k

i;K j� j(un;k � 1 � nK;� )+ + cn
i;L j� j(un;k � 1 � nK;� )� + TD

� (cn;k
i;K � cn;k

i;L )
�

+
X

� 2E� \E K

�
cn;k

i;K j� j(vn;k
n;� )+ + cg

i (Un;k
� )j� j(vn;k

n;� )� + TD
� (cn;k

i;K � cg
i (Un;k

� ))
�

+
X

� 2E g
in \E K

�
cn;k

i;K j� j(un;k � 1 � nK;� )+ + ci;in j� j(un;k � 1 � nK;� )� + TD
� (cn;k

i;K � ci;in )
�

+
X

� 2E g
out \E K

cn;k
i;K j� j(un;k � 1 � nK;� )+ = 0;

(3.18)

where j� j is the length of the edge� , TD
� is the di�usion TPFA transmissibility of the

edge� , and whereci = ciP
j 2C cj

; i 2 C stands for the normalized molar fractions.

The discrete conservation equations in the porous medium domain (3.17) and in the
free ow domain (3.18) are coupled to the following interface conditions written for all
edges� 2 E� , with M � = f K; L g, K 2 M p, L 2 M g:

8
>>>>>>><

>>>>>>>:

1
� g

X

� = l;g

V �;i
K;� (Un;k

K ; Un;k
� )

= � cn;k
i;L j� j(vn;k

n;� )+ � cg
i (Un;k

� )j� j(vn;k
n;� )� � TD

� (cn;k
i;L � cg

i (Un;k
� )) ; i 2 C;

pg;n;k
� = pn;k

L + ( n � (� gu 
 u � � gr u)n)n;k � 1
� ;X

i 2C

c�
i (Un;k

� ) = 1 ; � = g; l;

(3.19)

with the gas pressure jump (n � (� gu 
 u � � gr u)n)n;k � 1
� speci�ed in step 2 below.

The coupled system (3.17-3.18-3.19) at each time stepn and at each �xed point it-
eration k is solved using a Newton algorithm. For all cellsK 2 M p and for all edges
� 2 E� both fugacities f e and f a can be eliminated from the non linear system using the
closure equationsc�

e (U) + c�
a (U) = 1, � = g; l Also, for all � 2 E� , the normal velocity vn

is eliminated using the equation from (3.19)

vn;k
n;� = �

1
j� j� g

X

i 2C

X

� = l;g

V �;i
K;� (Un;k

K ; Un;k
� ):

Using these eliminations, the Jacobian system to be solved at each Newton iteration
reduces to Cardinal(C) equations and unknowns in each cellK 2 M p [ M g and at each
edge� 2 E� . This linear system is solved using the sequential version of the SuperLU
direct sparse solver [46], [27].
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MAC discretization of Step 2

It is convenient in order to write the MAC discretization of the RANS model (3.8) to
use the following structured mesh notations. The non uniform Cartesian mesh of 
g is
de�ned by the set ofNx + 1 points along the x axis

0 = x 1
2

< � � � < x i � 1
2

< x i + 1
2

< � � � < x N x + 1
2

= L;

and by the set ofNy + 1 points along the y axis

0 = y1
2

< � � � < y i � 1
2

< y i + 1
2

< � � � < y N y + 1
2

= H1:

Let us set

� x i = x i + 1
2

� x i � 1
2
; i = 1; � � � ; Nx and � yj = yj + 1

2
� yj � 1

2
; j = 1; � � � ; Ny:

We also de�nex i =
x i + 1

2
+ x i � 1

2
2 , i = 1; � � � ; Nx , and yj =

yj + 1
2

+ yj � 1
2

2 , j = 1; � � � ; Ny and we
set

� x i + 1
2

= x i +1 � x i ; i = 1; � � � ; Nx � 1; � x 1
2

= x1 � x 1
2
; � xN x + 1

2
= xN x + 1

2
� xN x ;

and

� yj + 1
2

= yy+1 � yj ; j = 1; � � � ; Ny � 1; � y1
2

= y1 � y1
2
; � yN y + 1

2
= yN y + 1

2
� yN y :

The discrete unknowns of the staggered MAC discretization are the vertical edge
normal velocity perturbations

~ui + 1
2 ;j ; i = 0; � � � ; Nx ; j = 1; � � � ; Ny;

the horizontal edge normal velocities

vi;j + 1
2

= ~vi;j + 1
2
; i = 1; � � � ; Nx ; j = 0; � � � ; Ny;

and the cell centred pressure perturbations

~pi;j ; i = 1; � � � ; Nx ; j = 1; � � � ; Ny:

The convective uxes are discretized using an upwind approximation of the velocities
assuming in our case thatut (yj ) + ~ui + 1

2 ;j � 0 and ~vi;j + 1
2

� 0.
Let us drop in the following equations then; k subscript for ~u, ~v and ~p to simplify

the notations. The discrete system couples the discrete ~ui + 1
2 ;j momemtum conservation

equation in the cell (x i ; x i +1 ) � (yj � 1
2
; yj + 1

2
) for all i = 1; � � � ; Nx � 1; j = 1; � � � ; Ny, and
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the boundary conditions for ~u:
8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

� g� yj

�
(ut (yj ) +

~ui + 1
2 ;j + ~ui + 3

2 ;j

2
)(~ui + 1

2 ;j + ut (yj ))

� (ut (yj ) +
~ui + 1

2 ;j + ~ui � 1
2 ;j

2
)(~ui � 1

2 ;j + ut (yj ))
�

+
1
2

� g� x i + 1
2

�
(ut (yj +1 =2) + ~ui + 1

2 ;j +1 )(~vi;j + 1
2

+ ~vi +1 ;j + 1
2
)

� (ut (yj � 1=2) + ~ui + 1
2 ;j ))(~vi;j � 1

2
+ ~vi +1 ;j � 1

2
)
�

+2( � g + � t (yj ))
�

� yj

~ui + 1
2 ;j � ~ui + 3

2 ;j

� x i +1
+ � yj

~ui + 1
2 ;j � ~ui � 1

2 ;j

� x i

�

+� yj (~pi +1 ;j � ~pi;j ) + ( � g + � t (yj + 1
2
))� x i + 1

2

~ui + 1
2 ;j � ~ui + 1

2 ;j +1

� yj + 1
2

+( � g + � t (yj � 1
2
))� x i + 1

2

~ui + 1
2 ;j � ~ui + 1

2 ;j � 1

� yj � 1
2

+ � t (yj + 1
2
)(~vi;j + 1

2
� ~vi +1 ;j + 1

2
) � � t (yj � 1

2
)(~vi;j � 1

2
� ~vi +1 ;j � 1

2
) = 0 ;

~ui + 1
2 ;0 = ~ui + 1

2 ;N y +1 = 0;

~u 1
2 ;j = 0; (� g + � t (yj ))� yj

~uN x + 1
2 ;j � ~uN x � 1

2 ;j

� xN x

� � yj ~pN x ;j = 0;

(3.20)

the discrete ~vi;j + 1
2

momemtum conservation equation in the cell (x i � 1
2
; x i + 1

2
) � (yj ; yj +1 )

for all i = 1; � � � ; Nx ; j = 1; � � � ; Ny � 1, and the boundary conditions forv:
8
>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>:

� g� yj + 1
2

�
(ut (yj + 1

2
) +

~ui + 1
2 ;j + ~ui + 1

2 ;j +1

2
)~vi;j + 1

2

� (ut (yj + 1
2
) +

~ui � 1
2 ;j + ~ui � 1

2 ;j +1

2
)~vi � 1;j + 1

2

�

+ � g� x i

�
~vi;j + 3

2

~vi;j + 1
2

+ ~vi;j + 3
2

2
� ~vi;j + 1

2

~vi;j + 1
2

+ ~vi;j � 1
2

2

�

+( � g + � t (yj + 1
2
))

�
� yj + 1

2

~vi;j + 1
2

� ~vi +1 ;j + 1
2

� x i + 1
2

+ � yj + 1
2

~vi;j + 1
2

� ~vi � 1j + 1
2

� x i � 1
2

�

+� x i (~pi;j +1 � ~pi;j ) + 2( � g + � t (yj +1 ))� x i

~vi;j + 1
2

� ~vi;j + 3
2

� yj +1

+2( � g + � t (yj ))� x i

~vi;j + 1
2

� ~vi;j � 1
2

� yj

+ � t (yj + 1
2
)(~ui + 1

2 ;j � ~ui + 1
2 ;j +1 ) � � t (yj + 1

2
)(~ui � 1

2 ;j � ~ui � 1
2 ;j +1 ) = 0 ;

~v0;j + 1
2

= 0; ~vN x +1 ;j + 1
2

= ~vN x ;j + 1
2
;

~vi; 1
2

= 0; ~vi;N y + 1
2

= un;k
n;� (i ) ;

(3.21)

and the divergence free volume conservation equation in thecell (x i � 1
2
; x i + 1

2
) � (yj � 1

2
; yj + 1

2
)

for all i = 1; � � � ; Nx , j = 1; � � � ; Ny

� yj (~ui + 1
2 ;j � ~ui � 1

2 ;j ) + � x i (~vi;j + 1
2

� ~vi;j � 1
2
) = 0 : (3.22)
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The coupled system (3.20,3.21,3.22) is solved at each time step n and at each �xed point
iteration k using a Quasi Newton algorithm where the Jacobian matrix is approximated
by dropping the non linear part of the system. The main advantage of this approach is
that this approximate Jacobian does not depend onn nor on k. Hence it is factorized
only once using a direct sparse linear solver and a forward-backward sweep is performed at
each Quasi Newton iteration. In the above numerical experiments the sequential version
of the direct sparse solver SuperLU (see e.g.[27, 46]) is used.

Communications between step 1 and 2: Step 1 sends to step 2 the normal velocitiesuk;n
n;� (i )

at the interface where� (i ) is the one to one mapping betweeni = 1; � � � ; Nx and the set
of edgesE� . Step 2 sends to step 1 the normal velocities at the edgesEg

int [ E g
out [ E g

in , as
well as the pressure jumps at� (i ), i = 1; � � � ; Nx

(n � (� gu 
 u � � g(r u + r tu)n)n;k � 1
� (i ) = � g(~vn;k � 1

i;N y + 1
2
)2 + 2� g

~vn;k � 1
i;N y + 1

2
� ~vn;k � 1

i;N y � 1
2

� yN y

;

which in practice can be neglected.

In the following numerical experiments the non linear stopping criteria are �xed to

� � Newton = 10� 7 for the relative l2 norm of the residual of the non linear system
(3.17-3.18-3.19),

� � QuasiNewton = 10� 6 for the relative l2 norm of the di�erence between two successive
Quasi Newton iterates of the non linear system (3.20,3.21,3.22),

� � F ixedP oint = 10� 8 on k1 �
P

i 2C ci kl1 for the �xed point iterations of the coupled
problem.

In practice, it will su�ce to set the stopping criterias � QuasiNewton and � F ixedP oint to respec-
tively 10� 3 and 10� 2 in order to obtain a good accuracy but our objective in the following
tests is to assess the convergence of the Quasi Newton and FixedPoint algorithms.

3.4.2 Andra test case with an horizontal gallery

The setting of this test case is exhibited in Figure 3.2. The porous medium domain

 p = (0 ; L) � (H1; H2), with H1 = 5 m and H2 = 15 m, includes two rocktypes. The
concrete rocktype in the domain (0; L) � (H1; H1 +1) is de�ned by the Van-Genuchten pa-
rametersn = 1:54, sl

r = 0:01, sg
r = 0, Pr = 2 106 Pa, the isotropic permeabilityK = 10� 18

m2 and the porosity � = 0:3. The COx rocktype in the domain (0; L) � (H1 + 1; H2) is
de�ned by the Van-Genuchten parametersn = 1:49, sl

r = 0:4, sg
r = 0, Pr = 15 106 Pa,

the isotropic permeability K = 5 10� 20 m2, and the porosity � = 0:15. The initial and
top boundary liquid pressure in the porous medium is set topl

init = 40 105 Pa, and the
temperature is �xed to Te = 303 K both in the porous medium and in the gallery. The
initial and input relative humidity in the gallery is �xed to H r;init = 0:5 and the ouput
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and initial pressure in the gallery topinit = pout = 105 Pa.

In the following tests, we evaluate the inuence of the inputvelocity win and of the
length L of the gallery on the mean relative humidity in the gallery and on the mean
evaporation rate at the interface. The input velocitywin is set to 0:05, 0:5 or 5 m. s� 1,
and the length L is set to 25, 100 or 400 m. The simulation is run over a period of
200 years, chosen large enough to reach the stationary state(see subsection 2.4.1 for a
description of the stationary state).

To assess the numerical convergence of the discrete solutions, a family of Cartesian
meshes are tested with increasing sizes set toNx � Ny = 25 � 50, 50� 100, 100� 200,
and 200� 400. All these meshes are uniform in thex direction and are re�ned in the
direction y on both sides of the interface � as well as at the COx and concrete rocktypes
interface y = H1 + 1. To �x ideas, the sizes of the �rst cells at both sides of theinterface
� are set to to �y 1 in the gallery side and to�y 2 in the porous medium side with (�y 1; �y 2)
in meters equal to (1:62 10� 2; 6:95 10� 3), (7:09 10� 3; 3:06 10� 3), (3:32 10� 3; 1:44 10� 3),
and (1:61 10� 3; 6:96 10� 4) for respectively the meshes 25� 50, 50� 100, 100� 200, and
200� 400. Note that, with these values of�y 1 on the gallery side, the meshes are re�ned
down to the scale of the laminar boundary layer.

In order to understand the following numerical results, we need to have in mind the
orders of magnitude at the interface � of the molar fractionswhich are such thatcl

a << c l
e,

cg
e << c g

a, ce << c a, and of the molar gas and liquid Darcy uxes which are such that
jV g � nj << jV l � nj.

It follows that, at the interface �, the water component convective ux � gceu�n is small
compared to the water component di�usive ux � � gD gr ce � n with a ratio roughly equal
to ce. This can be checked numerically in Figure 3.3 plotting the mean water component
convective and di�usion uxes at the interface as a functionof time.

Using this remark, we can explain the shape of the mean evaporation rate at the
interface as a function of time exhibited in Figure 3.9. It classicaly includes two stages
characterized for the �rst stage by a roughly constant evaporation rate followed for the
second stage by a decrease of the evaporation rate down to thestationary state. It is also
known that the evaporation rate of the �rst stage weakly depends on the properties of
the porous medium but the duration of the stage does depends on the porous medium
properties. This �rst stage actually corresponds to a valueof the water component molar
fraction ce at the interface roughly equal toPsat (Te)

pout
(relative humidity H r equal to 1) due

to a relatively large water inux in the gallery. Using this Dirichlet boundary condition
and the previous remark, the value of the water inux can be roughly computed from the
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solution ce of the stationary convection di�usion equation in the gallery
8
>>><

>>>:

div
�

u tce � (D g + D t )r ce

�
= 0 on 
 g;

ce = Psat (Te)
pout

on � ;
ce = cin on � g

in ;
r ce � n = 0 on � g

out [ � g
N :

(3.23)

which roughly corresponds to the value observed in Figure 3.9away from a short transient
state. Once the porous medium is su�ciently dried at the interface, the water inux starts
to decrease down to a much lower stationary state (case of a top boundary bringing water
in the porous medium). This decreasing phase corresponds tothe second stage of the
drying process.

Similarly, as shown in Figure 3.8, after a rapid transient increase, the relative humidity
in the gallery is roughly constant during the �rst stage witha value which can be computed
from the solution ce of (3.23). Then, it decreases down to the stationary state during the
second stage. An approximate value of the stationary relative humidity in the gallery has
been computed in subsection 2.4.1.

These two stages of the simulation and the �nal stationary state can also be observed
in Figure 3.5 which shows at di�erent times the gas saturationin the porous medium and
the water molar fraction in the gallery.

Figures 3.6 and 3.7 show the velocities ~u, u and v = ~v at the �rst stage of the drying
process. It is observed that thex component of the velocity is slown down by the coupling
in a neighbourhood of the interface �.

Figures 3.8, 3.9 exhibit the good convergence in space of the gas volume in the porous
medium, of the relative humidity in the gallery, of the mean gas velocity and of the mean
evaporation rate at the interface. Tables 3.1-3.5 show the numerical behavior of the simu-
lations for various choices of the length of the galleryL and of the input velocity win and
for the four meshes. We can observe a good scalability of the Newton and Quasi Newton
non linear solvers and a good convergence of the �xed point iterations with roughly two
or three �xed point iterations by time step (see also Figure 3.4).

Finally, Figures 3.10-3.15 exhibit the comparison of the relative humidity, the evap-
oration rate at the interface and the gas volume in the porousmedium obtained for the
2D-2D and the reduced 2D-1D models for various values of the length L and of the input
velocity win . It is clear that the larger the length the better the approximation provided
by the reduced model. In all cases, the reduced model provides a good order of magnitude
of all quantities of interest.

Figure 3.16 clearly shows that the solutions of the sequential algorithm, obtained with
a single �xed point iteration, and of the converged �xed point algorithm can hardly be
distinguished.
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Figure 3.2: Setting of the Andra test case with an horizontal gallery.

Figure 3.3: Mean di�usive and convective uxes of the water component at the interface
as a function of time with L = 100 m, win = 0:5 m.s� 1 and the mesh 100� 200.
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Figure 3.4: Convergence of the residualk1 �
P

i 2C ci kL 1 (
 g ) of the �xed point iterations
for all time steps with L = 100 m, win = 0:5 m.s� 1 and with the mesh 100� 200 .
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(a) t = 0 day (b) t = 1 :9 10� 4 day

(c) t = 0 :15 day (d) t = 1 :1 days

(e) t = 125 days (f) t = 200 years

Figure 3.5: Gas saturation in the porous medium and water molar fraction in the gallery
with L = 100 m, win = 0:5 m.s� 1 and the mesh 100� 200 at (a) t = 0 day, (b) t = 1:9 10� 4

day, (c) t = 0:15 day, (d) t = 1:1 days, (e)t = 125 days, (f) t = 200 years.
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Figure 3.6: Perturbation ~u of the x component of the gas velocity at the �rst stage of the
drying process obtained withL = 100 m, win = 0:5 m.s� 1 and with the mesh 100� 200.

Figure 3.7: Gas velocitiesu (above) and v = ~v (below) at the �rst stage of the drying
process obtained withL = 100 m, win = 0:5 m.s� 1 and with the mesh 100� 200.
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Figure 3.8: For each mesh and forL = 100 m, win = 0:5 m.s� 1: average of the relative
humidity in the gallery (left) and gas volume in the porous medium (right) as a function
of time.

Figure 3.9: For each mesh and forL = 100 m, win = 0:5 m.s� 1: average of the gas velocity
at the interface (left) and evaporation rate at the interface (right) as a function of time.
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Figure 3.10: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
L = 25 m and the mesh 100� 200: average of relative humidity in the gallery (left),
evaporation rate at the interface (right) as a function of time.

Figure 3.11: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
L = 25 m and the mesh 100� 200: gas volume in porous medium (left), average of the
gas velocity at the interface (right) as a function of time.
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Figure 3.12: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
L = 100 m and the mesh 100� 200: average of the relative humidity in the gallery (left),
evaporation rate at the interface (right) as a function of time.

Figure 3.13: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
L = 100 m and the mesh 100� 200: gas volume in porous medium (left), average of the
gas velocity at the interface (right) as a function of time.
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Figure 3.14: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
L = 400 m and the mesh 100� 200: average of the relative humidity in the gallery (left),
evaporation rate at the interface (right) as a function of time.

Figure 3.15: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
L = 400 m and the mesh 100� 200: gas volume in porous medium (left), average of the
gas velocity at the interface (right) as a function of time.
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Figure 3.16: Comparison of the solutions obtained by the �xed-point (FP) and sequential
(Seq) algorithms with the mesh 100� 200: average of the relative humidity in the gallery
(left), evaporation rate at the interface (right) as a function of time.

We present in Tables 3.1� 3.5 the numerical behavior of the simulations with di�erent
choices ofL and win and for the four meshes:

(i) L = 25 m, win = 5 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 50 123 0 504 239 435 7.56
50� 100 123 0 527 257 480 48.64 1.34
100� 200 123 0 552 277 525 388.47 1.50
200� 400 123 0 582 287 552 3279.18 1.54

Table 3.1: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

(ii) L = 100 m, win = 5 m.s� 1
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meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 50 123 0 509 244 448 7.51
50� 100 123 0 543 266 499 49.79 1.36
100� 200 123 0 564 284 538 409.81 1.52
200� 400 123 0 593 290 556 4144.73 1.67

Table 3.2: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

(iii) L = 100 m, win = 0:5 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 50 123 0 591 305 590 8.60
50� 100 123 0 636 315 615 58.86 1.39
100� 200 123 0 690 324 634 486.11 1.52
200� 400 123 0 753 343 661 4505.81 1.61

Table 3.3: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

(iv) L = 400 m, win = 5 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 50 123 0 517 249 459 7.56
50� 100 123 0 599 278 520 55.76 1.44
100� 200 123 0 628 292 553 460.47 1.52
200� 400 123 0 652 291 557 5625.77 1.81

Table 3.4: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

(v) L = 400 m, win = 0:05 m.s� 1
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meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 50 123 0 673 349 694 9.89
50� 100 123 0 792 368 726 73.12 1.44
100� 200 123 0 864 383 778 620.51 1.54
200� 400 123 0 923 388 786 7262.62 1.77

Table 3.5: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

3.4.3 Andra test case with a vertical gallery

We consider in this test case a vertical gallery of lengthL = 400 m exhibited in Figure
3.17. The gallery is now de�ned by 
g = (0 ; H1) � (0; L) with H1 = 5 m, and the porous
medium by 
 p = ( H1; H2) � (0; L) with H2 = 15 m. The �rst rocktype for y � 200 m
is de�ned by the parameters of the COx rocktype of the previous test case. The second
rocktype is like the COx rocktype except that the permeability is larger by a factor 100.

Figure 3.17: Setting of the Andra test case with a vertical gallery.

The objectives of this test case are the following. Since theduration of the constant
evaporation rate stage depends on the permeability, this test case with two di�erent
permeabilities along the direction of the gallery should exhibit a non constant evaporation
rate even during the �rst stage of the drying process. Anotherconsequence is that the
assumption of a roughly constant water molar fraction alongthe direction of the gallery
which is used to compute the boundary layer thickness of the reduced model should no
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longer be valid even during the �rst stage of the drying process. Hence it is a good test
case to challenge the reduced 2D-1D model.

The simulation is run over a period of 50 years with an initialtime step of 1 s and a
maximum time step of 10 years. The numerical solutions are obtained with the meshes
Ny � Nx = 25 � 73; 50� 143; 100� 283, which are re�ned on both sides of the interface
� as in the previous test case.

Figures 3.23-3.24 and 3.18 show as expected that the evaporation rate and the relative
humidity are no longer constant during the �rst stage of the drying process due to the
heterogeneity of the permeability along the gallery. Figure3.20 also clearly shows the
inuence of the two di�erent permeabilities along the gallery on the evaporation rate and
on the desaturation of the porous medium. We see that the desaturation front propagates
at di�erent time scales in the two rocktype regions.

Figures 3.25-3.26 still exhibit a good match between the 2D-2D and the reduced 2D-1D
models. However, as expected, it is not as good as in the previous test case.

Figure 3.27 exhibits as previously that the solutions of the sequential and converged
�xed point algorithms are basically the same.

Tables 3.6-3.8 and Figure 3.19 exhibit, as in the previous test case, the good numerical
behavior and scalability of the non linear solvers.

Figure 3.18: Mean di�usive and convective uxes of water component at the interface as
a function of time with win = 0:5 m.s� 1 and the mesh 100� 283.
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Figure 3.19: Convergence of the residualk1 �
P

i 2C ci kL 1 (
 g ) of the �xed point iterations
for all time steps with win = 0:5 m.s� 1 and with the mesh 100� 283.
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(a) t = 0 day (b) t = 6 :9 10� 4 day

(c) t = 7 :9 10� 3 day (d) t = 0 :3 day

(e) t = 14 days (f) t = 50 years

Figure 3.20: Gas saturation in the porous medium and water molar fraction in the gallery
with win = 0:5 m.s� 1 and the mesh 100� 283 at (a) t = 0 day, (b) t = 6:9 10� 4 day, (c)
t = 7:9 10� 3 day, (d) t = 0:3 day, (e) t = 14 days, (f) t = 50 years.
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Figure 3.21: Perturbation ~u of the x component of the gas velocity at the �rst stage of
the drying process obtained withwin = 0:5 m.s� 1 and with the mesh 100� 283.

Figure 3.22: Gas velocitiesu (above) andv = ~v (below) at the �rst stage of the drying
process obtained withwin = 0:5 m.s� 1 and with the mesh 100� 283.
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Figure 3.23: For each mesh and forwin = 0:5 m.s� 1: average of the relative humidity in
the gallery (left) and gas volume in the porous medium (right) as a function of time.

Figure 3.24: For each mesh and forwin = 0:5 m.s� 1: average of the gas velocity at the
interface (left) and evaporation rate at the interface (right) as a function of time.
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Figure 3.25: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
the mesh 100� 283: average of the relative humidity in the gallery (left),evaporation rate
at the interface (right) as a function of time.

Figure 3.26: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
the mesh 100� 283: gas volume in porous medium (left), average of the gas velocity at
the interface (right) as a function of time.
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Figure 3.27: Comparison of the solutions obtained by the �xed-point (FP) and sequential
(Seq) algorithms with the mesh 50� 143: average of the relative humidity in the gallery
(left), evaporation rate at the interface (right) as a function of time.

We present in Tables 3.6� 3.8 the numerical behavior of the simulations with di�erent
choices ofwin and for the three meshes:

(i) win = 0:05 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 73 108 0 882 397 765 18.57
50� 143 108 0 963 406 805 123.43 1.39
100� 283 108 0 1054 407 810 1155.48 1.63

Table 3.6: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

(ii) win = 0:5 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 73 108 0 759 328 619 15.63
50� 143 108 0 857 359 662 106.65 1.41
100� 283 108 0 960 362 685 936.90 1.58

Table 3.7: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .
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(iii) win = 5 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 73 108 0 595 278 539 12.59
50� 143 108 0 648 278 540 85.77 1.41
100� 283 108 0 706 288 551 760.54 1.59

Table 3.8: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

3.4.4 Drying test case

In this test case exhibited in Figure 3.28, we consider the drying by convection of an
homogenerous porous medium 
p = (0 ; L) � (H1; H2) with L = 1 m, H1 = 0:5 m,
H2 = 1:5 m. The Porous medium is assumed to be closed at the lateral boundaries � p

N
and at the top boundary � p

D . The rocktype is de�ned by the Van-Genuchten parameters
n = 4, sl

r = sg
r = 0, Pr = 15 103 Pa, the isotropic permeability K = 10� 12 m2 and

the porosity � = 0:15. The temperature is �xed to a rather high valueTe = 333 K in
order to increase the liquid evaporation rate. Consequently the water molar fraction at
a relative humidity equal to 1 is not so small any more and the water convection ux
at the interface is not so negligeable anymore compared withthe water di�usive ux as
exhibited in Figure 3.29.

The simulation is run over a period of 100 days with an initialtime step of 10� 4 s and
a maximum time step of 1 day. The numerical solutions are obtained with the meshes
Nx � Ny = 25 � 73; 50� 143; 100� 283, which are, as for the �rst test case, re�ned on
both sides of the interface � to capture the steep gradient ofthe liquid pressure on the
porous medium side and the laminar boundary layer on the gallery side.

Compared with the Andra test case of subsection 3.4.2, we can observe two main
di�erences. First, the comparison of the 2D-2D and reduced 2D-1D models exhibited in
Figures 3.36-3.37 shows as expected not such a good match for the relative humidity. This
is due to the fact that the 1D ow assumption in the gallery is of course no longer veri�ed.
On the other hand the evaporation rate, the gas velocity and the gas volume still exhibit
a very good match. This shows that the approximation provided by the boundary layer
thickness model is still good.

Second, the e�ect of the gravity in the porous medium gas ow is very clear in Figure
3.31 which exhibits the gas rise up to the closed top boundary. For the horizontal Andra
test case, the e�ect of the gravity was small due to the dominant capillary forces.

Figures 3.34-3.35 show that the spatial convergence is almost acheived for the coarsest
mesh due to the strong re�nement at the interface �. Figure 3.38 exhibits as before that
the sequential algorithm provides basically the same accuracy than the converged �xed
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point algorithm. The numerical behavior given by Tables 3.9-3.10 is still very good. We
observe a small number of time step failures due to a non convergence of the Newton
solver at the �rst step of the �xed point algorithm. It could p robably be improved using
another formulation for the Darcy ow since, as shown in Chapter 1, the phase pressures
and component fugacities formulation is not very e�cient when the capillary forces are
not dominant.

Figure 3.28: Setting of the drying test case.

Figure 3.29: Mean di�usive and convective uxes of water component at the interface as
a function of time with the mesh 100� 283.

154



Figure 3.30: Convergence of the residualk1 �
P

i 2C ci kL 1 (
 g ) of the �xed point iterations
for all time steps with win = 10 m.s� 1 and with the mesh 100� 283.

155



(a) t = 0 day (b) t = 3 :1 10� 7 day

(c) t = 2 :9 10� 3 day (d) t = 0 :11 day

(e) t = 1 day (f) t = 100 years

Figure 3.31: Gas saturation in the porous medium and water molar fraction in the gallery
with win = 10 m.s� 1 and the mesh 100� 283 at (a) t = 0 day, (b) t = 3:1 10� 7 day, (c)
t = 2:9 10� 3 day, (d) t = 0:11 day, (e)t = 1 day, (f) t = 100 days.

156



Figure 3.32: Perturbation ~u of the x component of the gas velocity at the �rst stage of
the drying process obtained withwin = 10 m.s� 1 and with the mesh 100� 283.

Figure 3.33: Gas velocitiesu (above) andv = ~v (below) at the �rst stage of the drying
process obtained withwin = 10 m.s� 1 and with the mesh 100� 283.
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Figure 3.34: For each mesh and forwin = 1 m.s� 1: average of the relative humidity in
the gallery (left) and gas volume in the porous medium (right) as a function of time.

Figure 3.35: For each mesh and forwin = 1 m.s� 1: average of the gas velocity at the
interface (left), evaporation rate at the interface (right) as a function of time.
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Figure 3.36: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
the mesh 50� 143: average of the relative humidity in the gallery (left),evaporation rate
at the interface (right) as a function of time.

Figure 3.37: Comparison of the solutions obtained by the 2d-2d and 2d-1d models with
the mesh 50� 143: gas volume in porous medium (left), average of the gas velocity at the
interface (right) as a function of time.
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Figure 3.38: Comparison of the solutions obtained by the �xed-point (FP) and sequential
(Seq) algorithms with the mesh 50� 143: average of the relative humidity in the gallery
(left), evaporation rate at the interface (right) as a function of time.

We present in Tables 3.9; 3.10 the numerical behavior of the simulations with di�erent
choices ofwin and for the three meshes:

(i) win = 1 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 73 215 2 1879 625 1265 38.00
50� 143 218 3 2767 675 1390 334.00 1.59
100� 283 233 7 4458 752 1562 4251.28 1.85

Table 3.9: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .

(ii) win = 10 m.s� 1

meshes N � t NChop NNewton NP t NNV S CPU(s) � CP U

25� 73 208 0 1446 551 1017 30.47
50� 143 212 1 2233 593 1104 271.19 1.60
100� 283 223 4 3561 643 1183 3485.42 1.86

Table 3.10: For each mesh: numberN � t of successful time steps, numberNChop of time
step chops, numberNNewton of Newton iterations, numberNP t of �xed point iterations,
number NNV S of quasi-newton iterations, CPU time in seconds, and scaling of CPU time
(� CP U ) by CPU � cells� CP U .
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3.5 Conclusions

In this Chapter, a �xed point algorithm has been introduced to solve the problem coupling
the liquid gas Darcy ow in the porous medium and the free gas ow in the gallery. This
algorithm preserves the strong coupling between the water molar fraction in the gallery
and the liquid pressure and ux at the interface, while it relaxes the weak coupling between
the porous medium and the velocity and pressure in the gallery. A good convergence of
this �xed point algorithm has been observed on Andra and drying test cases in a simple
2D geometrical setting. This algorithm has the advantage compared with fully coupled
approaches [6, 41, 48] to lead to the non linear solutions of simpler sub-systems, and
to allow large time steps at the scale of the porous medium as opposed to sequential
algorithms [26, 24].

This coupled model is compared with the reduced model of Chapter 2 using an ap-
proximation of the gas molar fraction boundary layer thickness based on a low frequency
diagonal approximation of a Steklov Poincar�e operator. The comparisons performed on
the 2D test cases show a very good match of the evaporation rate and of the porous
medium gas volume. It also exhibits a good match of the relative humidity in the gallery
especially, as expected, for high ratios between the lengthand the diameter of the gallery.

161



Conclusions et perspectives

Bilan des r�esultats obtenus

Une �etude comparative en 1D et 3D de trois formulations du mod�ele gaz liquide composi-
tionnel en milieu poreux a �et�e men�ee au chapitre 1 au termede laquelle la formulation en
pressions des phases et fugacit�es a �et�e retenue. Sur les cas tests Andra �a e�ets capillaires
dominants cette formulation s'av�ere �a la fois performante et la plus simple �a mettre en
oeuvre du fait de l'absence d'in�egalit�es dans les lois de fermetures et d'un jeu d'inconnues
unique ind�ependant des phases en pr�esence. En revanche laformulation en variables na-
turelles et la formulation en variables pressions, saturations et fugacit�es sont clairement
plus robustes que la formulation en pressions des phases et fugacit�es dans les r�egimes �a
pression capillaire non dominante. Ce travail a donn�e lieu�a la publication [47].

Un mod�ele r�eduit couplant l'�ecoulement gaz liquide compositionnel 3D dans le milieu
poreux avec un mod�ele 1D de type \No Pressure Wave" dans la galerie de ventilation a
�et�e propos�e au chapitre 1 sur la base du mod�ele d�evelopp�e dans [49, 6]. Cette r�eduction
de dimension suppose l'�ecoulement dans la galerie essentiellement unidirectionnel comme
c'est le cas en r�egime de convection forc�ee pour une longueur de galerie grande devant
son diam�etre. Ce mod�ele r�eduit tient compte de la di�usion des concentrations dans une
couche limite �a l'interface poreux galerie par l'introduction d'une concentration de paroi
�a l'interface et d'un terme de di�usion entre la concentration moyenne dans la galerie
et la concentration �a la paroi. Le mod�ele a �et�e discr�eti s�e par le sch�ema VAG (Vertex
Approximate Gradient) de type Control Volume Finite Element. Ce sch�ema est adapt�e
aux maillages poly�edriques et aux milieux anisotropes et �evite naturellement le m�elange
des milieux galerie et poreux dans les volumes de contrôle �a l'interface. Les r�esultats
num�eriques obtenus donnent un ordre de grandeur sur le ux de liquide �a l'interface
poreux galerie conforme aux mesures dont dispose l'Andra. Uneextension du mod�ele 3D-
1D et de sa discr�etisation est propos�ee dans le cas de r�eseaux de fractures dans le milieu
poreux mod�elis�es comme des surfaces de co-dimension 1. Cetravail a donn�e lieu �a deux
publications dans des actes de conf�erences internationales [15], [17] et �a une publication
soumise �a M2AN [16].

L'�etude du mod�ele r�eduit 3D poreux - 1D libre pr�ec�edent nous a permis de bien
identi�er le couplage fortement non lin�eaire entre la fraction molaire d'eau convect�ee dans
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la galerie de ventilation et la pression et le ux de liquide �a l'interface poreux galerie. Ce
couplage est li�e �a l'�equilibre thermodynamique liquidegaz �a l'interface. Un algorithme de
point �xe est d�evelopp�e au chapitre 3 pr�eservant ce couplage fort et relaxant le couplage
de la vitesse et de la pression dans la galerie avec les inconnues du milieux poreux et
les compositions du gaz dans la galerie. Il consiste �a r�esoudre �a la premi�ere �etape du
point �xe les �equations du mod�ele poreux coupl�ees avec les �equations de traceur sur les
compositions �a vitesse et pression �x�ees dans la galerie.Le ux total �a l'interface calcul�e
lors de cette premi�ere �etape sert ensuite �a r�esoudre les�equations de Navier Stokes pour
d�eterminer la vitesse et la pression dans la galerie.

Le comportement num�erique de cet algorithme a �et�e �etudi�e dans le cas d'un mod�ele
2D-2D utilisant dans la galerie un mod�ele RANS avec viscosit�e et di�usion turbulentes
obtenues par un mod�ele de turbulence alg�ebrique.

Pour simpli�er, on a utilis�e une discr�etisation en espacede type volume �ni avec pres-
sions et compositions aux mailles et vitesses normales aux faces. Le maillage est Cart�esien
(et conforme �a l'interface poreux galerie) et les ux sont deux points (sch�ema TPFA dans
le domaine poreux, et MAC sur maillages d�ecal�es dans la galerie). Les r�esultats obtenus
montrent une convergence tr�es rapide du point �xe du fait dela faible perturbation de la
vitesse du gaz dans la galerie li�ee au couplage avec l'�ecoulement en milieu poreux.

Ce mod�ele 2D-2D a �et�e compar�e avec le mod�ele r�eduit 2D-1D approximant en 1D
l'�ecoulement dans la galerie. Pour cela, l'�epaisseur de couche limite pour la fraction
molaire d'eau est approch�ee par la r�esolution de l'�equation de convection di�usion sta-
tionnaire �a vitesse �x�ee. Les r�esultats montrent que ce mod�ele r�eduit 2D-1D donne, par
comparaison au mod�ele 2D-2D, un tr�es bon ordre de grandeurdu taux d'�evaporation du
liquide, de la d�esaturation du milieu poreux, et de l'humidit�e relative dans la galerie.

Perspectives

M�ethodes de d�ecomposition de domaine . L'algorithme �etudi�e dans la th�ese a
l'inconv�enient d'être tr�es intrusif au sens o�u il impli que la r�esolution coupl�ee de l'�ecoulement
diphasique dans le milieux poreux et des �equations de traceur dans la galerie. Il est impor-
tant pour la mise en oeuvre pratique de l'algorithme sous la forme de couplage de codes
d'�etudier des approches permettant de d�ecoupler les calculs dans les deux domaines. On
pourrait utiliser pour cela une m�ethodologie de type d�ecomposition de domaine �a �elaborer
dans un premier temps sur le mod�ele simpli��e couplant l'�equation de Richards dans le
milieu poreux �a l'�equation du traceur sur la fraction molaire d'eau dans la galerie. Le bon
comportement du mod�ele 2D-1D nous porte �a croire qu'un algorithme de type Schwarz
optimis�e devrait être e�cace. Cet algorithme devra ensuite être �etendu au cas du couplage
avec le mod�ele diphasique compositionnel.

Extension �a des g�eom�etries plus complexes . Le sch�ema TPFA + MAC mis en
oeuvre dans la th�ese a l'avantage d'être simple et robustemais il est limit�e �a des maillages
Cart�esiens. On pourrait �etudier en combinaison avec la m�ethode de d�ecomposition de
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domaine pr�ec�edente des discr�etisations dans les domaines poreux et galerie �a la fois non
coincidentes �a l'interface et adapt�ees �a des maillages plus g�en�eraux dans chacun des deux
domaines.

Extension �a des physiques plus complexes . Une autre perspective est d'�etendre
l'�etude des algorithmes de couplage �a des mod�eles plus complexes que celui �etudi�e dans
la th�ese.

Une premi�ere extension physique �a consid�erer est celle ducouplage du mod�ele Darcy
diphasique - Navier Stokes avec la conservation de l'�energie �a la fois dans le milieu poreux
et dans la galerie. Les �echanges thermiques jouent en e�et un rôle important dans le
stockage et ont une forte inuence sur les ph�enom�enes d'�evaporation �etudi�es.

Une autre question plus ouverte en terme de mod�elisation estl'apparition de la phase
liquide �a l'interface lors de l'arrêt de la ventilation non prise en compte par le mod�ele
actuel. Une fa�con de traiter partiellement ce probl�eme consiste �a remplacer les conditions
d'interface par des conditions de type Signorini de fa�con �a laisser passer le trop plein de
liquide dans la galerie dans le cas o�u la phase gaz devient satur�ee en eau.
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