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Abstract

First-order logic has a long tradition and is one of the most prominent and most important
formalisms in computer science and mathematics. It is well-known that the satisfiability problem
for full first-order logic is not solvable algorithmically — we say that first-order logic is undecidable.
This fact highlights a fundamental limitation of computing devices in general and of automated
reasoning in particular. The classical decision problem, as it is understood today, is the quest for a
delineation between the decidable and the undecidable parts of first-order logic based on elegant
and computable syntactic criteria. Many researchers have contributed to this endeavor and till
today numerous decidable and undecidable fragments of first-order logic have been identified. The
present thesis sheds more light on the decidability boundary and aims to open new perspectives on
the already known results.

In the first part of the present thesis we focus on the syntactic concept of separateness of
variables and explore its applicability to the classical decision problem and beyond. Two disjoint
sets of first-order variables are separated in a given formula if each atom in that formula contains
variables from at most one of the two sets. This simple notion facilitates the definition of decidable
extensions of many well-known decidable first-order fragments. We shall demonstrate that for
several prefix fragments, several guarded fragments, the two-variable fragment, and for the fluted
fragment. Altogether, we will investigate nine such extensions more closely. Interestingly, each of
them contains the monadic first-order fragment without equality. Although the extensions exhibit
the same expressive power as the respective originals, certain logical properties can be expressed
much more succinctly. In at least two cases the succinctness gap cannot be bounded using any
elementary function. This observation can be conceived as an indication for computationally
hard satisfiability problems associated with the extended fragments. Indeed, we will derive non-
elementary lower bounds for an extension of the Bernays—Schonfinkel-Ramsey fragment, called the
separated fragment. Furthermore, we shall investigate the effect of separateness of variables at
the semantic level, where it may lead to dependences between quantified variables that are weaker
than such dependences are in general. Such weak dependences will be studied in the framework of
model-checking games.

The focus of the second part of the present thesis is on linear arithmetic over the rationals
with uninterpreted predicates. Two novel decidable fragments shall be presented, both based on
the Bernays—Schonfinkel-Ramsey fragment. On the negative side, we will identify several small
fragments of the language for which satisfiability is undecidable.
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Zusammenfassung

Untersuchungen der Logik erster Stufe blicken auf eine lange Tradition zuriick. Es ist allgemein
bekannt, dass das zugehorige Erfiillbarkeitsproblem im Allgemeinen nicht algorithmisch gelost
werden kann — man spricht daher von einer unentscheidbaren Logik. Diese Beobachtung wirft
ein Schlaglicht auf die prinzipiellen Grenzen der Fiahigkeiten von Computern im Allgemeinen
aber auch des automatischen Schliefens im Besonderen. Das Hilbertsche Entscheidungsproblem
wird heute als die Erforschung der Grenze zwischen entscheidbaren und unentscheidbaren Teilen
der Logik erster Stufe verstanden, wobei die untersuchten Fragmente der Logik mithilfe klar zu
erfassender und berechenbarer syntaktischer Eigenschaften beschrieben werden. Viele Forscher
haben bereits zu dieser Untersuchung beigetragen und zahlreiche entscheidbare und unentscheidbare
Fragmente entdeckt und erforscht. Die vorliegende Dissertation setzt diese Tradition mit einer Reihe
vornehmlich positiver Resultate fort und er6ffnet neue Blickwinkel auf eine Reihe von Fragmenten,
die im Laufe der letzten einhundert Jahre untersucht wurden.

Im ersten Teil der Arbeit steht das syntaktische Konzept der Separiertheit von Variablen
im Mittelpunkt, und dessen Anwendbarkeit auf das Entscheidungsproblem und dariiber hinaus
wird erforscht. Zwei Mengen von Individuenvariablen gelten beziiglich einer gegebenen Formel
als separiert, falls in jedem Atom der Formel die Variablen aus hochstens einer der beiden
Mengen vorkommen. Mithilfe dieses leicht verstindlichen Begriffs lassen sich viele wohlbekannte
entscheidbare Fragmente der Logik erster Stufe zu grofleren Klassen von Formeln erweitern,
die dennoch entscheidbar sind. Dieser Ansatz wird fiir neun Fragmente im Detail dargelegt,
darunter mehrere Prafix-Fragmente, das Zwei-Variablen-Fragment und sogenannte “guarded”
und “fluted” Fragmente. Dabei stellt sich heraus, dass alle erweiterten Fragmente ebenfalls das
monadische Fragment erster Stufe ohne Gleichheit enthalten. Obwohl die erweiterte Syntax in
den betrachteten Féllen nicht mit einer erh6hten Ausdrucksstérke einhergeht, kénnen bestimmte
Zusammenh&nge mithilfe der erweiterten Syntax deutlich kiirzer formuliert werden. Zumindest
in zwei Féllen ist diese Diskrepanz nicht durch eine elementare Funktion zu beschranken. Dies
liefert einen ersten Hinweis darauf, dass die algorithmische Losung des Erfiillbarkeitsproblems fiir
die erweiterten Fragmente mit sehr hohem Rechenaufwand verbunden ist. Tatséchlich wird eine
nicht-elementare untere Schranke fiir den entsprechenden Zeitbedarf beim sogenannten separierten
Fragment, einer Erweiterung des bekannten Bernays—Schonfinkel-Ramsey-Fragments, abgeleitet.
Dariiber hinaus wird der Einfluss der Separiertheit von Individuenvariablen auf der semantischen
Ebene untersucht, wo Abhéngigkeiten zwischen quantifizierten Variablen durch deren Separiertheit
stark abgeschwacht werden konnen. Fiir die genauere formale Betrachtung solcher als schwach
bezeichneten Abhéngigkeiten wird auf sogenannte Hintikka-Spiele zuriickgegriffen.

Den Schwerpunkt des zweiten Teils der vorliegenden Arbeit bildet das Entscheidungsprob-
lem fiir die lineare Arithmetik {iber den rationalen Zahlen in Verbindung mit uninterpretierten
Priadikaten. Es werden zwei bislang unbekannte entscheidbare Fragmente dieser Sprache vorgestellt,
die beide auf dem Bernays—Schoénfinkel-Ramsey-Fragment aufbauen. Ferner werden neue negative
Resultate entwickelt und mehrere unentscheidbare Fragmente vorgestellt, die lediglich einen sehr
eingeschréankten Teil der Sprache benétigen.

iv



Contents

—

Separateness of First-Order Variables 7
Preliminaries 9
Separateness of First-Order Variables 15
Novel Decidable First-Order Fragments 23
3.1 The Separated Fragment (SF) . . . . . . . . ... ... .. L . 28
3.2 Translation of SF into BSR: Upper and Lower Bounds . . . . . .. ... ...... 31
3.3 Expressiveness of SF . . . . . ..o 39

3.3.1 Fundamental Properties of Relations . . . . . .. ... ... ... .. .... 39
3.3.2 Basic Counting Quantifiers . . . . . . . . . ... ... 40
3.3.3 Expressiveness with Respect to Models of Bounded Size . . . .. ... ... 42
3.4 The Generalized Bernays—Schonfinkel-Ramsey Fragment (GBSR) . . . . . . .. .. 55
3.5 Translation of GBSR into BSR . . . . . . .. ... oo 58
3.6 Taking Boolean Structure into Account . . . . . ... ... ... ... ... ... 61
3.7 The Generalized Ackermann Fragment (GAF) . . . .. .. ... ... ... .. ... 67
3.8 Translation of GAF into the Ackermann Fragment . . . . ... ... ... ... .. 70
3.9 The Generalized Gédel-Kalmar—Schiitte Fragment (GGKS) . . . . ... ... ... r
3.10 Separateness and Guarded Quantification . . . . . . . . .. ... ... ..., 82
3.11 Separateness and Guarded Negation . . . . . . ... .. .. ... .. ... ... 92
3.12 Separateness and Finite-Variable First-Order Logic . . . . . . . ... ... ... .. 95
3.13 Separateness and Fluted Formulas . . . . . .. .. .. ... ... .. ........ 99
3.14 Decidable Fragments with Function Symbols . . . . ... . ... ... ... .. .. 102
3.14.1 Unary Functions in Arguments of Monadic Atoms . . . . . ... ... ... 102
3.14.2 SF and GBSR with Stratified Occurrences of Function Symbols . . . . . . . 103

3.14.3 Monadic Horn Sentences in which Positive Literals are Shallow and Linear 104

Weak Dependences and Model-Checking Games 111
4.1 The Simple Case of SF . . . . . . . . . . 113
4.2 GBSR Sentences and Uniform Winning Strategies . . . . . .. .. ... ... ... 116
4.3 GAF Sentences and Semi-Uniform Winning Strategies . . . . . ... ... ... .. 124
Computational Complexity of SF-Sat and GBSR-Sat 139
5.1 Computational Complexity of Existential SF . . . . .. .. ... .. ... ... .. 142
5.2 Horn and Krom Special Cases of SF and a Conjecture . . . . . .. ... ... ... 146
5.3 Proving Lower Bounds for SF-Sat . . . . . .. . ... ... ... L. 149

5.3.1 Enforcing a Large Domain in SF . . . . . . ... ... . 00000, 152

5.3.2 Formalizing a Tiling of a Torus . . . . . . .. ... ... ... .. ...... 163

5.3.3 Replacing the Equality Predicate . . . . . .. .. ... .. ... .. ..... 166



vi CONTENTS

6 Interpolation
6.1 Interpolation for SF and GBSR . . . . . . . .. .. ... ... .. .
6.2 Interpolation for GAF . . . . . . . . ..

7 Beyond the Classical Decision Problem
7.1 Separated Formulas and Linear Rational Arithmetic . . . .. .. ... ... ....
7.2  Skolemization Policies Taking Weak Dependences into Account . . . . . . ... ..
7.3 Elimination of Second-Order Quantifiers in Second-Order SF . . . . . .. ... ..

II First-Order Linear Arithmetic with Uninterpreted Predicates
8 Linear Arithmetic with Uninterpreted Predicates
9 Additional Technical Preliminaries

10 Decidable Fragments of Arithmetic with Uninterpreted Predicates
10.1 Basic Tools from Ramsey Theory . . . . . . . . ... . ... ... .. ...,
10.2 Decidability of BSR with Simple Linear Rational Constraints . . . . . . ... . ..
10.3 BSR(SLR) from the Viewpoint of Combinations of Theories . . . . . . .. ... ..
10.4 Decidability of BSR with Bounded Difference Constraints . . . . . . ... ... ..
10.5 Formalizing Reachability for Timed Automata in BSR(BD) . . ... ... .. ...

11 Undecidable Fragments of Arithmetic with Uninterpreted Predicates
11.1 Minsky Machines, Universal Presburger Arithmetic, Simple Encodings . . . . . . .
11.2 Encoding Two-Counter-Machine Runs in a Unary Predicate . . . . . . ... .. ..
11.2.1 Informal Description of the Encoding . . . . .. ... ... ... ......
11.2.2 Formal Encoding of Two-Counter Machine Computations . . . . . .. ...
11.2.3 Reducing the Number of Variables to Two . . . . . . ... ... ... .. ..
11.2.4 Undecidability with One Variable Only Using Another Encoding . . . . . .
11.2.5 Using the Rationals or Reals as Underlying Domain . . . . ... ... ...
11.2.6 Unary Function Symbols and the Horn Fragment . . . . . . . ... ... ..
11.3 Degrees of Unsolvability . . . . . . . . . ... . L
11.4 An Encoding Based on Difference Constraints . . . . . . . . . ... ... ... ...
11.4.1 Informal Description of the Encoding . . . . . ... ... ... ... ....
11.4.2 Formal Encoding of Two-Counter Machine Computations . . . . . .. . ..
11.4.3 Restriction to Difference Constraints . . . . . . . . .. .. ... ... ...
11.5 Relevance to Verification . . . . . . . . .. .. . L L
11.5.1 Separation Logic . . . . . . . . . . . . ...
11.5.2 Verification of Data Structures . . . . . . ... .. ... ... ... .....
11.5.3 Verification Using Counter Arithmetic . . . . . . . . .. .. ... ... ...
11.5.4 Almost Uninterpreted Formulas with Offsets . . . . . . ... ... ... ..

12 Conclusion
12.1 Separateness: Applications to the Classical Decision Problem and Beyond . . . . .
12.1.1 Applications for the Novel Decidable Fragments . . . . . . ... .. .. ...
12.1.2 More about Future Work . . . . .. ... .. oo 0o
12.2 First-Order Linear Arithmetic with Uninterpreted Predicates . . . . . ... .. ..
12.2.1 Applications for the New Decidable Fragments and Future Work . . . . . .
12.2.2 Automated Reasoning in Practice: Instantiation Methods . . . . . . . . ..

167
169
174

181
181
191
204

215
217
223

227
231
233
242
245
254

263
264
267
268
269
273
274
275
276
276
279
280
281
284
285
286
287
287
288



List of Figures

1 Overview of known and novel decidable fragments treated in the present thesis . . 3
3.1 Example trees representing integers . . . . . . . .. ... L oL oL 47
3.2 Illustration of the structure Fo 1. . . . . . . . . . ... . Lo 49
3.3 Nesting of quantifier blocks in the formula ™. . . .. .. ... ... ... ... 60
3.4 Quantifier structure in p®™) after a first round of narrowing scopes . . . . . . . . . 60
3.5 Quantifier structure in p®™) after a second round of narrowing scopes . . . . . . . 61
3.6 Ilustration of the model A of ¢ from Example 3.14.9. . . . . ... ... ... ... 108
4.1 Tllustration of an exemplary structure A. . . . . . .. ... 125
4.2 Tlustration of the structure C . . . . . . . . . .. . 138
5.1 Computational complexity of subfragments of SF and GBSR . . . ... ... ... 141
5.2 Conjectured computational complexity for Horn and Krom subfragments of SF . . 149
7.1 Solution sets of three arithmetic atoms in two variables . . . . ... ... ... .. 183
7.2 Solution set of three arithmetic atoms in three variables with two fixed values . . . 184
7.3 Solution set of three arithmetic atoms in three variables with one fixed value . . . 184
7.4 Solution set of three arithmetic atoms in three variables without any fixed value . 185
7.5 Solution set of two arithmetic atoms in three variables without any fixed value . . 185
8.1 Partition of the two-dimensional rational plane into equivalence classes . . . . . . . 221
10.1 Partition of the two-dimensional rational plane induced by ~7, . . . . . . ... .. 235
10.2 Partitions of the sets (—2,2)? and Q? induced by ~; and =1, respectively . . . . . 246
10.3 Partition of the set Q220 into ~g-equivalence classes . . . .. .. ... ... .. .. 256
10.4 Synchronous versus asynchronous progress of time for a timed automaton . . . . . 257
11.1 Structure of a single chunk of length 3z in a two-counter machine encoding . . . . 269
11.2 Structure of a single chunk of length 3d in a two-counter machine encoding . . . . 281
11.3 Structure of a single chunk of length 3d in a two-counter machine encoding . . . . 289
12.1 Overview of the novel decidable fragments presented in the present thesis . . . . . 292
12.2 Partition of the two-dimensional rational plane into equivalence classes . . . . . . . 300

vii



List of Tables

5.1

11.1
11.2

11.3

12.1

12.2

Summary of the succinctness gaps that are explored in the present thesis . . . . . 4
Basic complexity classes and corresponding complete problems . . . .. ... ... 147
Encoding of two-counter-machine instructions using difference constraints. . . . . . 266
The degree of unsolvability regarding certain fragments of Presburger arithmetic

with uninterpreted predicates . . . . . . . . .. ... L Lo oo 277
Encoding of two-counter-machine instructions including a step counter . . . . . . . 280
Summary of the unconditional lower bounds regarding succinctness derived in the

present thesis . . . . . . . .. 293
Summary of the most important undecidability results obtained in Chapter 11 . . 297

viii



Acknowledgments

The present thesis reports on a research endeavor that started in November 2013 when I joined the
Automation of Logic group at the Max Planck Institute for Informatics in Saarbriicken, Germany.
Along the way my work was influenced by many people — researchers, friends, and family — all
of whom I owe a great debt of gratitude. In what follows I would like to take the opportunity to
express a small part of that gratitude.

This thesis would not have been possible without the constant support of my thesis supervisor
Christoph Weidenbach. He put me on track to the theme of decidability and undecidability in
first-order logic and, at the right time, granted me the necessary freedom to develop all the results
presented in the thesis. For his generosity and trust in me I am very grateful.

My life at the institute was greatly enriched by my colleagues from the Automation of Logic
group and our guests: Gabor Alagi, Noran Azmy, Jasmin Christian Blanchette, Bjérn Borowski,
Aymeric Bouzy, Martin Bromberger, Eugen Denerz, Alberto Fiori, Mathias Fleury, Florian Frohn,
Willem Hagemann, Matthias Horbach, Maximilian Jaroschek, Marek Kosta, Jennifer Miiller, Anna
Rossien, Anders Schlichtkrull, Renate Schmidt, Thomas Sturm, Martin Suda, Ching Hoo Tang,
Andreas Teucke, Sophie Tourret, Herndn Vanzetto, Daniel Wand, Uwe Waldmann, Christoph
Weidenbach, and Patrick Wischnewski. Each and every one of them played their part in turning
research work into an enjoyable activity rather than a daily grind. Special thanks go to

Matthias Horbach for extensive discussions on extensions of first-order rational and Presburger
arithmetic with uninterpreted predicates,

Marek Kosta for repeatedly discussing conjunctive associativity and virtual substitution,

Jennifer Miiller for handling even the most troublesome requests most competently, gracefully,
and reliably,

Thomas Sturm for discussing general issues in algebra, separateness of first-order variables,

and computational complexity in the context of arithmetic, and for stirring things up every

now and again, thereby creating fresh scientific excitement and curiosity,

Uwe Waldmann for happily discussing all sorts of technical questions in first-order logic and
automated reasoning.
Over the years I had discussions with numerous researchers from other institutions who have
influenced my work in one way or the other. I am particularly indebted to
Pascal Fontaine for all the fruitful discussions we have had over the years and, in particular,

for pointing out that the BSR(SLR) fragment can be restated in the framework of combina-

tions of theories over non-disjoint vocabularies,

Erich Gréadel for inviting me to contribute to the Algorithmic Model Theory Meeting 2017

and for pointing me to the result by Dawar et al. (2007) and the possible connections of

weak dependences to the field of dependence logic,

Martin Grohe for an inspiring question at LICS 2016 that made me investigate computational
complexity of the separated fragment on a fine-grained level,
Radu Iosif for motivating me to investigate the undecidability boundary for the extension of

Presburger arithmetic with uninterpreted predicates,

Dietrich Kuske for convincing me of the undecidability of BSR(BD) with uninterpreted
constants,

X



X ACKNOWLEDGMENTS

Sebastian Rudolph for providing many references to decidability results in knowledge repre-
sentation,
Viorica Sofronie-Stokkermans for pointing out the similarity between the syntax of BSR(SLR)
and the syntax of the array property fragment,
Stanislav Speranski for fruitful discussions about Halpern’s (1991) undecidability result con-
cerning Presburger arithmetic with uninterpreted predicates and generalizations of that re-
sult,
Christoph Wernhard for inviting me to contribute to the Workshop on Second-Order Quantifier
Elimination and Related Topics 2017.
Others who have helped with discussions, comments, advice, or making literature available were
Matthias Baaz, Christel Baier, Michael Benedikt, Armin Biere, Maria Paola Bonacina, Uwe Egly,
Berit GruBlien, Andreas Herzig, Ullrich Hustadt, Yevgeny Kazakov, Manuel Kieroniski, Laura
Kovacs, Alexander Leitsch, Florian Lonsing, Martin Liick, Stephan Merz, Andreas Nonnengart,
Martin Otto, Reinhard Poschel, Ian Pratt-Hartmann, Karin Quaas, Abhisekh Sankaran, Renate
Schmidt, Nicole Schweikardt, Thomas Schwentick, Lidia Tendera, Martin Wirsing, Thomas Zeume,
and the anonymous reviewers of papers I contributed to — my apologies go to anyone whom I might
have forgotten. For extraordinary cultural contributions I would like to thank Hans de Nivelle for
singing so beautifully at the FroCoS 2015 conference dinner and Dexter Kozen for rocking the
stage at the LICS 2017 reception. Moreover, I owe thanks to Bernd Finkbeiner who acted as my
academic mentor and supported me morally when critical questions arose. I thank the reviewers of
the present thesis, Erich Gradel, Alexander Leitsch, Thomas Sturm, and Christoph Weidenbach, for
putting all the effort into reviewing more than 300 pages and, moreover, I thank the two additional
members of the examination board, Benjamin Kiesl and Jan Reineke, for investing their time.

The teachers who have influenced me most deserve a very special mention: Christel Baier held
the lecture Advaced Logic at TU Dresden in summer 2011, which has shaped my thinking about
first-order logic considerably. I am also very grateful for her very generous support later on. Monika
Sturm has taught me the joy of theoretical computer science and the necessity of mathematical
rigor. Her excellent lectures on computing formalisms inspired by DNA molecules and unicellular
organisms in summer 2008 and on the typed lambda calculus in winter 2008/09 were fascinating
and have captured my imagination. It is due to Mrs. Sturm’s encouraging and demanding style of
teaching and thesis supervision that got me hooked on the field of theoretical computer science.

Finally, I thank my family and friends. Without their unconditional support none of my research
activity would have ever happened. I thank my parents and my sister for raising me to become
a curios, open-minded, and independent person. To my dear wife, Ina Becher, I owe more than
words could ever say for her ever-growing love and care. She cheered me up whenever I was in need
and always motivated me to bring things to an end whenever I was in danger of losing focus. I
deeply admire her for her patience and courage, and I will always be grateful for her never-ending
trust in me.

Marco Voigt



Introduction

What kind of logical reasoning are computing devices capable of?

This is one of the fundamental questions the present thesis ultimately revolves around. In order
to provide rigorous answers, we need to be more precise. To this end, we need to, first and foremost,
agree on a clear and convincing notion of the involved concepts, namely computing devices and
logical reasoning.

There are two major reasons why human-constructed real-world computers and natural objects,
such as the human brain, do usually not play much of a role in the study of computing. The first
reason is their immense structural and operational complexity, which lies far beyond a reasonable
and rigorous mathematical treatment. The second, even more important reason is the ambition
of theoretical computer science to obtain results that give interesting insights and that are as
broadly applicable as possible. To this end, the used models of computing devices should also
capture as much as possible of the computational capabilities of future technology and of yet
undiscovered natural phenomena. Therefore, the computing devices we shall take into account in
the present thesis are abstract mathematical objects, such as Turing machines [Tur36] or Minsky
machines [Min67]. Although such abstract devices are granted access to potentially unbounded
resources, such as running time and information storage capacity, they nevertheless adhere to
finitary principles: every computation step can only process a fixed finite amount of information,
and their behavior can be described by finite means, e.g. by a finite set of rules or by a program
of finite length. Both models are characterized by neat and crisp mathematical definitions and
they are considered to be universal models of computation in the sense that everything that is
computable in an intuitive sense can in fact be computed using these abstract computing devices.
This is known as the Church-Turing thesis.® Although it is impossible to prove this claim rigorously,
it is widely accepted in contemporary theoretical computer science — similar to laws of nature
that are widely accepted in contemporary physics. Indeed, there is strong evidence in favor of the
Church—Turing thesis, as all currently known models of computation based on finitary principles
turned out to have exactly the same computational power that Turing machines and Minsky
machines have. The latter has been proved rigorously, see, e.g., [Min67, HU79, Rog87, Coo04].
What in fact makes the Church—Turing thesis even more interesting is that we today also know
that there are inherent limitations on what is computable with Turing machines and all the other
equally powerful abstract computing devices. We shall come back to this fact shortly.

The other concept that we need to put on solid grounds is logical reasoning. It requires
two components: a language in which we can unambiguously formulate the assumptions and
propositions we wish to reason about and a finite (better: small) set of plausible rules of inference
that describe clearly and unambiguously how conclusions may be drawn from finitely many given
assumptions, possibly taking earlier-drawn conclusions into account. Since natural languages
are far from being unambiguous, they do not qualify for such an endeavor. The combination of
language plus inference rules chosen to be investigated in the present thesis is what is known today
as classical first-order logic.? We will, however, occasionally even consider classical second-order
logic.

IDetailed discussions of the Church-Turing thesis can be found, for instance, in the textbooks [HU79], Sections 7.1
and 7.6, [Rog87], Section 1.7, and in the more recent [Coo04], Chapters 1 and 2, and [Soal6], Chapter 17.

2There are many textbooks treating first-order logic on an introductory level, e.g. [End72, Fit96, vD13, Sch08,
Smu95, EFT94, TS96].



2 INTRODUCTION

While Gottfried Wilhelm Leibniz (1646-1716) and David Hilbert (1862-1943) promoted the
idea that logical reasoning was more or less fully accessible to computing devices of one kind or
another (cf. [Coo04], Chapter 1), Church and Turing showed the contrary in 1936 [Chu36c, Chu36b,
Chu36a, Tur36, Tur38]: there are fundamental limits to what computing devices can compute, no
matter whether they are abstract mathematical or real-world objects. In particular, it is beyond
the capabilities of any abstract computing device, whose behavior is fully describable by a finite
set of rules, to always compute the correct answer to the following question for arbitrary finite sets
of assumptions S and an arbitrary proposition ¢, both formulated in the language of first-order
logic: Can we deduce ¢ from S using only the inference rules admitted in classical first-order
logic? Alternatively, one could say that, assuming the Church—Turing thesis to be valid, there is
no computing device that can solve the posed question in full generality. This is a limitation that
is inherent to each and every model of computing devices that contemporary computer science has
to offer.

Ever since the discovery of this fundamental insight in the 1930s, computer scientists have
constantly put effort into exploring the boundaries between the realm of computable problems and
the part that is inaccessible to computing devices. In the field of classical first-order logic, this
exploration had even begun before the existence of such a boundary was known. In an attempt
to find algorithmic ways for solving the outlined inference problems, several logicians described
partial solutions. Instead of tackling the described problem for full first-order logic, they focused on
certain parts of the underlying language, that is, on fragments of first-order logic, as we shall say,
and devised specialized algorithms that are capable of solving instances of the inference problem
formulated exclusively in such a language fragment. We shall call such a fragment decidable
as a reference to Hilbert’s “Entscheidungsproblem” (German for decision problem), which is an
equivalent formulation of the inference problem outlined above. After the landmark results by
Church and Turing, the exploration started on both sides of the computability boundary and
has since then lead to a very large number of discoveries — see Chapter 3 for more details and
references. In the present thesis we set out to contribute to this enterprise.

The present thesis is divided into two parts. While Part I concentrates on classical first-order
logic without any background theories, the focus of Part II is on classical first-order logic enhanced
with the language of linear arithmetic plus the corresponding rules of reasoning.

In Part T we shall introduce a simple syntactic concept, namely separateness of variables,
that facilitates elegant definitions of nontrivial extensions of well-known decidable fragments of
first-order logic. The extended fragments have the remarkable property of being decidable as well.
This aspect of separateness will be fleshed out in Chapter 3 and the novel decidable fragments
presented therein constitute one of the main contributions of the present thesis. Figure 1 provides
a schematic overview of the most important fragments we shall introduce. Roughly speaking,
variables are separated in a first-order formula, if they never co-occur in the basic building blocks
of the formula, called atoms. From a qualitative point of view, the extended fragments do not come
with an increased expressiveness compared to the original fragments. That is, every property that
can be expressed in such an extended language can also be expressed in the underlying original
language. However, in some cases the respective logical formulas in the original fragment may have
to be much longer. Indeed, we will show for several cases that there are significant gaps regarding
the length of shortest formulas that express one and the same property, formulated in the extended
language on the one hand, compared to the formulation in the original language on the other hand.
For example, the succinctness gap between the well-known Bernays—Schéonfinkel-Ramsey fragment
and an extension of it, which we shall call the separated fragment, is as follows. For every positive
natural number n we can find some property that can be expressed in the separated fragment with
a formula of length k - n? for some positive natural number k, whereas expressing the very same
property in the Bernays—Schonfinkel-Ramsey fragment requires a formula whose length is at least
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Hence, from the perspective of formula length, the extended fragments we shall present enable



o

/A
AV

MFO — monadic first-order fragment SEF  —separated fragment
BSR — Bernays—Schonfinkel-Ramsey fragment GBSR — generalized BSR
FO? - two-variable fragment SFO? - separated FO?
AF - Ackermann fragment GAF — generalized AF
GKS — Godel-Kalmar—Schiitte fragment GGKS - generalized GKS
FL —fluted fragment SFL —separated FL
GF —guarded fragment SGF —separated GF
LGF -loosely guarded fragment SLGF — separated LGF
GNFO - guarded negation fragment SGNFO - separated GNFO

Figure 1: Left-hand side: Schematic overview of well-known decidable fragments of first-order logic.
Only the partial overlaps between MFO and the other fragments are depicted. We neglect any
other partial overlaps. Moreover, the containment of AF in GKS and of GF in LGF is shown.
Right-hand side: Schematic overview of the extended fragments (in green) that shall be presented
in Chapter 3. Notice that MFO is properly contained in all extended fragments. The focus is again
on the overlaps with MFO and on the proper containment relations. Other depicted overlaps might
be unsubstantiated.

us to describe certain properties much more succinctly and elegantly. Table 1 summarizes the
succinctness gaps that we shall derive.

This boost in succinctness comes with a price tag attached concerning the computational
complezity of logical inference in the extended fragments. That is, a worst-case analysis of the
resources consumed by an abstract computing device that is actually doing logical reasoning in
the separated fragment rather than in the Bernays—Schonfinkel-Ramsey fragment, for instance,
reveals a similar gap regarding the required running time. It turns out that logical reasoning in the
separated fragment is computationally as hard as logical reasoning is in any decidable first-order
fragment that enjoys the so-called finite model property, if the size of smallest models is bounded by
linearly growing towers of exponentials. This in fact means that logical reasoning for the separated
fragment is at least as time consuming as it is for any other decidable first-order fragment enjoying
the finite model property that is known today — at least as far as the author of the present thesis is
aware of. We shall show this in two different ways: once in Chapter 3 (Theorem 3.3.11) — relative
to the reasoning problem associated with other decidable first-order fragments — and once in
Chapter 5 (Theorem 5.3.11) — relative to computationally hard problems from a different domain,
so-called domino problems.



More succinct fragment

Less succinct fragment
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Succinctness gap  Reference

SF BSR non-elementary ~ Theorem 3.2.7
SF Gaifman-local first- non-elementary ~ Theorem 3.3.18
order fragment
GAF AF super-polynomial  Proposition 3.8.9
GGKS GKS exponential Theorem 3.9.9
SGF LGF non-elementary ~ Theorem 3.10.8
SFO? FO? exponential Theorem 3.12.5

Table 1: Summary of the succinctness gaps the are explored in the present thesis. The abbreviations
for fragments are spelled out in Figure 1. The first row, for instance, summarizes the succinctness
gap between the separated fragment and the Bernays—Schonfinkel-Ramsey fragment that we have
described above. The gap between GAF and AF is conditional on EXPTIME # NExPTIME. All
other gaps are unconditional.

Beyond the already described aspects, the concept of separateness of variables has further
interesting facets on offer to be explored. A gentle introduction to the technical aspects of
separateness and a detailed overview of the related topics treated in the present thesis can be found
in Chapter 2. The syntactic notion of separateness induces the following semantic counterpart.
Under certain circumstances, two first-order variables, one universally quantified and the other
existentially quantified, that are separated in a given formula ¢ show a dependence pattern that
is weaker than the dependence pattern one encounters in general in first-order logic. Hence, the
term weak dependence suggests itself. In the general case, if a universally quantified variable x
ranges over infinitely many values, an existentially quantified variable y that depends on z may
have to range over infinitely many values as well. However, if y depends only weakly on = and
the values assigned to all other involved variables are fixed, then the range of y can always be
restricted to a finite set of values. This phenomenon and some consequences will be investigated in
detail in Chapter 4. It will also play a role in Chapter 7, Section 7.2, where we shall suggest how
Skolemization, an important technique in automated reasoning, could be enhanced so as to make it
sensitive to weak dependences and yield better outcomes. Another interesting topic that is worth
mentioning is interpolation. A first-order fragment is said to be closed under interpolation, if for
every formula ¢; from the fragment that logically entails another formula ¢o from the fragment
there is a third formula 1 from the same fragment, called the interpolant of p1 and @, that “sits
between” ¢1 and ¢ in a syntactic and semantic sense. This means that (a) the vocabulary that is
used in ¢ is the common vocabulary of ¢; and @9, and (b) ¢; logically entails ¢ and ¢ logically
entails 9. We shall derive interpolation theorems for several of our novel decidable first-order
fragments: the separated fragment and the generalized Bernays—Schonfinkel-Ramsey fragment
(Theorem 6.1.1), the generalized Ackermann fragment (Theorem 6.2.1), and the separated guarded
negation fragment (Proposition 6.0.4).

In Part II of the present thesis, we turn our attention to a more specific part of classical
first-order logic, which is concisely described as first-order arithmetic with uninterpreted predicate
symbols. Logical reasoning in first-order arithmetic is not fully accessible to computing devices
either. This changes, however, if we restrict multiplication. For instance, logical reasoning in the
logic of the integers with addition, equality, and strict order — a fragment known as Presburger
arithmetic — can be done by computing devices without human interaction, at least in principle.
The picture changes again, as soon as we add so-called uninterpreted predicate symbols to the
language. Allowing such predicate symbols, even if they have only one argument place, yields a
logic fragment that is not decidable (cf. Chapter 11). Again, we need to restrict the admitted
language, in order to obtain a decidable fragment.

Indeed, the main purpose of Part II is to explore the boundary between what parts of logical
reasoning is accessible to computing devices in first-order arithmetic with uninterpreted predicate
symbols and the parts that are inaccessible to computing devices. A detailed introduction and



overview can be found in Chapter 8. In Chapter 10 we shall present two positive results, and in
Chapter 11 several negative results will be derived. The two decidable fragments introduced in
Chapter 10 are the Bernays—Schonfinkel-Ramsey fragment with simple linear rational constraints
and the Bernays—Schénfinkel-Ramsey fragment with bounded difference constraints. Both fragments
are suitable for applications in hardware and software verification.? For instance, we shall discuss in
Section 10.5 how the latter fragment can be used to verify safety properties of real-time systems. In
Chapter 11 the positive results shall be contrasted with an investigation of the syntactic threshold
of the computationally inaccessible part of logical reasoning. We will concentrate on restricted
fragments of Presburger arithmetic plus uninterpreted predicate symbols. Most of these results
can be easily transfered to arithmetic over the rational numbers. In particular, we shall show in
Section 11.4 how small relaxations of the syntactic requirements characterizing the Bernays—Schon-
finkel-Ramsey fragment with bounded difference constraints will turn this decidable fragment into
a fragment where logical reasoning is not fully accessible to computing devices anymore. Finally,
in Section 11.5 we will sketch what the negative results found in Chapter 11 mean for certain
formalisms used in the filed of verification, in particular concerning limitations that are revealed
by our discoveries.

The following list summarizes the main contributions of the present thesis:

(1) The as yet unexplored concept of separateness of variables is fleshed out in several directions
(Part I, an overview is given in Chapter 2).

(2) Nine novel decidable fragments of first-order logic are introduced that extend well-known de-
cidable first-order fragments (Chapter 3). The major fragments that are being introduced are
the separated fragment (SF), the generalized Bernays—Schonfinkel-Ramsey fragment (GBSR),
the generalized Ackermann fragment (GAF), the generalized Gédel-Kalmdr—Schiitte frag-
ment (GGKS), the separated guarded fragment (SGF), the separated loosely guarded frag-
ment (SLGF), the separated guarded-negation fragment (SGNFO), the separated two-variable
fragment (SFO?), and the separated fluted fragment (SFL), cf. Figure 1. Moreover, it is proved
that the qualitative expressiveness of the extended fragments compared to the respective
original fragments stays the same.

(3) Significant gaps regarding succinctness are derived for several of the extended fragments:
SF, GBSR, GAF, GGKS, SGF, SLGF, SFO?, cf. Table 1. This evidently shows that several
of the extended fragments constitute a substantial quantitative improvement regarding
expressiveness compared to the original fragments. Moreover, a succinctness gap is shown
between SF sentences and shortest equivalent Gaifman-local sentences (Theorem 3.3.18).

(4) As a semantic counterpart to the mostly syntactically-minded investigation of separateness,
the notion of weak dependence is introduced and it is investigated in the framework of
model-checking games and satisfying strategies (also: winning strategies) in the spirit of
Hintikka (Chapter 4). It is shown that every first-order sentence in which all dependences
are weak is equivalent to some Bernays—Schonfinkel-Ramsey sentence (Theorem 4.2.1).

(5) Regarding the computational complezity of the satisfiability problem for SF (SF-Sat) and
GBSR (GBSR-Sat), it is shown that both problems are non-elementary by deriving upper
and lower bounds (Chapter 5). More precisely, it is shown that both problems are TOWER-
complete (cf. [Sch16], see also Definition 5.0.2) and that for every positive integer k there
are k-NEXPTIME-complete subproblems in both SF-Sat and GBSR-Sat (Theorem 5.0.3).
Furthermore, a polynomial-time reduction is devised that facilitates reducing the satisfiability
problem of any first-order fragment enjoying the finite model property to SF-Sat, provided that
the former fragment comes with an elementary (or small non-elementary) bound regarding
the size of smallest models (Theorem 3.3.11).

31n fact, BSR(SLR) and BSR(BD) can be conceived as generalizations of formalisms that are already used for
verification, such as the Bernays—Schonfinkel-Ramsey fragment itself, the existential fragment of linear arithmetic,
or difference constraints — references are given in Section 12.1.1, in Chapter 8 (Remarks 8.0.1 and 8.0.2 and the
subsection on related work), and in Sections 11.5 and 12.2.1.
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(6) Craig-Lyndon-style interpolation theorems are proved for the Bernays—Schonfinkel-Ramsey
fragment, SF, GBSR, the Ackermann fragment, and GAF, all without equality (Theorem 6.1.1,
Lemma 6.1.9, Theorem 6.2.1, and Lemma 6.2.5).

(7) Several applications of separateness beyond the definition of decidable first-order fragments
are proposed and first promising results derived: new Skolemization techniques sensitive to
weak dependences (Section 7.2), a second-order variant of SF admitting the elimination of
certain second-order quantifiers (Section 7.3), and an analysis of separateness in the context
of interpreted logics, e.g. linear rational arithmetic (Section 7.1).

(8) Novel fragments of first-order linear rational arithmetic enhanced with uninterpreted predicate
symbols are defined and proved to be decidable (Chapter 10): the Bernays—Schonfinkel-
Ramsey fragment with simple linear rational constraints (BSR(SLR)) and the Bernays—
Schonfinkel-Ramsey fragment with bounded difference constraints (BSR(BD)). It is shown
that both fragments have a NEXPTIME-complete satisfiability problem (Corollaries 10.2.15
and 10.4.11). The decidability proof for BSR(SLR) can be restated in the framework of
combinations of theories, which facilitates extensions, e.g. based on SF or GBSR rather than
the Bernays—Schonfinkel-Ramsey fragment, and based on polynomials rather than linear
arithmetic terms only (Section 10.3). A non-trivial application of BSR(BD) is elaborated
upon, namely reachability analysis for formal models of real-time systems, in particular for
timed automata (Section 10.5).

(9) Finally, several undecidable fragments of first-order arithmetic with uninterpreted predicate
symbols are identified and discussed, mostly based on the universal fragment of Presburger
arithmetic or the universal fragment of linear rational arithmetic (or restricted subfragments
thereof) with a single uninterpreted predicate symbol of arity one (Chapter 11).

Parts of the material developed in the present thesis have been published in conference proceed-
ings [SVW16, Voil7b, Voil7a, HVW17a], workshop proceedings [Voil7d], and as preprint [VW15,
Voil7c, HVW17b]. Parts of the texts in the present thesis were taken, adapted, and extended from
these papers without explicitly giving references to the respective source. All of the thus used
parts were originally written by the author of the present thesis.
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Chapter 1

Preliminaries

Syntax of First-Order Formulas

We mainly consider first-order logic formulas with equality. The following notions and notation are
fairly standard and can be found in different composition in standard texts about first-order logic,
for example, [End72, CK90, EFT94, Smu95, Fit96, vD13].

A wocabulary ¥ = (I1, Q) (also: signature) comprises a countable set IT of predicate symbols and
a countable set 2 of function symbols. If not explicitly stated otherwise, the vocabularies treated
in the present thesis are finite. Every symbol in ¥ is equipped with a nonnegative integer, its arity.
For the distinguished equality predicate, whose semantics is fixed to be the identity relation, we
use =~. A function symbol of arity zero is called constant symbol. We call a vocabulary ¥ = (II, )
relational if € is empty.

Fix some vocabulary 3 = (II, Q) and fix some countably infinite supply Var of first-order
variables. A X-term is a finite syntactic object: any constant symbol ¢ € ) is a Y-term; any
variable v € Var is a X-term; given any m-ary function symbol f € 2 and m X-terms ¢4, ..., t,, the
expression f(t1,...,t,) is also a X-term. Atomic X-formulas (also: X-atoms) are either the logical
constants true, false, or are equations s; /& sg, or are of the form P(s1,...,s,,) where the s; are
Y-terms, P stems from II, and m is the arity of P. A X-formula is either a Y-atom, a negated
Y-formula —p, a conjunction ¢ A, a disjunction @ V 1, an implication @ — 1, an equivalence
@ < Y, or a quantified X-formula of the form Vz.¢ or Jy.p, where p, 1 are 3-formulas and
x,y € Var are first-order variables. For any -terms s,¢ we use s % t to abbreviate — s=t. Given a
quantified Y-formula Qu. ¢, we call the subformula ¢ the scope of the quantifier Qu. Similarly, in
a negated Y-formula —p the subformula ¢ is the scope of this occurrence of the negation sign. In
order to save parentheses, we follow the convention that negation binds strongest, that conjunction
binds stronger than disjunction, and that all of the aforementioned bind stronger than implication
and equivalence. Equivalence, in turn, binds weaker than implication. The scope of quantifiers
shall stretch as far to the right as admitted by parentheses. Given a set ® of ¥-formulas, we call a
Y-formula ¢ a Boolean combination of formulas from ®, if ¢ consist of formulas from &, possibly
connected via the Boolean connectives —, A, V, —, <. If we restrict the set of Boolean connectives
even further to A, V, we speak of a A-V-combination of formulas from ®. Given some finite sequence

of pairwise distinct variables vy, ..., v,, the expression Qu; ...v,. ¢ with Q € {V, 3} abbreviates
the formula Quvi.Qus. ... Qu,. . In addition, we often use the tuple notation Qv for the same
purpose, where v stands for any finite tuple (vq,...,v,) with pairwise distinct first-order variables.

For convenience, we often identify tuples v of variables with the set containing all the variables
that occur in v. In most cases this abstraction from the exact order of quantifiers is justified by
Proposition 1.0.1. A quantifier block is a maximal sequence Qui.Qus. ... Qu, of quantifiers of
the same kind occurring in a given formula. We occasionally use regular expressions to describe
sequences of quantifiers. For example, for any positive integer k the expression 3*v*33 stands for
the set of all prefixes of the form Jy; ...y, V1 ... 232122, where m ranges over all nonnegative
integers; in particular, the leading existential quantifier block may be empty. Oftentimes the

vocabulary
¥ ={(I,Q)

Var

Boolean
combination
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vocabulary underlying our considerations shall not be mentioned explicitly. We just speak of terms,
formulas, and atoms, when ¥ is not important or clear from the current context. A formula is
called relational, if the underlying vocabulary is relational, i.e. it does not contain any function
symbols.

A variable v occurs freely in a formula ¢ if the formula contains an occurrence of v that is not
in the scope of any quantifier Qv in . An occurrence of a variable v in a formula ¢ is bound,
if it lies within the scope of some quantifier Qv in . In all formulas we tacitly assume, if not
explicitly stated otherwise, that no variable occurs freely and bound at the same time and that
all distinct occurrences of quantifiers bind distinct variables. We use ¢(vy,...,vn) to denote a
formula ¢ whose free first-order variables form a subset of {v1,..., v, }. The variables vy,..., v,
are assumed to be pairwise distinct. A formula is closed if it does not contain any free occurrences
of variables. A closed formula is also called a (X-)sentence. We call a term or a formula ground if
it does not contain any occurrences of variables, neither free nor bound, and no quantifiers.

We denote substitution by ¢ [U / 8]7 where every free occurrence of v in ¢ is to be substituted by
the term s. For simultaneous substitution of pairwise distinct variables vy, ..., v, with s1,...,s,,
respectively, we use the notation <p[m/51, . ,vn/sn]. For example, P(x,y) [x/f(y), y/g(x)} results
in P(f(y),g(x)). Notice that this is different from the sequential application of substitution in
P(z,y)[z/f(y)] [u/9(x)] = P(f(9(x)),9(x)) and P(z,y)[y/g(x)][z/f ()] = P(f(y),9(f(y))). We
also write [\7/5} to abbreviate [vl/sh e Un/Sn |

A formula is in prenex normal form if it has the shape Q1v; ... Q,v,. ¥ with quantifier-free 1)
and Q; € {V, 3}, i.e. all quantifiers are lined up in front of the formula. The quantifier-free part is
sometimes referred to as matriz. A formula is in negation normal form if it exclusively contains the
connectives A, V, - and every negation sign occurs immediately in front of an atom; quantifiers are
of course admitted. A literal is an atom or a negated atom, and a clause is a disjunction of literals.
A unit clause is a clause containing exactly one literal. We say that a formula is in conjunctive
normal form (CNF) if it is a conjunction of clauses, possibly preceded by a quantifier prefix.! A
formula in CNF is Horn if every clause contains at most one non-negated literal. It is Krom if
every clause contains at most two literals. A formula is in disjunctive normal form (DNF) if it
is a disjunction of conjunctions of literals, possibly preceded by a quantifier prefix. A sentence
@ = VX13y1...VX,3¥,. ¢ is said to be in standard form if ¢ is quantifier free and in negation
normal form, in particular, the connectives — and < are not admitted; all variables bound in the
quantifier prefix are required to actually occur in . The tuples X; and ¥, may be empty, i.e. the
quantifier prefix does not have to start with a universal quantifier, and it does not have to end
with an existential quantifier.

For any formula ¢ we denote by vars(¢) the set of all variables occurring freely or bound in .
Moreover, we write consts(¢) to address the set of all constant symbols that occur in . Similar
notation is used for other syntactic objects.

Next, we define a measure of length of terms and formulas. We set len(c) := 1 and len(v) :=1
for every constant symbol ¢ and every variable v. For terms sq, ..., s, we set len(f(sl, cee sm)) =
1+ Z:’;l len(s;). The logical constants true and false are assigned length 1. The length of the
other atoms is given by len(P(s1,...,sy)) :== 1+ > i~ len(s;), which includes the case where P is
the equality predicate. For formulas ¢, 1) we set len(—p) := 1+ len(p), len(o A ) =len(p V ¢) :=
14 len(y) + len(v)), len(Vx.¢) := 1+ |X| 4+ len(¢)), and len(35y.4) := 1 + |[§| + len(yp). Moreover, in
the context of the length of formulas, we conceive implication and equivalence as abbreviations
and set len(¢ — ) := len(—¢ V ) and len(yp <> ¥) :=len((¢ — ¥) A (¥ — ¢)). Notice that, in
the presence of the connective <+, len(y) can be exponentially greater than the number of symbols
needed to write ¢ down.

The quantifier rank of a formula is the depth of quantifier nestings in the formula. Every
quantifier-free formula has quantifier rank zero. The quantifier rank of any formula Qu. with
Q € {V, 3} is the quantifier rank of ¢ plus one. For every formula ¢ o ¢ with o € {A,V, =, <}
the quantifier rank is the maximum of the quantifier ranks of ¢ and ¥. Every —¢ has the same

1In contrast to the tradition in automated reasoning, we do allow quantifier prefixes in formulas in conjunctive or
disjunctive normal form.
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quantifier rank as ¢ has.

For every Y-formula ¢ with ¥ = (II, Q) we define ||¢|| to be the length of some fixed encoding of
® in a binary alphabet, e.g. suitable for the tape of some Turing machine. We assume the encoding
to be reasonable, i.e. we assume that ||¢|| € O(len(y) - log(|II| + || + |vars(p)|)) if the underlying
vocabulary ¥ = (II, Q) is finite.

Semantics of First-Order Formulas

We mainly follow the Tarskian approach to semantics and interpret logic formulas with respect
to given structures. Let X := (II, Q) be a vocabulary. A X-structure A consists of a nonempty
set A, its domain (also: universe), and interpretations f* and P* of all function and predicate
symbols in 3. More precisely, A interprets any m-ary function symbol f € 2 by a total mapping

fA : A™ — A that maps each and every m-tuple of elements from A to some element from A.

Moreover, A interprets any m-ary predicate symbol P € II by a (possibly empty) set P4 C A™ of
m-tuples over A’s domain. Like for terms and formulas, we mostly omit the explicit reference to
the underlying vocabulary ¥ when speaking about structures.

Given any structure A, a variable assignment (over A’s domain) is a total mapping 3 : Var — A
that assigns domain elements a € A to variables v € Var. When the domain A is clear from
the context we often do not explicitly specify it, e.g. when a particular structure A is discussed,
variable assignments are implicitly understood to assign elements from A, if not explicitly stated

otherwise. We sometimes explicitly define a variable assignment by writing [v1—a1, ..., Vm—amn]
— or [#—a] for short — when it is not important which elements are assigned to the variables in
Var \ {v1,...,v,}. In such cases, we consider just some variable assignment 8 with 5(v;) = a;
for i = 1,...,m. Given some variable assignment (3, we define its update S[vi—an, ..., Vm—amnm]

to be the variable assignment 8’ with 5'(v;) = a; for i = 1,...,m and 5'(v') = B(v') for every
v € Var\ {v1,...,vm}.

Given a Y-term s, a Y-structure A, and a variable assignment 8 over A’s domain, we denote
the evaluation of s under A and 8 by A(B)(s). It is defined such that A(S)(v) := B(v) for variables
v, A(B)(c) := ¢* for constant symbols ¢, and A(B)(f(s1,--.,8m)) = FA(AB)(s1),--., AB)(5m))
for complex terms. As for every ground term s the value of s under A is independent of any variable
assignment, we occasionally drop the reference to any specific variable assignment and simply write
A(s) when s is ground. Given a ¥-formula ¢, a X-structure 4, and a variable assignment § over
A’s domain, we say that ¢ is satisfied under A and (B, written A, 8 |= ¢, if the following conditions
are met: We always have A, 8 = true but never A, 8 | false. For more complicated formulas ¢
we define the following:

ABEs~t if and only if A(B)(s) = A(B)(t),

A B P(s1,....8,) ifandonlyif (A(B)(s1),...,A(B)(sm)) € PA,

A, B E -y if and only if A, 8 |= % does not hold,

A BEYAX if and only if A,5 = and A, B E x,

A BEYV X if and only if A, fE¢ or A B E x,

ABEY—x if and only if A, 3 =+ implies A, 3 E X,

ABEY < x if and only if A, 8 |« implies A, 8 = x and vice versa,
A, B = Ve if and only if A, B[z—a] = o for every a € A,

A, B EJy.¢ if and only if A, S[y—b] | ¢ for some b € A.

If ¢ is not satisfied under A and S, we write A, 8 = ¢. When there is no danger of confusion, we
sometimes conveniently abbreviate expressions of the form A, [v1—a1, ..., vm—am] E o(v1, ..., 0m)
by A = p(a1,...,am). We write A |= ¢ if A, 8 = ¢ holds for every variable assignment 8 over A’s
domain. In such cases, we say that A is a model of . For sentences ¢ we often omit the variable
assignment and say that A satisfies ¢ if A, 5 = ¢ for any 5. A sentence ¢ is called satisfiable if it
has a model, i.e. if there is some structure A with A |= . Otherwise, we call ¢ unsatisfiable or
inconsistent. Two sentences ¢ and 1) are considered equisatisfiable if ¢ has a model if and only if
has one. Furthermore, a sentence ¢ is called wvalid, if it is satisfied under any structure; if there is
at least one structure not satisfying ¢, then the sentence if invalid. A sentence is valid with respect
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to a certain class of structures, if it is satisfied under every structure from the class. In particular
in Part IT of the present thesis we shall occasionally use this latter notion of validity with respect to
a class of structures without explicitly referring to the class of structures, if it is clear from the
current context.

We also use the symbol = to denote semantic entailment of two formulas (over the same
vocabulary). A formula ¢ semantically entails a formula 1), written ¢ = v, whenever for every
structure A and every variable assignment 3, A, 8 |= ¢ implies A, 5 = . The symbol H denotes
semantic equivalence of formulas, i.e. ¢ H 1 holds whenever ¢ |= 1% and ¢ = ¢. For convenience,
we often drop the word “semantic” and just speak of entailment and equivalence.

A logical Y-theory is a set of Y-sentences closed under semantic entailment, i.e. for every
sentence ¢ with 7 |= ¢ we have ¢ € T. Given a logical theory T, two formulas ¢(X), 1 (X) are
considered T -equivalent, if T |= VX.¢(X) < ¥(X). For any Y-structure A we write Th(A) to
address the logical theory of all X-sentences that are satisfied by A. It is easy to check that Th(.A)
is closed under semantic entailment. For convenience, we sometimes use the term A-equivalence
when we actually mean Th(.A)-equivalence.

We shall often use the fact that quantifiers can be shifted in certain ways within formulas under
preservation of the formula’s semantics. The following proposition collects the basic equivalences
that facilitate shifting of quantifiers.

Proposition 1.0.1 (Quantifier shifting). Let ¢, 1, x be formulas, and assume that © and y do not
occur freely in x. We have the following equivalences, where o € {A,V}:

(i) Fy.(eVeY) H (Fy.¢)V(3y.¢¥) (i) Ve.(pAY) H (Vo)A (Vo.9)
(iii) Jy.(pox) H (Fy-p)ox (iv) Vz.(pox) H (Va.p)ox
() FpIya.e  H JyTuie (vi) VxiVas.o H VaaVai.e

Consequently, if z1 & vars(x) and za € vars(p) holds for two first-order formulas ¢ and x, we
get (Fz1. ) A (Bxe. x) H Fz122. (0 A X) and dually (Vzq. @) V (Vas. x) H Veizs. (0 V X).

Consider any first-order sentence ¢ that contains an occurrence of a subformula v of the form
Jy. ¢’ and let Qiuq, ..., Quu, be the sequence of all quantifiers from ¢ in whose scope 9 lies. Let
X be the tuple containing all the variables from the list v1,...,v, that are universally quantified in
¢. The process of replacing the occurrence of  in ¢ with the formula ¢’ [y/f,(X)] for some fresh
function symbol f, of appropriate arity is called (standard) Skolemization? of y (or of Jy); the term
fy(X) is called Skolem term and the function symbol f, Skolem function. In case of x| = 0, we call
fy Skolem constant. By exhaustive Skolemization of a given sentence ¢ we mean Skolemization of
all the existential first-order quantifiers in ¢ one after the other (in any order).

Proposition 1.0.2. Let ¢ be some first-order YX-sentence and let @' be the result of Skolemizing
some of the existential quantifiers in ¢. Then, we observe ¢ = ¢ and any model A of ¢ can
be turned into a model B of ¢’ by extending A with appropriate interpretations of the introduced
Skolem functions and Skolem constants. The rest of A remains unchanged, i.e. A and B coincide
with respect to their domains and their interpretations of the symbols in 3.

A structure A is a substructure of a structure B (over the same vocabulary) if (1) A C B, (2)
cA = B for every constant symbol ¢, (3) PA = PB N A™ for every m-ary predicate symbol P, and
(4) fA(3) = £B(a) for every m-ary function symbol f and every m-tuple a € A™. Given a structure
A and some subset S of A’s domain, the substructure of A induced by S is the unique substructure
B of A with the domain B := S. The following is a standard lemma from model theory.

Lemma 1.0.3 (Substructure Lemma). Let ¢ be a first-order sentence without existential quantifiers
and in which no universal quantifier lies within the scope of any negation sign — we treat any
subformula 1 — wa as abbreviation for —p1 V @o and any subformula @1 <> po as abbreviation
for (mp1 V @2) A (p1 V —pa) to account for implicit negation signs as well. Moreover, let A be a
substructure of B. If B |= ¢, then A |= ¢.

2Notice that the form of standard Skolemization used in the present thesis is regarded as being inefficient in
automated reasoning, as there are improved variants available that produce Skolem terms with fewer arguments.
We shall discuss this topic in more depth in Section 7.2.
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Proof (inspired by [EFT94], proof of Lemma 5.7 in Chapter III).
It is easy to prove by induction on a term s that

(%) for every variable assignment /5 over A’s domain we have A(B)(s) = B(5)(s).

Now let v be any first-order formula. By induction on the structure of ¥, we show that for every
variable assignment 5 over A’s domain we have that B, 8 |= ¢ entails A, 8 = 4. If ¢ is atomic, the
claim follows from (k). If ¢ is of the form —y, x An, x V1, x — 7, or x <> 7, the claim follows easily
from the inductive hypothesis. Suppose ¥ is of the form Vz. x. Further assume that B, S[z—a] = x
holds for every a € B. Then, by induction, we have A, Blx—a] = x for every a € A C B. In other
words, we have A, 8 = Vz. .

This finishes the proof of the claim. The Substructure Lemma follows as a corollary. O

A special kind of structures are Herbrand structures.> The domain of a Herbrand Y-structure
H — called Herbrand domain — is the set of all ground Y-terms, where we assume that 3 contains
at least one constant symbol. Moreover, every m-ary function symbol f € € is interpreted by H
such that for any sequence t1,...,t,, € H we have f(t1,...,t,) = f(t1,...,tm). This means that
H’s domain and the interpretation of function symbols under H are entirely determined by the

underlying vocabulary. Solely the interpretation of predicate symbols can (and must) be chosen.

The following is a standard lemma which justifies that in certain contexts it suffices to exclusively
consider Herbrand structures.

Lemma 1.0.4. Let ¢ be a sentence without equality and without existential quantifiers and in
which no universal quantifier lies within the scope of any negation sign. If ¢ is satisfiable, then it
has a model that is a Herbrand structure.

Proof. Let A be any model of ¢ and let ¥ be the vocabulary underlying ¢. Let A’ be the
substructure of A that is induced by the domain

A’ := {a € A | there is a ground Y-term ¢ such that a = A(t)} .

By the Substructure Lemma, A’ is also a model of ¢. We define the Herbrand structure H such
that for every m-ary predicate symbol P € II and for all ground ¥-terms ¢4, ...,¢,, we set

(t1,... tym) € P if and only if — (A'(t1),..., A'(tm)) € PA".

Let v be any variable assignment over the Herbrand domain H and let 3 be the variable assignment
defined such that 8(v) := A(v(v)) for every v. Then, we observe for every non-equational ¥-atom
A that H,~v | A if and only if A',8 = A. As ¢ contains only universal quantifiers that do not lie
within the scope of any negation sign, this observation together with A |= ¢ entails H | . O

Given some Y-sentence @, a Herbrand X-model H = ¢ is called minimal, if there is no Herbrand
Y-model H' = ¢ such that for every predicate symbol P in ¥ we have P"" C P* and one of
these inclusions is strict. The following proposition is a standard result, see, e.g. Theorem 3.8 in
Chapter XI of [EFT94].

Proposition 1.0.5. Every satisfiable first-order ¥-sentence ¢ that is Horn has a unique minimal
Herbrand model (sometimes also called the least Herbrand model). In other words, there is some
Herbrand model H. = ¢ such that for every Herbrand model H of ¢ we have P+ C P™ for every
predicate symbol P in 3.

3In automated reasoning Herbrand structures are often represented by sets of atoms over a given vocabulary. We
deviate from this definition, although the intended semantical object is ultimately the same.

Herbrand
structure
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Syntax and Semantics of Second-Order Formulas

Occasionally, we shall also consider second-order formulas with equality. That is, we add second-
order quantification VP.1 and 3P. v to the inductive syntax definition of formulas, where v is
a second-order formula and P is some predicate symbol that may occur in 1 but does not have
to. Similarly, we add quantifiers V.4 and 3f.+ for any function symbol f. Like for first-order
variables, we define free and bound occurrences of second-order variables for predicate and function
symbols. Moreover, we also tacitly assume for second-order formulas that no variable occurs free
and bound in the same formula and that distinct occurrences of quantifiers bind distinct variables,
if not explicitly stated otherwise. For semantic satisfaction under a given structure A and a given
variable assignment 8 we use the following rules in addition to the above first-order conditions:

A,BEVP.¢ if and only if A’, = ¢ for every structure A’ that differs from A
only in the interpretation of P,

A, =3P.¢ if and only if A’ = ¢ for some structure A’ that differs from A
only in the interpretation of P,

A, BEVYSf.¢ ifand only if A’ S| 9 for every structure A’ that differs from A
only in the interpretation of f,

A, E3f.¢ ifand only if A’ B E ¢ for some structure A’ that differs from A
only in the interpretation of f,

where 1 is any second-order formula. The notions and notation for semantic entailment and
semantic equivalence are extended to second-order formulas in the obvious way.

Additional Notation

We use the notation [k] to abbreviate the set {1,...,k} for any positive integer k. The power set
of a set S, i.e. the set of all subsets of S, is denoted by P(S). The iterated application of P is
given by P°(S) := S and P*+1(S) := P¥(P(S)) for k > 0. For convenience, we mostly drop the
parentheses and simply write P*S. Furthermore, we also define the tetration operation inductively
by 21%(m) := m and 2™ +(m) := 9(2™(m)

Let S be any nonempty set. For any equivalence relation ~ C S x S we write S/ to address
the set {S' C S ’ S’ is a maximal nonempty set such that for all a,b € S’ we have a ~ b}, which
we shall call the quotient set (or simply guotient) induced by ~ over S. The sets in S/, are the
equivalence classes induced by ~ over S. Given any element a € S, we write [a]. to address the
(unique) equivalence class containing a. Given any two equivalence relations ~1,~9 C S x S, we
call ~1 a refinement of ~4 if (a) for every set T € S/, there is some set 7" € S/, such that
T CT', and (b) for every set T' € S/, there is a finite collection of sets T, ..., Ty € S/~, such
that T/ =T, U... UTy.



Chapter 2

Separateness of First-Order
Variables

We now introduce a fairly simple concept that shall be the key theme in the entire Part I of the
present thesis: separateness of first-order variables.

Definition 2.0.1 (Separateness of first-order variables). Let ¢ be any first-order formula and let
XY be two disjoint sets of first-order variables. We say that X and Y are separated in ¢ if
for every atom A occurring in ¢ we have vars(A) N X = 0 or vars(A) NY = () or both. We say
that X,Y are strictly separated in ¢ if X and Y are separated in ¢ and, in addition, for every
subformula x := (Qu. ...) of ¢ we either have vars(x) N X =0 or vars(x) NY = 0.

Intuitively speaking, two sets X,Y of variables are separated in a formula, if there are no
co-occurrences of variables x € X and y € Y in any atom. This simple syntactic notion is the
key to a number of results that we shall develop in the subsequent chapters. Examples are novel
decidable fragments of first-order logic (Chapter 3), computationally hard satisfiability problems
in first-order logic (Chapter 5), and new insights regarding the dependences between universally
and existentially quantified first-order variables belonging to separated sets, with an application
to Skolemization (Chapters 4 and 7). In the rest of the present chapter we give a more detailed
overview of separateness and its applications.

Typically, one would expect that sets of first-order variables in “naturally occurring” formulas
are either not separated or are separated in trivial ways. For example, consider a formula that
stipulates that R is a strict ordering without endpoint:

¢ = (Vz1y121. R(z1,91) A R(y1,21) = R(21,21))
A (Yooys. R(z2,y2) = —R(y2, 22))
A (Yos3ys. R(xs3,y3)) -

In any of the three conjuncts all occurring variables co-occur in some atom. On the other hand, the
three sets {x1,y1, 21}, {x2,y2}, {x3,y3} are pairwise separated in . This trivial kind of separation
is due to the fact that ¢ is simply a conjunction of three closed formulas.

Non-trivial cases of separateness appear, for instance, in formulas where universal and existential
quantifiers are nested and the variables they bind are separated. Consider the sentence v :=
Va3y. P(z) + Q(y) in which the singleton sets {z} and {y} are obviously separated. It expresses
a certain symmetry in structures A. For every domain element a there is some element b such
that a belongs to P if and only if b belongs to Q“*. It turns out that the same property can be
expressed without any nesting of alternating quantifiers. Indeed, we can use the distributivity laws
of Boolean algebra and quantifier shifting (cf. Proposition 1.0.1) to transform ¢ into the equivalent

15
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sentence ((3z. P(z)) = 3y1- Q1)) A ((Fz. =P(z)) — (Fy2. ~Q(y2))):

Vady. P(z) + Q(y)

H Vady. (~P(@) vV Q) A (P<x>vﬂcz< )

H Va. (=P(@) A Gye- ~Q(y2))) V ((Fy1- Q(y1)) A P(x))

H ((Va.=P(2)) V (Fy1. Q1)) A ((Fy2. ~Q(y2)) V (V. P(x)))
H (B2 P@)) = Gy1- Q) A ((Gz. =P (x) = (3y2. ~Q(12)))

We could even shift quantifiers outwards again and finally obtain an equivalent sentence with a
33V quantifier prefix: ¢’ := JyyoVa. (P(x) — Q(yl)) A (—\P(;v) — ﬂQ(yg)). This example shows
that we can not only transform nested quantification of separated variables into quantification that
is not nested. In addition, we can replace V3 alternations in exchange for 3V alternations, or vice
versa.

In the example we start from a V3 sentence and obtain an 33V sentence. The increase in the
number of used quantifiers is not a coincidence. Much rather, it illustrates a key difference between
the two representations. The sentence v can, using a V3 alternation, represent the symmetry
property of structures more succinctly than the sentence 1)’ can with an 3V quantifier alternation.
The following examples illustrates this phenomenon in a more pronounced way. We shall see later
that such succinctness gaps can become k-fold exponential, if we start from k nested V3 alternations
and seek an equivalent sentence with a single 3V quantifier alternation. The proof of this result (cf.
Theorem 3.2.7) is based on a general variant of .

Example 2.0.2. Consider the sentence @1 := VrIy. (Pi(z) <> Q1(y)) A ... A (Pu(z) < Qn(y))-
Given any sequence b := by ...b, of n bits, we denote by xz(x) and n;(y) the formulas

N P@ A~ N -Pi@) and  m)= A Qi A N Qi) .

1<i<n 1<j<n 1<i<n 1<j<n
bi=1 b;=0 bi=1 b;=0

Then, 1 can be transformed into the equivalent sentence

v, \/  xa(@) A ymp(y)
be{0,1}n

where we have managed to shift the existential quantifier Iy inwards. We can do the same for the
universal quantifier Vx, if we beforehand transform the sentence into a conjunction of disjunctions.
To keep the sentence short, we do not just blindly apply the Boolean laws of distributivity, but we
also remove redundant formula parts — we have already tacitly done so in the above transformation.
This results in the sentence

/\ (Vw. —\Xg(x)) V Jy. nz(y) H /\ (Hx.xg(x)) = Jy.mp(y) -

be{0,1}n be{0,1}n

We can now shift quantifiers outwards again, existential ones first. Since existential quantifica-
tion does not distribute over conjunction, we have to rename bound existential variables. We thus
obtain the equivalent sentence

@) =3Y0..0-- Y11V /\ X5(x) = n5(y5) -
—_— _
2™ variables be{0,1}"

The sentence ¢ is much more verbose that the original p1. The original 1 refers to the universal
variable x and stipulates the existence of a counterpart y that behaves with respect to Q like x behaves
with respect to P. In contrast, the sentence ] lists 2" elements, including detailed descriptions of
their potential behavior with respect to Q, and stipulates the existence of each and every single one
of them, provided a counterpart exhibiting the respective behavior with respect to P is contained in
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the domain. Indeed, no equivalent sentence in prenex form with the quantifier prefix 3*V* could do
significantly better (cf. Theorem 3.2.7).
Now consider the case with additional quantifier alternations:

g = YuIoVaIy. (Pr(u,x) <> Q1(v,y)) A ... A (Pr(u,x) <> Qn(v,y)) .

We extend the notation xz(x) from above to xgz(u,x) by replacing every P;(x) with P;(u,x) and
every = Pj(x) with —=Pj(v,y). In the same spirit the notation m5(y) is extended to ng(v,y). When
we apply the transformations from above to the new formula in one step, we obtain

YuJv. /\ (Va. =xg(u, 2)) V Iy.mz(v,y)
be{0,1}n

We next transform the scope of Fv into a disjunction of conjunctions and, while doing so, treat the
subformulas V. —xg(u, x) and Jy.nz(v,y) as indivisible units. Shifting the quantifier v inwards
then yields

Yu. \/ (( /\ V. —xg(u, x)) A Ju. /\ Ely.ng(v,y)) .

SC{o,1}" be{0,1"}\S bes

Next, we use the distributivity laws to transform the scope of Yu into a conjunction of disjunctions,
in order to be able to shift the quantifier inwards:

/\ ((Vu \/ V. —\Xg(u,x)> V Ju. 7/\ Fy. ng (v, y))
bes

Sc{o0,1}" bes

H /\ ((Hu /\ ﬂx.)@(u,x)> — Ju. /\ Hy.ng(v,y)> .

SC{o0,1}" bes bes

Finally, we can shift all quantifiers to the front again and thus obtain the sentence

0y = g, ...vs, s, .- Vs, VuVx. /\ ((/\ XB(U,LL'B)) — /\ ng(vs,ys,,;)) ,
SCc{o0,1}n bes bes

where S1,..., Sy is an enumeration of all subsets of {0,1}", i.e. m = 22" - each Vs, s a tuple of
|Si| variables yg, 5 with b € S;; and X is a tuple of 2" variables xy with b € {0,1}™.

Again, the sentence ) is much more verbose than the original @o. This time the gap in
succinctness grows even doubly exponential with growing n. And, once more, no equivalent 3*V*-
sentence could, asymptotically speaking, do much better.

The examples we have seen so far illustrate a general property of nested quantification of
variables that are separated. Namely, nesting of quantifiers is not essential but may facilitate a
more succinct representation of properties. The formula transformations in Example 2.0.2 illustrate
how such succinct representations can be unfolded. We can use the same approach to prove the
following technical lemma.

Lemma 2.0.3. LetX,7,X',7,7Z be pairwise disjoint tuples of first-order variables and let 1 (X, %’
y',7) be a formula in which XUX' and Uy’ are strictly separated. We can transform Vx3y. ¥ (X, X’
y',Z) into an equivalent formula ¥’ (X',§',Z) that satisfies the following conditions.

7}7)
737)

(a) The sets XUX and §UY' are strictly separated in '

(b) The quantifier alternation caused by the V*3* prefiz in VXI7. ¢ vanishes in 1)’. More precisely,
for any subformula x in ' of the form (Qu....(Qv....)...) with Q # Q'
e cither x entirely stems from ¥(X,X',¥,¥',2) (modulo renaming of bound variables),

e or (Qv....) stems from ¥(X,X,7,¥,Z) and the quantifier Qu stems from the prefix
Vx3y (modulo renaming of bound variables).
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Proof. A basic formula is any atom and any subformula (Qu....) in 9 that does not lie within the
scope of any quantifier in .

We first transform v into an equivalent disjunction of conjunctions of negated or non-negated
basic formulas. This is always possible. Since the sets X UX and y U §' are strictly separated
in v, none of the basic formulas contains variables from both sets. Hence, the constituents of
every conjunction can be grouped into three parts: v;(X,X’,Z), containing none of the variables
from yU§¥’; xi(¥,¥',7%), containing none of the variables from X UX’; ;(X’,§',7), containing neither
variables from X nor from y. Hence, Vx3y. ¥ (X,X’,¥,¥’,Z) is equivalent to a formula of the form

VS{HS/ \/wi(ia i/ai) A Xi(y’yl?i) A 771'(5(/7}7/ai) )
i

where the 1;, x;, and 7; are conjunctions of negated or non-negated basic formulas. We now shift
the existential quantifier block 3y inwards so that it only binds the (sub-)conjunctions x; (¥, ¥, 7).
The emerging subformulas (3}7. Xi(¥,¥, 2)) are treated as basic formulas in the further process
(replacing the ones that now occur as their proper subformulas). Notice that the sets X UX’ and
y Uy’ are still strictly separated in the scope of the leading VX quantifier block.

Next, we transform the formula into a conjunction of disjunctions of negated and non-negated
basic formulas, group the constituents of disjunctions into two groups ¢(%,%’,z) and x;(¥',¥',2),
and shift the universal quantifier block VX inwards so that it only binds the (sub-)disjunctions
¥i(X,X',2). The resulting formula is the sought ¢’ in which the sets X UX’ and y U ¥ are still
strictly separated. O

We shall apply variants of Lemma 2.0.3 and the general methods used in its proof in several
places, mostly for resolving V3 quantifier alternations. But the underlying idea is much more
general. If certain separateness conditions are satisfied by a formula, succinct representations of
properties can be unfolded into more verbose ones that require a lower quantifier rank or even use
fewer quantifier alternations. To this end, notice that the prefix Vx3Jy in Lemma 2.0.3 could be
replaced with a 3*V* prefix or any other prefix over the variables in X and y. It is straightforward
to adapt the proof to the new situation. We only need to reorder the steps of the quantifier shifting
scheme and/or more iterations.

The following result can easily be proven using Lemma 2.0.3.

Lemma 2.0.4. Let ¢(X1,...,Xn,¥1,---,¥n,%) be a quantifier-free formula in which the sets X :=
X U...UX, and ¥ :=§1 U... Uy, are separated. There exists a quantifier-free formula ¢'(Q,v,7)

such that ¥X13y1 ... VX350 (X1, -« -, Xy Y1y - - -5 Yy Z) and F0VY. ¢/ (T, V,2) are equivalent.

Proof. For quantifier-free formulas separateness and strict separateness coincide. Hence, we can
apply Lemma 2.0.3 to the formula VX13y; ...V%,35,. ©(X1,. .., Xny ¥1,-- -, ¥n, %) in an iterated
fashion to obtain some equivalent formula v in which the sets X and y are strictly separated. As
none of the alternations in the quantifier prefix Vx;3y; ...VX,3y, is present in 9, for any of its
subformulas (Qu. e (Qu) ) with Q, @' € {V,3} we observe Q = Q. In other words, ¥ does
not contain any quantifier alternations at all. Therefore, we can shift all quantifiers outwards —
existential quantifiers first, renaming bound variables as necessary —, and thus obtain an equivalent
formula of the form JaVy. ¢’ (1, v,7) with quantifier-free ¢'. O

As already pointed out, unfolding formulas in the spirit of Lemma 2.0.3 inevitably incurs
immense blowups in the worst case. We will derive upper and lower bounds on the increase in
length in subsequent sections (cf. Lemma 3.2.5 and Theorems 3.2.7, 3.5.3, 3.9.9, 3.10.8, and 3.12.5).
In particular, we will see that the transformation described in Lemma 2.0.4 leads to formulas that
are asymptotically n-fold-exponentially longer than the original.

Another interesting point is that Lemma 2.0.4 holds for first-order formulas irrespective of
whether they contain function symbols of arbitrary arity. However, the presence of second-order
quantifiers would require additional separateness conditions, similar to the ones strict separateness
poses towards quantified subformulas.

In spite of the generality of the result, we will mostly concentrate on relational first-order
formulas in the rest of Part I.
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Novel Decidable Fragments of Relational First-Order Logic

Separateness of variables will be the prime concept that we use in Chapter 3 to extend well-known
fragments of first-order logic that are known to possess a decidable satisfiability problem. The
first extended fragment in this family is the separated fragment!, which consists of relational
first-order sentences 3zVx13y1 ... VX, Iyn- ©(X1, .- -, Xn, V15 - - -, ¥n, Z) in which the sets x; U...UX,
and y; U...U¥y, are separated. Lemma 2.0.4 in fact shows that every SF sentence is equivalent to
some 3*V* prenex sentence. The class of all relational 3*V*-sentences with equality is called the
Bernays—Schonfinkel-Ramsey fragment (BSR) and is well known to have a decidable satisfiability
problem. A more detailed discussion can be found in Chapter 3. Before we fully embark on the
endeavour of finding new decidable first-order fragments, we outline a few other applications of
separateness.

Skolemization and Weak and Strong Dependences Between Quantified Variables

In general, nested first-order quantification leads to dependences between existentially and univer-
sally quantified variables. Consider the first-order sentence ¢ :=Vzz3y. P(z) <> (Q(z) > R(y, 2)).
Standard Skolemization removes the quantifier Jy from ¢ and replaces every occurrence of the
variable y with the term f(z,z) for some fresh Skolem function f. The result is the equivalent
second-order sentence pgx := 3f.Vzz. P(z) ++ (Q(z) <+ R(f(z,2),2)). The Skolem term f(z,z)
makes the dependence of y on the variables x and z explicit. Using the laws of Boolean algebra
and quantifier shifting, the original ¢ can be transformed into the equivalent sentence

o = ((Elzl. P(z1) AN Q(z1 ) — Vzlzlyl.R(yl,zl))
A ((3zp. P(x2) A =Q(x2)) — V223y2. = R(y2, 22))
A ((3zs. —P(x3) A Q(xs)) — Vz3Tys. ~R(ys, 23))
A ((3:104. —P(xq) A ﬁQ(m)) — V243y4.R(y47Z4))

with a lower quantifier rank. Applying Standard Skolemization to the latter formula replaces
every occurrence of y; with the Skolem term g¢;(z;). This time, we have several Skolem functions
g1, - - -, ga, each of which has arity one instead of arity two. We will investigate this phenomenon
on a semantic level in Chapter 4 and Section 7.2. We shall distinguish two kinds of dependences
that occur between existentially quantified variables and universally quantified variables. The
dependence of y on z in the original formula ¢ is a weak dependence. A formal definition of weak
dependences is given in Definition 4.0.1 on page 111. One characteristic of weak dependences is
that they may vanish if V3 quantifier alternations are unfolded in the spirit of Lemma 2.0.3. This is
what happens when ¢ is transformed into ¢’. In contrast, the dependence of y on 2 is considered to
be strong. Since the two variables co-occur in an atom, the quantifier alternation Vz3y cannot be
removed by equivalence-preserving transformations. It turns out that an analysis of separateness in
 can predict a-priori that y only weakly depends on z and that four unary Skolem functions could
be used instead of a single binary Skolem function. This leads to a non-standard Skolemization
technique that is sensitive to the difference between weak and strong dependences. When we apply
it to ¢, we obtain the equivalent second-order sentence

4
O& = Jg1 ... g4 V2. \/ P(z) + (Q(z) <> R(gi(2),2)) -

i=1

In Section 7.2 we shall elaborate on this form of dependence-sensitive Skolemization.

IThe following remark is intended to clarify any possible confusion regarding terminology. Krom [Kro67] defines
the notion of segregated formulas which, despite the name similarity to the separated fragment, constitutes a
classification of formulas completely orthogonal to the approach used in the present thesis. According to Krom,
formulas in conjunctive normal form are segregated if every clause either contains positive literals alone or exclusively
negative ones. Certain classes of segregated formulas in Krom’s sense yield decidable fragments, while others form
reduction classes for full first-order logic.
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In the field of proof complexity it is known that using different forms of Skolemization can have
dramatic effects on the length of shortest refutation proofs [BL94, Egl94]. Hence, the proposed
form of Skolemization might be an interesting object of study in that context. Since Skolemization
also plays an important role in first-order theorem proving, cf. [NW01, BEL01], analyzing weakness
of dependences might lead to significant improvements in this field. Additional inspiration might
be drawn from dependency analysis techniques that have been successfully applied in QBF solving
(see Remark 7.2.1 on page 191 for references).

So far, we have concentrated on the syntactic side of separateness of variables. There is also
a semantic side of this property which we shall study in Chapter 4. We have already mentioned
a central idea above, the distinction between weak and strong dependences. Yet another way of
applying dependence-sensitive Skolemization is given in the sentence

4
0d =3fg1 ... 94. (sz.P(x) < (Qz) « R(f(;v,z),z)) AVzz. \/ f(z,2) =~ gi(2) .

i=1

This sentence consists of two components. The first component is the result of Standard Skolem-
ization g where the binary Skolem function f is introduced. The second component is a formula
that restricts the range of f(z, z) under any model in such a way that for any fixed domain element
b in the second argument position, the range of f(x,b) is limited to at most four different values,
namely ¢1(b), g2(b), g3(b), ga(b). Again, this indicates the weakness of the dependence between
y and x. The interpretation of Skolem functions under any model A of ¢ is strongly related to
satisfying strategies (more suggestively: winning strategies) in the model-checking game associated
with the pair (p,.A). This link will become obvious in Chapter 4, where we shall elaborate on such
strategies and what weakness of dependences means in the context of model-checking games. If we
consider sentences in which all existentially quantified variables are separated from all universally
quantified variables, all occurring dependences of existential variables on universal variables are
weak. As a consequence, the range of any introduced Skolem functions can be restricted to a finite
set. Similarly, there exist satisfying strategies that have a finite image. As the sentence ¢ contains
at least one strong dependence, not every model of A admits such satisfying strategies with finite
images. However, we shall see in Section 4.3 how to construct models accompanied by such a
satisfying strategy in certain special cases.

Quantifier Elimination

Another area in which separateness of variables might be worth investigating is quantifier elimination.
For certain logical theories 7 over a vocabulary 3, every first-order Y-formula can be transformed
into a T-equivalent quantifier-free Y-formula. Two theories for which quantifier elimination-based
decision procedures are well-known are Presburger arithmetic and linear arithmetic over the rational
numbers (LRA). For the former a first decision procedure based on quantifier elimination has
been devised by Presburger [Pre29], see also [End72], Section 3.2. A quantifier elimination-based
decision procedure for the theory of linear rational arithmetic is the so-called Fourier—Motzkin
elimination method. It has been (re-)discovered and published several times, e.g. by Fourier in
1826 [Fou26], by Dines in 1919 [Din19], and by Motzkin in 1936 [Mot36]. For more modern accounts,
see [DET3, Wil86] and [Sch99], Section 12.2. Historical remarks concerning the (re-)discovery of
the method can be found in [Wil86], page 693. For real arithmetic over polynomials Tarski [Tar57]
devised a procedure for quantifier elimination. A more modern method based on virtual substitution
is due to Loos and Weispfenning [LW93, Wei97], see below, who were inspired by methods due
to Cooper [Coo72] and Ferrante and Rackoff [FR75, FR79]. These methods work also in the
LRA setting.? Comprehensive accounts and recent results regarding quantifier elimination using
the virtual substitution method can be found in the survey articles [Stul7, Stul8] and in the
dissertations by Kosta [Kos16] and Dolzmann [Dol00]. Given a quantifier-free formula (X, y) over

2Validity in the theory of the rationals with addition and multiplication is undecidable. This was proven
by Robinson [Rob49] via a reduction of the validity problem for the integers with addition and multiplication.
Undecidability of the latter, in turn, was established by Church [Chu36c]|.
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the language of LRA, one can extract a so-called elimination set E consisting of pairs (v,t) of
quantifier-free guards v and testpoints t such that

QEVR (A vEy) «— \V y®AvE Y[yt (2.1)

(v.t)eE

where ¥(X, y) [y// t] denotes a quantifier-free formula which results from virtually substituting y
with ¢ and whose free variables belong to X. Consult Section 7.1 for further details, in particular
the discussion preceding Proposition 7.1.3. The virtual substitution operation [y// t] maps atoms
to quantifier-free formulas and behaves like ordinary substitution on compound formulas. It is
worth noting that the extraction of elimination sets for y in ¢ is solely based on the atoms in 1)
that contain y and their respective polarity. Let us for the moment regard formulas of the form
©1 — 9 as abbreviation for -1 V @9 and ;1 <> @9 as abbreviation for (g1 V ¢2) A (01 V —p2).
Then, an occurrence of an atom has positive polarity, if it lies within the scopes of an even number
of negation signs. If the number is odd, the occurrence has negative polarity. Also notice that
eliminating a universal quantifier Vz in a formula Vz. x amounts to eliminating Jx in —3x. —y.
Typically, elimination of quantifiers proceeds quantifier by quantifier from innermost to outermost.
The reason is simply that often a principle like (2.1) is used to define the elimination procedure in
an iterative fashion, where a single quantifier in front of a quantifier-free matrix is eliminated. Of
course, it might be beneficial to shift quantifiers beforehand.

Example 2.0.5. Suppose we intend to eliminate the quantifier Ju in the formula
p:= FJuyVeIz.y<u AN u+22=0A (z>0Az+y=0 = z>0),

using the above principle directly means that we have to eliminate 3z, Vx, and Iy first. When
we inspect the co-occurrences of variables in the occurring atoms, we find that the sets {u,z}
and {x} are separated. Hence, after swapping Ju and Jy, we deal with a sentence of the form
FyFuva3z. x(y, u, z, ) with the mentioned separateness pattern. We transform ¢ into the equivalent
formula

¢ =3y Guy<u A Fz.u+22=0 A 2<0)
V(Fuy<u A Jzu+2:=0) A Vz.z+y#0V z>0)) .

After swapping quantifiers Ju and 3z in the two subformulas (Ju....), we have to deal with the
subformulas

Gr=Fuy<u Au+22=0A2<0 and Yhi=TFuy<u A u+22=0

when we intend to eliminate two occurrences of the quantifier Ju. For Ju in ¢, we obtain the
elimination set By := {(true, —00), (true,y + ¢), (true, —22)}. Coincidentally, we get the same
elimination set for Ju in 4. Regarding the atoms occurring in ¢}, the virtual substitution operator
[uft] is defined such that

(y <u)[uf —oc] = false, (u+2z=0)[uf —oco] = false,
(y <w)lufy+e] = true, (u+2z=0)[ufy+e| =false ,
(y<wluf —2z] =y < -2z, (u+22=0)[uf —22] = —22+22=0.

Hence, applying the equivalence principle (2.1) yields that ¢} is Q-equivalent to
\/ (y<u A u+22=0 A z<0)[u/t]
(v,t)EEL
= (false A false A 2z < 0)
vV (true A false N z < O)
V (y<—2z N —2z42z2=0 A z§0)
Hy<-22A2<0.
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We set ¢f ==y < =2z A z < 0. Analogously, elimination of Ju in ¢, yields the formula
0y =1y < —2z. Put together, we observe that ¢ is Q-equivalent to

JyTaVa. (y<—22 A 2<0)V(y< -2z A (z+y#0 V z>0))
H JyIzVe. y < =22 A (zSO Vz+y#0V x>0)
H Jy3zve.y< -2z A (>0 A z4+y=0 = 2>0).

Let us call the sentence in the last line ©”. When we compare this result to the original ¢ and
take into account that the extraction of an elimination set E for u in ¢ is solely based on the
atoms in @ that contain u and their respective polarity, we find that ©” can be considered the result
of directly eliminating Ju from ¢, after swapping Fu and Jy, by means of the elimination set
E := {(true, —00), (true,y + ), (true, —2z) }:

Jy. \/ (VaFz.y<u Au+22=0A (2>0Az+y=0 — x>0))[u/t]
(v,t)EE
= Jy. (Vo3z. false A false A (z>0 A z+y=0 — z>0))
V (Vz3z. true A false A (z>0 A z+y=0 — z>0))
V (Vz3dz.y < =22 A =224+22=0A (2>0Az+y=0 — z>0))
H JyvVedz.y< -2z A (2>0Az24+y=0 — z>0)

— (p// .
This example illustrates that separateness of variables can facilitate quantifier elimination
techniques that break with the from-innermost-to-outermost paradigm. The following proposition

is a first step in this direction.? It can be proved using a dual, slightly refined variant of Lemma 2.0.3.

Proposition 2.0.6. Consider a quantifier-free formula ¢(X,y,7Z) over the language of linear
rational arithmetic, where X and y are separated in . Let E be an elimination set for yi1 in .
Then

QE (Elyl .. Jypvx. <p> — ( \/ Jys . ..ﬂynV)_(.*y/\go[yl//tD .

(v.t)EE

Quantifier elimination techniques are not limited to first-order quantifiers. It is a classical result
that any second-order quantifier in relational monadic sentences — sentences containing only unary
predicate symbols and equality — can be eliminated. This was discovered by Lowenheim [Léw15],
Skolem [Sko19], and Behmann [Beh22]. In relational monadic sentences without equality every
atom contains at most one first-order variable. Hence, in sentences of the latter kind any first-order
variable is trivially separated from all other first-order variables. This high degree of separateness
is one of the properties that enable the elimination of second-order quantifiers in Behmann’s
approach, for instance. We have already mentioned the separated fragment above. It is easy to
see that this class of sentences contains every relational monadic first-order sentence. In other
words, we are dealing with a syntactic generalization of the class of relational monadic first-order
sentences without equality. It is a natural question to ask to what extent a second-order variant
of the separated fragment admits elimination of second-order quantifiers. An example given by
Ackermann in 1935 [Ack35] already shows severe limitations. Nevertheless, we shall identify a
previously unknown class of non-monadic sentences in Section 7.3, from which certain second-order
quantifiers can be eliminated.

3The presented result is due to Thomas Sturm and Christoph Weidenbach, who wrote it up in an unpublished
note in 2014.



Chapter 3

Novel First-Order Fragments with
a Decidable Satisfiability Problem

In the early twentieth century David Hilbert initiated his famous program striving for a formalization
of the foundations of mathematics.! At its core lay the classical decision problem of first-order
logic: Find an algorithm that determines the validity of any given first-order sentence. Following
early pioneering work by Lowenheim [Low15], Skolem [Skol9], and Behmann [Beh22], the late
1920’s and the early 1930’s saw first successes in the form of partial solutions by Bernays and
Schonfinkel [BS28], Ackermann [Ack28], Herbrand [Her30], Ramsey [Ram30], Godel [G6d32],
Kalmdr [Kal33], and Schiitte [Sch34a]. All of them have identified classes of first-order sentences for
which a decision procedure can be formulated. A turning point was reached when Church [Chu36¢]
and Turing [Tur36] discovered that the validity problem and, equivalently, the satisfiability problem
of first-order logic cannot be solved algorithmically in full generality. It became clear that partial
solutions are the best we can hope for. From that point on, the classical decision problem has
been understood as the problem of classifying first-order logic into fragments with a decidable or
undecidable satisfiability problem. This quest has produced a wealth of positive and also negative
results, see [Ack54, Sur59, DG79, Lew79, FLTZ93, BGG97, Hus99, FLHTO01] for references. The
classification in terms of prefix classes has been solved completely and is comprehensively presented
in [BGGI7].

In what follows, we review certain classes of first-order sentences that are known to have a
decidable satisfiability problem. For convenience, we shall be less precise every now and then and
speak of decidable fragments or decidable classes in such cases. The following list is intended to give
an overview over the fragments that are relevant for the present thesis in one way or another. It is

— necessarily — incomplete with respect to all the decidable cases of the classical decision problem
that have been studied in the literature over the years. The majority of the listed fragments enjoys
the finite model property, i.e. every satisfiable sentence in such a fragment has a finite model. This
is a sufficient condition for decidability of the associated satisfiability problem. If we can derive a
computable upper bound regarding the size of smallest models, we speak of a small model property.

The monadic first-order fragment (MFO) comprises all relational first-order sentences
without equality that contain only unary predicate symbols. When we refer to the monadic
first-order fragment with equality, we use the abbreviation MFO,.

In the landmark paper by Lowenheim [Léw15] not only the well-known Léwenheim—Skolem
theorem was formulated and proved, but also the satisfiability problem for MFO. was shown
to be decidable. Hence, MFOy is often referred to as the Léwenheim fragment. Skolem [Skol9]
and Behmann [Beh22] proved decidability for the monadic second-order fragment with equality.
Several decades later, Lob [Lob67] and Gurevich [Gur69] extended the positive result for MFO to

I Brief historical accounts with a focus on the dawn of computability theory can be found, for instance, in [HU79],
Section 7.1 (alternatively: Section 8.2.1 in [HMUO1]), and in [Coo04], Chapter 1.
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monadic first-order sentences with unary function symbols but without equality, the Lob—Gurevich
fragment. Moreover, as pointed out by Gurevich [Gur76], the famous decidability result for the
monadic theory of infinite binary trees S25 by Rabin [Rab69] implies that the satisfiability problem
for the class of monadic first-order sentences with equality and a single unary function symbol
— the Rabin fragment — is decidable. This class is known for containing infinity azioms, i.e.
satisfiable sentences without a finite model. There are also decision procedures for MFO based
on resolution [Joy76, FLTZ93, Lei99, FLHTO01] and for MFO. based on superposition [BGW93].
Results concerning the computational complexity of monadic first-order fragments have been
obtained by Meyer [Mey74], Rackoff [Rac75], Lewis [Lew78, Lew80], Fiirer [Fiir81], Denenberg and
Lewis [DL84a], Compton and Henson [CH90], and Gradel [BGGI7]. Satisfiability for MFO and
MFO,, is NExPTIME-complete.

The Bernays—Schonfinkel-Ramsey fragment (BSR) comprises all relational first-order
sentences in prenex normal form with an 3*V* quantifier prefix and with equality.

Bernays and Schonfinkel [BS28] showed that satisfiability for the relational 3*V* prefix class
without equality is decidable. Today, this class is known as the Bernays—Schinfinkel fragment
(BS). Following up, Ramsey [Ram30] added equality to this fragment and also obtained a positive
decidability result. This extended class is called Bernays—Schonfinkel-Ramsey fragment (BSR)
and it is known to posses the finite model property, see [BGG97]. It is interesting to note that
Ramsey’s article is not so much famous for its contribution to the classical decision problem, but
rather for laying the foundation for Ramsey theory. Computational complexity results regarding
the satisfiability problem for BSR have been obtained by Lewis [Lew78, Lew80], Plaisted [Pla84],
and Denenberg and Lewis [DL84a]. The problem is complete for NEXPTIME. Resolution-based
decision procedures are described in [Lei93, FLTZ93]. More recent decision procedures aimed
at practical applications include [PV08, PAMB10, AW15]. The fragments BS and BSR have
been extended (directly or indirectly) with function symbols in various ways, e.g. by Abadi,
Rabinovich, and Sagiv [ARS07, ARS10], Nelson, Dougherty, Fisler, and Krishnamurthi [NDFK12],
Korovin [Kor13b], and Ge and de Moura [GAMO09]. All of these extensions are carefully formulated
so that the finite model property is retained.

The Ackermann fragment (AF) comprises all relational first-order sentences in prenex normal
form with an 3*V3* quantifier prefix and without equality.

The satisfiability problem of 3*V3*-sentences without equality was shown to be decidable by
Ackermann [Ack28]. In his original proof Ackermann derived the finite model property for AF.
The proof published later in [Ack54] proceeds via a reduction to the satisfiability problem for MFO.
In [DG79] the finite model property of AF with equality is derived. Resolution-based decision
procedures have been devised for AF as well [Joy76, FLTZ93, Lei99]. Moreover, a paramodulation-
based decision procedure for AF with equality is also known [FS93]. Gurevich [Gur73] and Maslov
and Orevkov [MOT2] studied Ackermann sentences with arbitrary function symbols (but without
equality). Accordingly, this fragment is called the Gurevich-Maslov—Orevkov fragment. While
Gurevich proved the finite model property for this fragment, Orevkov and Maslov took a proof-
theoretic route based on the inverse method. Another extension of AF is the Shelah fragment:
F*VI*-sentences with equality and a single unary function symbol [She77]. This class contains
infinity axioms and, hence, does not possess the finite model property. A more detailed version
of Shelah’s proof can be found in Section 7.3 in [BGG97]. Results regarding the computational
complexity of the satisfiability problem for the Ackermann fragment and its extensions are due
to Lewis [Lew78, Lew80], Fiirer [Fiir81], Grédel [Gra90b], and Kolaitis and Vardi [KV90]. The
satisfiability problem for AF is EXpPTIME-complete.

The Godel-Kalmdr—Schiitte fragment (GKS) comprises all relational first-order sentences
in prenex normal form with an 3*VV3* quantifier prefix and without equality.

Godel [G6d32, G6d33], Kalmar [Kal33], and Schiitte [Sch34a, Sch34b] independently showed
that the satisfiability problem for GKS is decidable. Godel and Kalmér established the finite model
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property. A probabilistic proof was later given by Gurevich and Shelah [GS83], see also Section 6.2.3
in [BGGI7]. Although Gédel claimed that his proof methods could also be applied for GKS sentences
with equality, Goldfarb refuted this claim [Gol84]. However, decidable subclasses are known, e.g.
the syntactic subfragments described in [GGS84] and in [Wir76], Section 12. A decidable subclass
described in semantic terms is mentioned in Section 6.2.3 in [BGG97]. Computational complexity
results have been obtained by Lewis [Lew78, Lew80], and Fiirer [Fiir81, Fiir83]. Satisfiability for
GKS is NExpTIME-complete.

The Skolem fragment comprises the class of relational 3*V*3* prenex sentences without equality
that satisfy the following properties. Let 3z ...2xVxy ... 2 3y1 - .. yn- ¥ be such a sentence with
quantifier-free 1. Every atom A in 1 is required to contain either (a) at least one of the y;, or (b)
at most one of the z;, or (¢) all 1,...,x,,. It is easy to see that GKS is a proper subfragment.
Decidability of a slightly more restricted variant of the Skolem fragment was shown in [Sko35].
A resolution-based decision procedure of (an extended variant of) the Skolem fragment is given
in [Joy76, FLTZ93, FLHTO1].

The two-variable fragment (FO?) comprises all relational first-order sentences with equality
that are build up using at most two variables, which may be reused in distinct occurrences of
quantifiers.

Scott gave a reduction of the satisfiability problem associated with FO? to the satisfiability
problem for GKS [Sco62]. This reduction works only for sentences without equality. In 1975
Moritmer [Mor75] proved that FO? with equality possesses the finite model property. The
computational complexity of the satisfiability problem for FO? has been determined by Gridel,
Kolaitis, and Vardi [GKV97]: it is NEXPTIME-complete. A resolution-based decision procedure for
FO? can be found in [HS99]; a tableau-based method is described in [ST08]. A superposition-based
decision procedures for FO? with equality is devised in [ANPO1]. A very recent survey of FO? and
various extensions is [KPHT18].

Maslov’s fragment K comprises all relational first-order sentences without equality that satisfy
the following properties (we use the definition from [HS99]). Let ¢ be any relational sentence in
negation normal form and let ¢ (uq,...,u,) be any subformula of ¢. We assume that uq,. ..,y
are exactly the variables occurring freely in 1 and that they are pairwise distinct. The @-prefix of
1 is the sequence Q11 ... Qv of quantifiers in ¢ (read from left to right) that bind the free
variables of 1, in particular, we have {v1,...,vm} = {u1,...,un}. The terminal p-prefiz of 1 is
the longest contiguous suffix of Q1v; ... Q,, vy, starting with a universal quantifier. Put differently,
if Qiv1... Qv is of the form Juy ... vEVUr11Qpi2Vkt2 - - - QmUm, then the terminal p-prefix of
¥ 18 Vg1 Qk42Vk+2 - - - QmUm. Notice that the terminal prefix may be empty. The sentence ¢
belongs to Maslov’s fragment K if there are k > 0 universal quantifiers V1, ...,Vxy in ¢ that are
not interspersed with existential quantifiers such that for every atom A in ¢ the terminal ¢-prefix
of A either (a) is at most of length one, or (b) ends with an existential quantifier, or (c) is of the
form V... Vryg.

Maslov introduced K in [Mas68] and devised a decision procedure based on Maslov’s inverse
method? [Mas64]. Zamov gave a modern account of Maslov’s fragment K and Maslov’s decision
procedure in a self-contained article [Zam87]. Resolution-based decision procedures are presented
in [FLTZ93, HS99, FLHTO1], see also Chapter 3 in [Hus99]. To the best knowledge of the author of
the present thesis, the computational complexity of the satisfiability problem for Maslov’s fragment
K is yet unknown. Since K syntactically extends MFO, AF, GKS, and the Skolem fragment (all
without equality), the problem must be at least NExpTIME-hard.

Maslov’s fragment K must not be confused with the Maslov fragment, the class of relational Krom
sentences without equality in prenex normal form with the quantifier prefix 3*V*3*. The Maslov
fragment is also known to have a decidable satisfiability problem, see Section 8.3.3 in [BGG97|

2The inverse method has strong connections to resolution, as noted by Kuehner [Kue71], Zamov [Zam87],
Lifschitz [Lif89], and Bachmair and Ganzinger (Section 7.5 in [BGO01]).
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for more details and references. In particular, Aanderaa and Goldfarb derived the finite model
property for this class [AG74].

The fluted fragment (FL) comprises all relational first-order sentences without equality that
satisfy the following properties. Let x1,zs,x3,... be a fixed ordered sequence of pairwise distinct
variables. For every nonnegative integer k we define the set FL(*) inductively as follows. Any atom
P(xy,...,x) belongs to FL®*) — notice that xy, ...,z is asserted to be a gap-free subsequence of
x1,Z,x3,. ... The set FL*) is closed under Boolean combinations, i.e. if ¢ and v belong to FL(*),
then so do ~@, @ A, @ V1, ¢ = 9, ¢ <> 1. Given any FL*+V formula ¢(z1,...,25,1), then
Vaj41. ¢ and 3zp41. ¢ belong to FL®*). The fluted fragment (FL) is the set FL(®), which contains
exclusively sentences. Notice that every sentence ¢ from FL*) can be turned into an equivalent
FL©) sentence Va1 ... zy. .

The fluted fragment was introduced by Quine in two steps [Qui69, Qui76]. In an attempt
to extrapolate an extension of MFO from Herbrand’s treatment of the fragment in [Her30],
Quine [Qui69] considered so-called homogeneous k-adic sentences, i.e. FL sentences in which all
predicate symbols have arity k. Decidability of the associated satisfiability problem was shown via
an extension of Herbrand’s proof for MFO [Her30]. Later on, namely at the very end of [Qui76],
Quine claimed that the same proof would work for full FL.. However, in 1980 Noah pointed
out [Noa80] that Quine’s decision procedure is only applicable to the subfragment of homogeneous
FL sentences. Hence, decidability of the full fragment was considered open again. In a series of
articles [Pur96b, Pur96a, Pur99, Pur02] Purdy investigated the fluted fragment and argued that
it possesses the finite model property (also in the presence of equality). However, several flaws
have been detected in Purdy’s work [PST16]. For instance, the satisfiability problem associated
with FL was believed to be in NExPTIME [Pur02], until it was proved to be non-elementary in
2016 [PST16]. A decision procedure for FL based on resolution was devised in [SHOO0].

Herzig [Her90] considered a class of relational first-order sentences that is very similar to the
fluted fragment. Herzig’s ordered fragment consists of all relational first-order sentences without
equality in which every atom P(vy,...,v,,) satisfies the following property. For every i, 1 <i <m,
the (unique) quantifier Qu; binding v; lies within the scope of any quantifier Q'u if and only if
Q'u binds one of the v; with j <4, i.e. w € {v1,...,v;—1}. Notice that the definition implies that
the v1,...,v,, are pairwise distinct. While atoms in fluted formulas ¢ € FL®*) need to contain a
contiguous suffix of the variable sequence 1, ..., x, any atom A in Herzig’s ordered formulas must
contain a contiguous prefix of the variables bound by the quantifier sequence governing A. Using
the techniques from the proof of Lemma 2.0.3 in an iterated fashion, every sentence from Herzig’s
ordered fragment can be transformed into an equivalent fluted sentence. This observation is also a
corollary of the result we shall develop in Section 3.13 (cf. Lemma 3.13.4 and Proposition 3.13.3).

The guarded fragment (GF) comprises all relational first-order sentences with equality that
satisfy the following properties. An atomic guard v(GQ,¥) is an atom A such that all u € AUV
occur in A. We define the guarded fragment (GF) inductively: (i) every relational atom is a GF
formula (equality is allowed); (ii) every Boolean combination of GF formulas is a GF formula;
(iii) for all tuples T, ¥, every atomic guard (1, V), and every GF formula (@, ¥) the following
formulas belong to GF: Vu. (y(1,v) — v(a,v)) — abbreviated by (Vi.~(,¥))y(a,v) — and
Ju. (v(w,v) A (1, v)) — abbreviated by (Ju.~(u,v))w(u,v). Notice that we assume in any GF
formula (Qu.~(1,¥)) (1, v) that all variables that occur freely in 1 also occur in .

The guarded fragment was introduced by Andréka, Németi, and van Benthem [ANvB98] as
one characterization of the fragment of first-order logic in which propositional modal logic can be
embedded via the so-called standard translation (cf. Section 2.4 in [BARV02]). Van Benthem [vB97]
also proposed a more liberal form of guards, loose guards. A loose quard (i, V) is a nonempty
conjunction of atoms (@, ¥) := A1 (4, ¥) A... A Ak(T,¥) such that all u,v with u € G and v € AUV
co-occur in at least one A;. The loosely guarded fragment (LGF) is then defined by liberalizing
(iii) such that loose guards are used instead of atomic guards. In particular, we assume in
any LGF formula (Qu.~(,v))(Q, v) that (a) all variables that occur freely in 1 also occur
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in v and (b) every variable that is bound by Qu co-occurs with every free variable from v in
some atom in 7. Gradel [Grd99b] derived the tree-like model property for GF and LGF and
the finite model property for GF. Moreover, the computational complexity of the associated
satisfiability problems is pinpointed in the same article: both are complete for deterministic
doubly exponential time. A superposition-based decision procedure for GF with equality is due to
Ganzinger and de Nivelle [GAN99]. Resolution-based decision procedures for GF and LGF without
equality are described in [dN98, GHS00, FLHTO01, dNdR03, GHS03]. More variants of guards
and guarded quantification have been proposed, which lead to the definition of the clique-guarded
fragment [Gra99a] and the packed guarded fragment [Mar01], for instance. Hodkinson [Hod02]
showed that also the loosely guarded fragment, the clique-guarded fragment, and the packed
guarded fragment enjoy the finite model property.

Recently, Barany, ten Cate, and Segoufin [BtCS11, BtCS15] have discovered that guards can
be shifted from quantification to negation, see also [Segl7]. This leads to the guarded-negation
first-order fragment (GNFO). GNFO comprises all relational first-order formula with equality over
the Boolean connectives -, A, V and existential quantification. Every occurrence of the negation sign
is accompanied by a guard, i.e. negation may only occur in the form (@, ¥) A —¢(V), where ~ is an
atomic guard and ¢ is a GNFO formula. In terms of expressiveness, GNFO subsumes GF [BtCS15].
Moreover, in the same article it is shown that GNFO enjoys the tree-like model property and the
finite model property. The associated satisfiability problem is complete for deterministic doubly
exponential time. Clique-guarded variants of GNFO have also been studied [BtCS15].

The monadic shallow linear Horn fragment (MSLH) comprises all finite universally
quantified conjunctions Vx. \; C;(X) of first-order Horn clauses C;(X) without equality satisfying
the following properties. Every C; is of the form —=P;(s1) V...V =P, (sn) V Q(¢t) where n > 0
and the s, and ¢ are terms. The term ¢ has to be shallow and linear, i.e. t is either a variable, a
constant symbol, or of the form f(z1,...,2,,) with m > 1 and pairwise distinct first-order variables
T1y-r-yTim-

The MSLH clause fragment was introduced by Weidenbach [Wei99], motivated by applications
in security, namely, the verification of key-exchange protocols. Driven by applications in program
analysis, Nielson, Nielson, and Seidl independently [NNS02] identified a clause fragment, called Hy,
that has essentially the same expressive power. This was observed by Goubault-Larrecq [Gou05].
More precisely, Goubault-Larrecq showed that every H; sentence ¢ can be transformed, in polyno-
mial time, into an MSLH sentence v such that (i) ¢ and ¢ are equisatisfiable, (ii) ¢ = ¢, and (iii)
if both sentences are satisfiable, then their least Herbrand models coincide on the interpretation
of every predicate symbol occurring in ¢. The analysis of the computational complexity of H;’s
satisfiability problem in [NNS02] was sharpened in [Gou05]: it is EXPTIME-complete. The MSLH
fragment was extended by Teucke and Weidenbach [TW17] to a non-Horn variant. The clause
set Hy was extended in various ways by Seidl and Reufl [SR11, SR12]. Other decidable first-order
clause fragments that, like MSLH and H;, have a very strong connection to tree automata, are
described in [Nie96, IMW98, JRV06, SV06, SV08]. Some of them have found applications in the
verification of security protocols, see [SV06, SV08] and the references therein.

Other decidable fragments. There are several works that consider undecidable prefix classes,
where additional restrictions on the co-occurrences of quantified variables in atoms lead to a
decidable fragment [Dre62, DKW62, Gol63, Lew80], see also Section 5.1 in [DG79]. One example
is Lewis’ fragment T' ([Lew80], Section 2A), which comprises first-order sentences of the form
Jz21 ... 2pV2Iyy . ..y V2. 1) without equality over a relational vocabulary with predicate symbols
of arity two only. Moreover, ¢ is quantifier-free and may not contain any atoms of the form P(x’,x)
or P(z',y;), 1 < j < m; atoms of the form P(z,2'), P(z,y;), or P(y;,2') are allowed, though.
This fragment contains infinity axioms, as witnessed by the sentence Vo3yVz. P(y,x) A (P(a:, z) =
P(y,z)) A ~P(z,z) provided in [Lew80]. Nevertheless, the class has a decidable satisfiability
problem.

There is a wealth of works focusing on finite clause sets, i.e. V* prenex sentences in conjunctive
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normal form after exhaustive Skolemization, rather than sentences. Usually, restrictions are
imposed on the syntactic form of clauses, as in the case of the Maslov fragment (relational 3*v*3*
Krom sentences without equality) or the Herbrand fragment (first-order sentences in CNF without
equality in which every clause contains exactly one literal). More on decidable Krom clause classes
can be found in Section 8.3 in [BGGY97]. The satisfiability problem for Herbrand sentences is
treated in Section 8.2.2 in [BGGYI7]; a resolution-based decision procedure was devised by Joyner
in [Joy76]. Decidability of the class of Herbrand sentences with equality but only a single unary
function symbol was proven by Wirsing in [Wir76], Sections 6-11, via a reduction to the Rabin
fragment. Wirsing has also shown that satisfiability for the Herbrand fragment with equality is
undecidable [Wir76, Wir77, Wir78].

In later contributions, often a more flexible use of function symbols in clauses is allowed. For
known results and references consult the books [FLTZ93, Lei97], the PhD thesis of Hustadt [Hus99],
the book chapters [Lei99, FLHTO01], and, for instance, the articles [GHS02, LW17]. Exemplary
criteria in this direction of research are bounds on the depth at which variables may occur in terms, as
witnessed by the positive variable dominated clause fragment (PVD), treated in [FLTZ93, FLHTO01].
The generalization of PVD presented in [LW13, LW17] illustrates that there is still room for
improvement, and that such improvements may be inspired by real-world applications.

More recently discovered decidable fragments, again based on syntactical restrictions of sentences
rather than clause sets, are the unary negation fragment [StC13], the uniform one-dimensional
fragment [KK14], and a family of fragments defined and proved decidable in [MP15, BM17].
Although the unary negation fragment is not syntactically extended by GNFO, the former is
subsumed by GNFO in terms of expressiveness [BtCS15]. A close relative of the uniform one-
dimensional fragment is the one-free fragment introduced in [Tam91, Tam95], see also [FLTZ93,
FLHTO1].

In the field of knowledge representation, Horn clause sets and equivalent formalisms play a key
role. Over the last decade, so-called existential rules have attracted a lot of attention, see, e.g.,
[GHK*13]. Roughly speaking, an existential rule is a first-order implication ¢ — 1 where ¢ and
are conjunctions of relational atoms and ¥ may contain existentially quantified variables. Viewed
as a fragment of first-order logic, existential rules in their general form lead to an undecidable
satisfiability problem. However, a number of expressive decidable fragments has been discovered.
Recent results and further references can be found in [BLM10, CGP10a, CGP10b, BMRT11, KR11,
Mugll, LMTV12, GHK*13, BGMR14, BBMR15, ALM17] for example.

In the subsequent sections, we will define novel fragments of first-order logic that all extend some
of the above fragments, in particular MFO, BSR, AF, GKS, FO?, FL, GF, LGF, and GNFO. In
essence, the definitions of the new fragments are careful combinations of the concepts of the original
definitions with the concept of (strict) separateness of quantified variables. All new fragments still
have a decidable satisfiability problem. We will see two approaches to showing decidability of the
fragments: an indirect, syntactic approach and a direct, model-theoretic approach. The easier
approach shall be presented first for all the fragments. It amounts to devising equivalence-preserving
translations — in the spirit of the unfolding techniques presented in Chapter 2 — into fragments
that are already known to be decidable. The second approach sheds more light on the underlying
semantic properties, in particular on the question which dependences of existentially quantified
variables on universally quantified variables are weak and which are strong in the sense already
mentioned in Chapter 2. We will present this approach for three of the new fragments in Section 4,
namely for the separated fragment, the generalized Bernays—Schionfinkel-Ramsey fragment, and
the generalized Ackermann fragment.

3.1 The Separated Fragment (SF)

We start our exhibition of novel first-order fragments with the simplest, namely the one that we
have already briefly introduced in Chapter 2: the separated fragment, SF for short. Technically,
it is defined as a class of prenex sentences, but this is not an essential property. The defining
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principle of SF sentences is simply that co-occurrences of universally and existentially quantified
variables in atoms are forbidden. Existential variables quantified by leading existential quantifiers
are exempt from this rule. We consider an existential quantifier leading if it does not lie within the
scope of any universal quantifier.

Definition 3.1.1 (Separated fragment (SF)). The separated fragment (SF) consists of all relational
first-order sentences ¢ with equality that are of the form

WV . VR T

in which 1 is quantifier-free, and in which the sets X ;=X U...UX, andy =y, U... U7, are
separated. The tuples z and y,, may be empty, i.e. the quantifier prefix does not have to start with
an existential quantifier and it does not have to end with an ezistential quantifier either.

Recall that X and y are separated in ¢ if and only if for every atom A occurring in ¢ we either
have vars(4) Nx = () or vars(A) Ny = 0. Moreover, notice that the variables in z are not subject
to any restriction regarding their occurrences.

As already mentioned earlier, Lemma 2.0.4 entails that every SF sentence can be transformed
into an equivalent BSR sentence. In order to do so, we just have to replace the subformula
VX131 ... VX, 3¥,. ¢ in an SF sentence ¢ with an equivalent formula of the form JuVv. ).

Theorem 3.1.2. Fvery SF sentence is equivalent to some BSR sentence.

Since BSR enjoys the finite model property, even if constant symbols are allowed in the syntax,
the separated fragment immediately inherits this property. Hence, we conclude that the satisfiability

problem for SF (SF-Sat) is decidable, even if constant symbols are allowed to occur in SF sentences.

Corollary 3.1.3. SF enjoys the finite model property and, hence, satisfiability of sentences in SF
is decidable. This also holds in the presence of constant symbols in SF sentences.

It is not hard to see that SF is a proper syntactic extension of BSR. Clearly, the quantified
variables in every BSR sentence ¢ := JzVX. ¢ with quantifier-free ¢ trivially satisfy the separateness
conditions imposed by Definition 3.1.1, as no existential quantifier lies within the scope of any
universal quantifier. Similarly, every monadic sentence without equality in prenex normal form
trivially satisfies the conditions of Definition 3.1.1, because any monadic atom contains at most one
first-order variable. Since any MFO sentence can easily be transformed into an equivalent sentence
in prenex normal form, it is fair to say that SF also contains MFO. At the expense of a slightly
more technical definition, we could easily modify the definition of the separated fragment so that it
is not restricted to prenex sentences. Then, it would indeed contain MFO also in a technically
strict sense. On the other hand, it is an easy task to find sentences that belong to SF but neither
to BSR nor to MFO. In fact, an interesting example is the sentence @, from Example 2.0.2.

Proposition 3.1.4. SF properly contains BSR and MFO.

Another interesting question is whether MFO, is subsumed by SF. Obviously, the sentence
Vexdy.x ~ y is in MFOy but violates the separateness conditions of SF. Therefore, from the
syntactic point of view, there are monadic first-order sentences with equality whose variables are
not sufficiently separated for SF. However, the sentence Vx3dy.x =~ y is equivalent to Vz.z =~ z,
which certainly belongs to SF and even to BSR. Similarly, we have the MFO,, sentence Vx3y. x % y,
which is not in SF but equivalent to the BSR sentence Jy1y2.y1 % y2. The following theorem
witnesses that this is by no means a coincidence. As one consequence, speaking in terms of
expressiveness, MFOy, is subsumed by BSR and, hence, also by SF.

Theorem 3.1.5. For every MFOy sentence there is an equivalent BSR sentence.

The proof of this result is based on techniques described by Behmann [Beh22] in the context
of second-order quantifier elimination for the monadic second-order fragment. A modern account
of these techniques is given in [Werlbal, Section 13.2. For the sake of simplicity, we consider
exclusively relational formulas here. However, all arguments can be reused in cases where, in
addition, constant symbols are allowed.

SF-Sat
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Proof sketch. For any positive integer ¢ and any formula x(u) we use the abbreviation 3Z‘u. x(u) to
denote the formula Juy ... ue. A,_;u; % u; A N\; x(u;), where the variables uy, ..., u are pairwise
distinct and do not occur in x(u). Moreover, we use the abbreviation 3<%u. y(u) to denote the
formula Vu; ... ug. \/Kj u; & ujV Vlgigz —x(u;), where the pairwise distinet wuy,...,u; do not
occur in x(u).

We start with two auxiliary results that are dual to one another:

Claim I: Let x(u) be a quantifier-free relational monadic formula in which w is the only variable.
Let V' be a nonempty set of variables, all distinct from wu.

(a) The formula Ju. x(u) A A\ ey u % v is equivalent to

= (32‘V|+1u.x(u)) v \/ ((szu.x(u)) A ( \/ —x(v) V \/ RS v')) .

1<k<|V| V/Cv weV’! v,v' €V’
|V'_ vy

<

B

(b) The formula Vu. x(u) V'V, ¢y u = v is equivalent to

)= (3<|V|+1u.ﬁx(u)>/\ /\ ((3<ku. —x(u))V (/\ —x(v)A /\ v%v')).

1<k<|V] V/'Cv weV’ v,v €V’
V' |=k vy

In both (a) and (b) we observe that every atom A in ¢ either exclusively contains free
variables or all the variables in A are bound in . O

Consider any formula of the form ¢ := Jy. \; Li, (y) A A\, v = zi, A\, ¥ # 2i5, Where the
L;, are literals over unary predicate symbols and the z;, and z;, are all pairwise distinct and
different from y. If the subformula /\l.2 Yy & z;, is nonempty, and thus contains at least one
equation y & z, then the quantifier Jy can be eliminated and the whole formula % is equivalent to
Ni, Lin(2) NNy, 2 = ziy A\, 2 2 2iy. Otherwise, Claim I(a) suggests that we can transform v
into an equivalent formula in which no atom contains a free variable and a bound variable at the
same time.

A dual observation holds for any formula ¢’ :=Va. \/; Kj (2)VV,, © = 2j, V\, @ 7 zj,. If ¢
contains at least one disequation x # 2, then ¢’ is equivalent to \/; K;, (2)VV;, 2 & 25, VV, 2 % 2.
Otherwise, Claim I(b) entails that we can transform ¢’ into an equivalent formula in which no
atom contains a free variable and a bound variable at the same time.

Let ¢ := VX13y1...VX,37,.¢ be an MFOx sentence in standard form with quantifier-free
1. In all the transformations described below, we tacitly assume that formulas are simplified so
that they contain neither trivially tautologous nor trivially unsatisfiable subformulas. First, we
transform the matrix ¢ into a disjunction \/, 7k (X1, ..., Xn, ¥15- - s Yn—1) AXE(X1s - - s Xy Y150 - -, V)
in which all i, and xj; are conjunctions of literals and where each atom in every yj contains
at least one variable from y,. Hence, ¢ is equivalent to Vx;3y; ... VX,. \/k N A Iyn- Xk As we
have described above, proceeding variable by variable from ¥,,, every subformula 3y,. xx can be
successively transformed into an equivalent formula x} (X1,...,%n,¥1,...,¥n—1) in which no atom
contains a free variable and a bound variable at the same time. Therefore, ¢ is equivalent to
V1391 VR Ve (Ras oo X Y10 - Y1) A X (Rt -+ Xy 1, -+ -, Yn—1). In what follows we
treat every subformula Jy. (...) in the xj}, as indivisible unit.

Next, we transform \/, ng(X1,...,Xn, 1, -, ¥n-1) A Xp(X1, -+, Xn,¥1,...,¥n—1) into a con-
junction of disjunctions and treat the quantifier block VX, analogously to how we have treated
3y,. Notice that afterwards there is no quantifier 3y with y € y,, that lies within the scope of
any Vr with = € X,,. Proceeding this way with all the quantifier blocks one after another, we
eventually obtain a formula ¢’ in which, after having been transformed into negation normal
form, for every atom A exactly one of three cases applies: (a) A contains only one variable, (b)
A contains two existentially quantified variables, or (c) A contains two universally quantified
variables. Moreover, there is no nesting of universal and existential quantifiers, i.e. no subformulas
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of the form (Vz....(3y....)...) or (Jy....(Vz....)...) occur. Consequently, by shifting quantifiers
back outwards again — existential ones first —, we can transform the final result ¢’ into a BSR,
sentence. 0

The unrestricted presence of function symbols in SF would lead to an undecidable satisfiability
problem. Nevertheless, SF could easily be extended so far that it also subsumes the Lob-Gurevich
fragment while retaining decidability. We elaborate on this in Section 3.14.

We emphasized in Chapter 2 that transformations based on Lemma 2.0.3, like the one from SF
sentences to equivalent BSR sentences, possibly lead to large blowups regarding the length of the
formulas. In general, the length of formulas has a significant effect on the size of smallest models.
For the BSR case this relation is linear: every satisfiable BSR sentence Jy; ...y, VX. ¢ with m > 0
has a model with at most m domain elements.

Proposition 3.1.6 (cf. Proposition 6.2.17 in [BGGI7]). Let ¢ := Jz2VX. ¢ be a satisfiable BSR
sentence with quantifier-free ¥, possibly containing constant symbols. There is a model A |= ¢ such
that |A| < max(|z| + [consts(¢)], 1).

It turns out that for satisfiable SF sentences ¢ the size olf s(n}allest models in terms of the

olen(e
length of ¢ cannot be bounded by any tower of exponents 2 of a fixed height — this is a
consequence of Proposition 5.0.1 and Theorem 5.0.3, which we shall prove in Chapter 5. In other
words, the asymptotic growth of the size of smallest models is non-elementary in the length of the
regarded SF sentence.

Using Lemma 2.0.4 to prove Theorem 3.1.2 does not yield very accurate bounds on the increase
in formula length that we incur when translating SF sentences into BSR sentences. We shall
conduct a more detailed analysis in the following section, where we derive matching upper and
lower bounds. In particular, the entailed upper bound on the size of smallest models for satisfiable
SF sentences will have immediate implications with respect to the computational complexity of
SF-Sat. The latter will be the subject of Section 5, where we shall also derive corresponding lower
bounds and prove that SF-Sat is indeed k-NEXPTIME-hard for every positive k.

3.2 Translation of SF into BSR: Upper and Lower Bounds

One of the key learning points from the previous sections is Theorem 3.1.2, which says that every
SF sentence is equivalent to some BSR sentence. We presented a constructive proof by outlining
a procedure that translates any SF sentence given as input into an equivalent BSR sentence. In
the present section, we analyze the translation process in more detail. Our goal is to derive upper
and lower bounds regarding the length of the resulting BSR sentences. Traditionally, such bounds
are formulated in terms of syntactic parameters such as the length of the original SF sentence,
the number of predicates it contains, or the number of occurring quantifier alternations. In the
case of SF, it turns out that, if we intend to derive accurate bounds that also explain the blowup
for subfragments such as MFO, we better take separateness of variables into account. This time,

however, we are not interested in existentially and universally quantified variables being separated.

In the current context it would not make much sense to define a numerical measure for this kind of
separateness, as any sentence which does not exhibit full separateness between these two kinds
of variables does not belong to SF. What we can measure numerically, though, is the degree of
separateness among existentially quantified variables that stem from distinct quantifier blocks.

For convenience, we define this measure in an inverse-proportional way: zero marks the highest
possible degree of separateness, larger numbers stand for a lower degree of separateness. Our
measure is called the degree of interaction of existential variables, denoted by 03(¢p). Intuitively,
an SF sentence ¢ exhibits a degree 93(¢) = k, if variables from k distinct existential quantifier
blocks interact. We say that two variables x,y interact, if they co-occur in at least one atom or if
there is a third variable z that interacts with both = and y, that is, the property is transitive. For
instance, in the SF sentence

@ = Va1 3y1v1 Ve TyovaVas Jysvs. (P(z1, 2, 23) A —Q(y1,y3)) V P(y2,v2,v3) V —Q(ys,v1)

03(¢)
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the sets {y1,ys3,v1} and {ya, v2,v3} form the maximal sets of interacting existential variables. Since
each of these sets contains variables from at most two distinct quantifier blocks, the formula exhibits
a degree 03(p) = 2.

Definition 3.2.1 (Degree of interaction of existential variables). Consider any first-order sentence
@ :=JZVx13y1 ... VX, 3V, ¥ in standard form in which ¢ is quantifier free and in which the sets
X =xU...UX, and y :=y1 U... Uy, are separated. In addition, we assume that X; and y1 are
nonempty. The tuple z may be empty.

For any j, 1 < j <m, and any variable y € §; we say that y has index j, denoted idx(y) = j.
For any nonempty set Y C y of existentially quantified variables and any positive integer k we
say that Y has degree k in ¢, denoted 03(Y,¢) = k, if k is the mazimal number of distinct
variables y1,...,yx € Y with idx(y1) < ... < idx(yx). We say that ¢’s degree of interaction of
existential variables (short: degree) is k, denoted 03(p) = k, if k is the smallest positive integer
such that we can partition y into m > 0 parts Y1, ..., Yy, that are all pairwise separated in ¢ and
for which k = max{kj | 03(Y;,0) =k;j,1 <j < m}. Sentences ¢ := FZVX. Y in standard form
with quantifier-free v are said to have degree zero, i.e. d3(p) = 0.

Any BSR sentence JzVx. 1) exhibits a degree of zero. There are simply no existentially-quantified
variables whose quantifiers lie within the scope of some universal quantifier. Hence, no such variables
could interact with any other in atoms. In the context of analyzing the blowup when going from
SF to BSR this makes sense. Any reasonable transformation of a BSR sentence into an equivalent
BSR sentence does not lead to any blowup.

Consider again the sentences

p1 = Vady. (P1(z) < Q1(y)) A ... A (Pulz) < Qn(y))
and

P2 = V’UEJ’UVSL‘H:U (Pl(u7x) A Ql(v7y)) ARERNA (Pn(uvx) ANe Qn(vvy))

from Example 2.0.2 (page 16). We observe that 93(¢1) = 1 and 93(p2) = 2. In Example 2.0.2 we
showed a transformation of ¢; into a BSR sentence whose length was singly exponential in the
length of ;. Similarly, we showed that ¢, has an equivalent BSR sentence with a length that is
doubly exponential in ¢9’s length. This already indicates the connection between the degrees of
and @y and the length of equivalent BSR sentences: a degree of k leads to a k-fold exponential
blow up in the worst case. Indeed, we shall derive upper bounds (Lemma 3.2.5) and lower bounds
(Theorem 3.2.7) on the blowup that reflect exactly this behavior.

Such fine-grained bounds come in handy when one is also interested in the blowup for subfrag-
ments of SF. Recall that MFO is such a subfragment. Obviously, any MFO sentence has a degree
of at most one. Hence, the translation of any MFO sentence into BSR incurs an at most singly
exponential increase in formula length. In fact, this behavior is not unexpected, as it is well known
that any satisfiable MFO sentence ¢ has a smallest model whose size is at most exponential in the
length of ¢.

Proposition 3.2.2 (cf. Proposition 6.2.1 in [BGG97]). Let ¢ := 3z2Vx1391 ... VX, I5,. ¢ be a
satisfiable MFO sentence. Moreover, assume that ¢ contains k distinct predicate symbols. Then,
there is a model A = ¢ such that |A| < 2.

Notice that the shape of the quantifier prefix does not contribute to the upper bound. As
we have already pointed out in Proposition 3.1.6, the analogous relationship for satisfiable BSR,
sentences is linear. Therefore, any translation procedure that maps MFO sentences ¢ to equivalent
BSR sentences 1 having a length doubly exponential in the length of ¢, say, must be highly
inefficient.

In fact, BSR and MFO belong to the class of SF sentences that have degree at most one. We
refer to this subfragment as the strongly separated fragment (SSF).

Definition 3.2.3 (Strongly separated fragment (SSF)). Let ¢ := 3z2VX13y1 ... VX, 37n. ¥ be an
SF' sentence with quantifier-free 1. We say that ¢ belongs to the strongly separated fragment (SSF)
if and only if the sets X ==X U...UX, and y1,...,¥n are all pairwise separated in .
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It is easy to find sentences in SSF that are neither in BSR nor in MFO, i.e. SSF is a proper
extension of both. Moreover, it is worth noticing that all SF sentences with the quantifier prefix
F*V*3*V* belong to the strongly separated fragment. We will see in Chapter 5 that the satisfiability
problem for SSF is computationally as hard as satisfiability for BSR and MFO — all three problems
are complete for NEXPTIME.

Next, we conduct the promised analysis of the translation from SF into BSR. Here, we deviate
slightly from the presentation in the proof of Lemmas 2.0.4 and 2.0.3. Roughly speaking, in the
first phase of the translation process all quantifiers are shifted inwards as far as possible. In order
to do so, we first transform the sentence in question into a formula in CNF. After that, we employ
the well-known rules of quantifier shifting (cf. Lemma 1.0.1), supplemented with the following
lemma.

Lemma 3.2.4. Let I and K;, i € I, be sets that are finite, nonempty, and pairwise disjoint. The
elements of these sets serve as indices. Let

o= \(a@ vV m.9)
el keK;

be some first-order formula where the x; and the ny denote arbitrary subformulas that we treat
as indivisible units in what follows. We say that any mapping f : I — (UiEI Kl-) is a selection
function if for every i € I we have f(i) € K;. We denote the set of all selection functions of this

form by F. Then, ¢ is equivalent to F
o= N\ (\/ xi(i)) vV (Hy. A nf(i)(y,z)) .
g% = feF ics

Proof. For the sake of readability we sometimes reuse variables in different occurrences of quantifiers
in this proof. Using distributivity of A over V, we transform ¢ into an equivalent disjunction of

conjunctions:
5V (Ax@)a (A moE2) .
(T,f)e

, 1€T i€I\T
(PI)xF

Since the existential quantifier block distributes over the topmost disjunction, we can shift this
block inwards and obtain the equivalent formula

V (/\ Xi(z)) A (5'}7 A Uf(i)(%@) : (3.1)
(T,f)€ ieT ie€I\T
(PI)xF

At this point, we employ distributivity of V over A to transform this result into an equivalent con-
junction of disjunctions ¢” := A; \/, 1;,¢ in which for every index j and every pair (T, f) € (PI)xF
there is ezactly one ¢ such that either v; o = x; for some ¢ € T or 9, , = 3. /\ieI\T Nty (¥, %)

In order to show that " is semantically equivalent to ¢’, we prove the following claims.

Claim I: Every disjunction \/, ;¢ in ¢" is subsumed by a disjunction of the form
P = (\/ Xi(i)) v \/ (3}7~ /\ 77;'(2')(}772))
€S feF €S
for some nonempty S C I.

Proof: Fix some index j and consider \/,v;,. We set S := {z el | ¢ = X; for some E}.
Consider the set S := I\ S. By definition of S, we know that none of the y; with i € S is a
constituent of \/, v ¢. For every selection function f € F there is some disjunct

(Ax@)n (3 A m06.2)

i€S i€I\S
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in (3.1) of which we know that none of the x; in it has been picked as constituent of \/,1;
when constructing ¢”. Hence, due to the definition of ¢, there must be some ¢, such that

Vi, =35 Nier\s M5(i) (7,2), where I\ S = 5.
Consequently, \/,1; ¢ is subsumed by . ¢

Claim IT: Each of the subsuming disjunctions 9 in Claim I is indeed equivalent to some disjunction
\/z Yjein "

Proof: Fix any nonempty S, C I and consider 15 . We obtain the equivalent disjunction 1. from
the disjuncts in (3.1) as follows. For every T' C I with nonempty 7' N S, we pick one of the
x; with i € T'N S, as constituent of v,. For every T' C I for which T'N S, is empty and any
f € F we pick 3y. /\Z.GI\T N#()(¥,%) as constituent of t,. Since S, is nonempty, 7' must be a
proper subset of I and thus I \ T is also nonempty.
For every constituent of the form 3y. A, .1, 77(:)(7,%) that belongs to the disjunction ), we
know that S, C T". Hence, 1), is of the form

( \/ Xi(i)) v \/ \/ Jy. ( /\ 77f(¢)(5’i)> A ( /\ nf(i)(yai))
1€S. Jj feF 1€Sk i€s]

for certain sets S;- C I\ S.. Among the S} is, in particular, the empty set, originating from
T =1I\S.. In this case, we have S§ = (I\T)\ S, = (I\ (I \ S.)) \ S« = 0. Hence, we can
equivalently transform ), into

( \/ Xi(i)) v \/ \/3}7~ ( /\ T]f@)(i’i)) A ( /\ 77f(i)(§’i))

1€S, fer j 1€S, iES;.
H (V@) v V35 V(A moma)a( A o))
€S, fer 7 €S, iESJ/.
H (V@) vV 35 (A no@2) V(A me@aa A s E.2)
1€S, fer 1€S, J €S, ieSJf
51#0
H (V@) v V35 (A moe2) v (A moea) VA o).
icS. feF ics., €S, j ies)
5140

By the absorption axiom of Boolean algebra, we finally obtain the equivalent disjunction

(V x@)v V(35 A n02) .

1€S, feF €S,
Thus, the claimed equivalence holds.

We have not yet explicitly argued why the first subformula \/;c g Xi(Z) of 1. covers S,
completely. But this is easy to see, when one takes the singleton sets T' = {i} for every i € S,
into account, for which we pick the x; as a constituent of .. O

This completes the proof of the lemma. O

With Lemma 3.2.4 we now have the right tool at hand to perform the transformations described
in the proofs of Lemmas 2.0.4 and 2.0.3 in a way that does not introduce so much redundancy.
This will facilitate a neat analysis of the incurred blowup.

Lemma 3.2.5. Let ¢ := ZVX13y1 ... VX, 370 ¥ be an SF sentence of positive degree 03(p) in
standard form. Let L,(3) denote the set of all literals in ¢ that contain at least one variabley € § :=
y1U...U¥,. There exists a sentence ppsr = Iz FaVV.¢Ypgr in standard form with quantifier-free
Ypsr that is equivalent to ¢ and contains at most |z| + |y|* - 93(p) - (2T63(‘/’)(|£¢(y)|))83w) leading
existential quantifiers.
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Proof. For convenience, we pretend that z is empty. The argument works for nonempty z as well.
Let x :=%; U...UX,. We transform ¢ into an equivalent CNF formula of the form

V%1391 . . . V0 3. /\(Xi(i)v \ Lk(}_’))

el keEK;

where I and the K are finite, pairwise disjoint sets of indices, the subformulas x; are disjunctions
of literals, and the Ly are literals. By Lemma 3.2.4, we can construct an equivalent formula of the
form

¢ =Vxi3g1 .. Vg J\ (\/ xl-(ic)) vV (Hyn. A nm(?))

SePIND i€S feF €S

where F is the set of all selection functions over the index sets K;, ¢ € I. For the sake of readability
we sometimes reuse variables in different occurrences of quantifiers in this proof. Applying ordinary
quantifier shifting, we shift inward the universal quantifier block V%,, and thus obtain

¢ =351 e N (Vxn \/Xz ) \/(Hyn A 170 3) )

SePI\® a i€S

We now iterate these two steps in an alternating fashion until all quantifier blocks have been shifted
inwards in the described way. The constituents of the result ¢(3) := A, (XE;B) vV, 7]5?) of this
process have the form

=\ v\ (ylvxn A i®) )

12 12

where the Sy, .. ¢, —1 are certain subsets of I, and

') zﬂyl./\ﬂyg./\(...</\ ETAAN Lk(y)) ) ,
Lo

& &

where the Ky o are certain subsets of | J;c; K

By definition of 93(y), we may assume that there is some positive integer m and a partition
of the set ¥ into m nonempty subsets Yi,...,Y,, that are all pairwise separated in ¢ and such
that for every j, 1 < j < m, we have 05(Y}, ) < 03(p). Since the sets Yi,...,Y,, are pairwise
separated in ¢, we may partition the set £,(¥) into subsets L£,(Y1),...,Ly(Y;,) such that each

L,(Y;) contains exactly the literals in ¢ that contain at least one variable from Y;. This means,

(3)

we can rewrite every 7y, into the form

iy =37 A\ e (- (/\ e NN (%)) .)

14 2 J€[m] keK]

where the sets Kg, o s KpE o constitute a partition of Ky .. ¢ _ — some of these parts
n—1 1o Ry n—

may be empty. We thén observe the following equivalences.

371 A\ 3ve A(- (/\ayn A A o))

o A j€m) keKJ

Hayl.{l\am./\( (/\ A 3F.nY). A Lk(Yj))...>

o o,y g€lm] keK
1""""n—1
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H Eyl.{l\ﬂyg./\(...( A A 3E.ny). A Lk(Yj))...)

28 244
’ Jetml i k6K7 A

H A 3G A3 A (A3 A L))

: % % " )
Jj€[m] 1% 12 LA kGKZ// o
SRR}

For every né?,) we call the result of the above transformation né‘z). In cases where the set y; NY;
is empty, the existential quantifier block vanishes. For every j € [m] there are at most 93(Y;, ¢)
nonempty sets y; Y. Hence, every 77((12) contains at most 03(p) nested existential quantifier blocks
that are separated by in-between conjunctive connectives in the syntax tree.

We obtain ¢®) from (3 by replacing every constituent 77((1?,) with the corresponding 17{(12) after
applying the idempotence axioms of Boolean Algebra exhaustively to remove redundant conjuncts.

Let x := max{|£ ‘ 1 <35 < m} Due to the idempotence axioms, the following
upper bounds can be ShOWIl inductively for any positive integer d, starting from d = 1: Modulo

idempotence, there are at most 21¢(x) formulas of the form

(¥ NY;). N\ 3T NY5). /\((/\ Ay, NY;). /\ Lk(Yj)) ) .

12 La—1

For the sentence ¢ = A, ( 3y V, 77(5)) this means that it contains at most m - 2193(¥) (k)
distinct subformulas (not occurrences thereof!) that are of the form Jy. " and do not lie within
the scope of any quantifier. We treat every such subformula J3y. v’ and every subformula Xff) as
indivisible unit and, employing distributivity of A over \/ transform ¢(® into a disjunction of

conjunctions ¢(®) = =V, (/\T1 X(6) AN, 77 ) where the x7, ) have the same shape as the X( ), and
the 777(«3) are of the form

350 1Y) AIEa ) A (A 3G, 0 A Li(Y)) ..)

121 123 La; -1 15
J k:eKe1 »»»»» [dj71
for some j and certain indices i1, ...,iq; with 1 <4y < ... <4, < n, all depending on ra; d;

abbreviates the expression 05(Y;, ¢).
Due to previous observations, we know that, modulo idempotence, r» ranges over at most

© ranges over at most 2193(#)=# (1) indices. Conse-

m-2193(#) (k) indices. Moreover, any £}, in any 7,
quently, every constituent A . 77,2) in (%) contains at most m-max; ; |7;NY;|- Zg?(f 33:(5,) 2T (k)
occurrences of existential quantlﬁers

Since these existential quantifiers distribute over the topmost disjunction when we shift them
outwards to the front of the sentence (%), and since the universal quantifiers in the X¢(16) may also

be shifted back outwards, we have shown that ¢ is equivalent to some BSR sentence with at most
7] - O5(p) - (ZTaﬂ(“@)(m))aa((‘p) leading existential quantifiers. O

Put together, Proposition 3.1.6 and Lemma 3.2.5 immediately entail the following small model
property for SF.

Theorem 3.2.6 (Small model property for SF) Every satisfiable SF sentence ¢ has a model

whose domain contains at most len(p) + (len(cp)) - 03(p) - (2192(9) (len(y )))63(@ domain elements.

In cases where d5(¢) = 1, the bound in Theorem 3.2.6 simplifies to len(p) + (len(gp))2 - Qlen()
This leads to a small model property for SSF, and its subfragment MFO, that stipulates for
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satisfiable sentences the existence of a model of exponential size in the length of the formula.
Concerning the asymptotic growth, this yields a reasonable upper bound on the size of small
models of satisfiable MFO sentences that is not too far away from Proposition 3.2.2. This works in
spite of the fact that MFO sentences may contain arbitrarily nested alternating quantifiers.

Next, we complement the obtained upper bound on the length of the BSR sentences resulting
from the translation of SF sentences with a corresponding non-elementary lower bound.

Theorem 3.2.7. There is a class of satisfiable SF sentences that are Horn and Krom such that
for every positive integer n the class contains a sentence ¢ of degree 3(p) = n and with a length
polynomial in n for which any equivalent BSR sentence contains at least Y ;_, 2™ (n) leading
existential quantifiers.

Proof. Let n > 1 be some positive integer. Consider the following first-order sentence in which the
sets {x1,...,2,} and {y1,...,yn} are separated:

4n

@ :=Va,Iy, ... Vo Iy;. /\(Pi(xl,...,xn) + Qi(yl,...,yn)) . ©

=1

Notice that we change the orientation of the indices in the quantifier prefix in this proof.
In order to construct a particular model of ¢, we inductively define the following sets: Sy := Sk
{S C[4n]| S| =2n}, Sp1:={S € PSi | |S| =L - |Sk|} for every k > 1. Then, we observe that

[S1] = (3m) > (f2)™ = 22,

S11/2 n —
|Sa| = (I“Sf\l/lz) 2 (|‘|g«18|1/\2)| U2 _gisilzz 5 g2tz = 928 g

g2n—1_y

Sl = (§751)) 2 292 2 22

where the inequality (7) > (n/k)* can be found in [CSRLO1] (page 1097), for example.

—1

> 2Mm@2n—(n—1)) = 2M(n+1),

Having the sets Sk, we now define the structure A as follows: A
k) | (k
A:=Up (¥, b | S e sl
A:{ag),.. (")>EA"|1651€SQG ESn}fori:L...,éln,and

QA = {(b(sll)7...7bg?>eA"\ieSleSQG...eSn} fori=1,...,4n.

3

Clearly, for any choice of Sy,...,S, and every i, 1 < i < 4n, we have
A, [er=al) o amal b bS] P ) 5 Qiyns -y Yn) -
For any other choice of tuples <c1, ...,Cpn), Le. there do not exist sets Sy € Sy, ...,S, € S, such
that (c1,...,c,) equals (ag),.. ) or <b(511), OZ}), we observe A, [x15Cy, ..., Tn—Cy]
Pi(z1,...,x,) and A, [y1—cq, ... ,ynr—>cn} = 1(y1, ..., Yn) for every i. Hence,
4n
A [z1cr, . By, Y1C, L Y] /\ Pi(z1,...,20) < Qi(y1,. - yn) -
i=1

Consequently, A is a model of .
Consider the following simple two-player game with Players 2 and B where both players have 2, ‘B
complete and instantaneous knowledge about all moves that are made by either player. In the
(n)

first round 21 moves first by picking some domain element ag ' for some set Sy n € Sp. B knows g I ag)
n » A, j



S‘B,jv

by
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about 2A’s choice and answers by picking a domain element b(”)l for some set Sy 5, € S,,. The
' 0

game continues for 7 — 1 more rounds, where in every round Player 2 picks a domain element ag S,

with So; € Su,j+1 and B answers by picking some b(S; € S j+1. Hence, in the last round the

chosen domain elements a( ) and b( ) _ are such that Sg1 and S 1 are both nonempty subsets
of [4n]. Player 2 wins if and only if

)

.A [l‘p—)é\s (n)

.,xn»—>as

7y1’_>b5’% IR 7yn'_>b,(5‘21n:| Fé P)i(xlv ee - ,Z‘n) Ane Qi(ylv s ayn)

for some ¢ € [4n], and Player B8 wins if and only if

(n)

A, [331»—>a€51‘1211,.. acn»—>asyl ,y1»—>b()

5’317"'7yn’_>b :I):P(xbamn)HQl(yh?yn)
for every i € [4n]. Since A is a model of ¢, there must exist a winning strategy for 2B.

Claim I: There is exactly one winning strategy for 9, namely, for every j = n,...,1 Player B

picks the element bgj{j in round n — j + 1, i.e. for every j we have Sy ; = S ;.

Proof: It is easy to see that the described strategy is a winning strategy for 8.

Assume 9B deviates from this strategy. This means there exists some j,, 1 < j. < n, such
that 9B did not adhere to the described strategy in the (n — j, 4+ 1)st round, i.e. Sgs ;. # S ;. -

We show by induction on j, that 2l has a winning strategy from this deviation point on.

For the base case j. = 1 we consider two distinct nonempty sets Sy 1,S%,1 C [4n]. There
must be some index i, that belongs to one of the two sets but not to the other, i.e. i, €
(Sa,1 U Sp,1) \ (San N Sm,1)-

Suppose that i, € Sy 1\ Sw,1. Hence, we can construct the chain 4, 6 Sg[ 1€...€ Syn,
(€8]

definition of the allowed moves. This entails A, [x; gy au‘n»—>as21 | = Pl* (21, .. )
On the other hand, we know A, [yln—>b(511 s Ynt bg; | & Qi (y1,-..,yn), because of

i. & Sw.1. Hence, 2 wins and the chosen strategy cannot be a winning strategy for 8.
The case where i, € Sp1 \ Sg,1 is symmetric and 2 also wins.

For the inductive case we fix some j. > 1. Since Sg ;, and Sy ;, are distinct but have the

same number of elements, there is some set S € Sy j, \ Sw ;.. If A picks a(]* 131 = agf‘_l)

in the following round, we have Sq j,—1 # Sea,;,—1 for any choice b(J* 171 that 2B could
possibly make. By induction, 2 has a winning strategy starting from the next round of the

game. Hence, there is a winning strategy starting from the current round. O

The just proved claim would still hold true if we allowed B to freely pick any element of the domain

A at every round. The reason is that for any choice of elements agm) ag; , made by 2 with

Sa1 € ... € Syn €S8, we know that Sg 1 is nonempty. Hence, we can always find some i, € Sa1
such that (ag (1) ag ") > € P{f. On the other hand, for any sequence c,,...,c; picked by B

A
. 7C7L> ¢ Qi* .

that does not comply w1th the rules of the described game, we have (cy, ..
This result proves the following observation.

Claim II: For any of the b(Sk) the substructure of A induced by the domain A\ {b(sk)} does not
satisfy .

Proof: The reason is simply that in this case player 2 can always prevent B from reaching a state
of the game where B can apply the described winning strategy. O

We have already analyzed the size of the sets Si. Due to the observed lower bounds, we know
that A contains at least Y _,_, 2™ (n) elements of the form b( )
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Next, we argue that any 3*V*-sentence ¢, that is semantically equivalent to ¢ must contain
at least > ,_, 2% (n) leading existential quantifiers. Let ¢, := Jy; ... ym Va1 ... 2. Xx With quanti-
fier-free x. be a sentence with minimal m that is semantically equivalent to ¢. Since A is also
a model of ¢,, we know that there is a sequence of elements cy,...,c,, taken from the domain
A such that A, [y1—c1, ..., Ym—Cm] E V21 ... 2. x«. Consequently, we can extend A to a model
A, (over the same domain) of the Skolemized sentence pgi := Va1 ... 2. X« [yl /ety ... ,ym/cm]
by adding 03-4* :=¢; for j =1,...,m. On the other hand, every model of gy is also a model of
©«. The vocabulary underlying ¢gx comprises exactly the constant symbols ¢y, ..., ¢, and does
not contain any other function symbols. Suppose m < >_;_, 2™ (n). Hence, there is some bgc)
with § € Sk such that for every j we have cf* #+ bgk). By the Substructure Lemma, the following

substructure B of A, constitutes a model of pgi: B := A, '\ {b(sk)}7 PB .= PiA* NB" = PiA* and
QF = Qfl N B™ for every 4, and ch = 034* for every j. But then B must also be a model of both
v and o, since every model of gy is a model of ¢,, and because we assumed @, and ¢ to be
equivalent. This contradicts Claim II, and thus we must have m > >";'_, 2™%(n).

Since every atom Q;(y1, .. .,¥yn) contains n variables from existential quantifier blocks that are
interspersed with universal quantifier blocks, the degree d3(¢) of ¢ is n. Moreover, ¢ can easily be
transformed into a CNF that is Horn and Krom at the same time. Hence, the theorem holds. [

Theorem 3.2.7 entails that there is no elementary upper bound on the length of the BSR
sentences that result from any equivalence-preserving transformation of SF sentences into BSR.
On the other hand, by Lemma 3.2.5, there is an elementary upper bound, if we only consider
SF sentences with a bounded degree of interaction of existential variables. A special case of
Theorem 3.2.7 highlights the difference in succinctness between BSR and MFO. By Thereom 3.2.5,
we already know that every MFO sentence is equivalent to some BSR sentence whose length is at
most exponential in the length of the original MFO sentence. The following proposition entails
that, in the worst case, this exponential blowup cannot be avoided.

Proposition 3.2.8. There is a class of MFO sentences that are Horn and Krom such that for
every positive integer n the class contains a sentence ¢ of a length polynomial in n for which any
equivalent BSR sentence contains at least 2" leading existential quantifiers.

One possible witness for the mentioned class of MFO sentences consists of all the sentences
VaIy. A (Pi(z) < Qily)) for n > 1.

3.3 Expressiveness of SF

We have already seen that SF is a syntactic extension of MFO and BSR (Proposition 3.1.4)
and that every MFO. sentence is equivalent to some SF sentence (Theorem 3.1.5). Hence, SF
is (at least) as expressive as these three fragments. Moreover, any sentence that is a Boolean
combination of sentences from BSR and/or MFOy, is equivalent to some SF sentence. On the other
hand, Theorem 3.2.7 shows that SF sentences can be considerably more succinct than their BSR
equivalents.

3.3.1 Fundamental Properties of Relations

The separated fragment inherits some expressiveness from BSR that other decidable first-order
fragments, such as FO?, FL, and GF, lack. For instance, SF sentences can naturally express
fundamental properties of relations, such as reflexivity, irreflexivity, symmetry, antisymmetry,
transitivity, and congruence with respect to other predicates. Hence, SF sentences can directly
express the axioms of, e.g., equivalence relations, (strict) order relations, and congruence relations.
These are fundamental and interesting properties of relations that have to be assumed at the
meta-level when dealing with first-order fragments that are less expressive in this respect.
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3.3.2 Basic Counting Quantifiers

Basic “there exist at least n” counting quantifiers 32"y can be defined natively in SF and do
not have to be introduced via special operators. For example, given some positive integer n, the
formula 32"y.(y,7) stipulates the existence of n pairwise distinct domain elements ay, ..., a,
such that 1 is satisfied if any of the a; is assigned to y. There is a standard first-order expansion
for such formulas, namely

n
Fyr oy \ 0 Ws D) A N\ vity; -

i=1 i<j
This kind of basic counting quantifiers fits in nicely with the separateness conditions of SF. That is, if
all variables that are universally quantified in ¢ are separated from all variables that are existentially
quantified, including y, then this separateness is preserved in the expansion of 32"y.(y,z). The
reason is simply that in the expansion the variable y is converted into multiple y;, each of which is
existentially quantified and separated from the universally quantified variables. This would change
with the slightly different, yet equivalent, alternative expansion

n—1

Yy g3y ) A N\ y#

i=1

where the existentially quantified y co-occurs with every (universally quantified) y; in a disequation.
The picture is different, however, for the case of “there exist at most n” counting quantifiers

3"z with positive n. One possible expansion for any formula 35"x. ) (z,7) is
n+1
VIl...In+1. ( /\ 1‘7,"7«‘/’1‘3) — \/ ﬁﬂ}(.’,ﬂ@,i) .
1<i<j<nt1 i=1

As 35"z is in a sense dual to 3=, it is not very surprising that its expansion is based on universal
quantification. Now consider the formula Yu3<'yVv. =R(u, v) and its equivalent with the expanded
counting quantification:

2

YuVri2y. x1 % o — \/ =Vv. = R(u,v)
i=1

H (Hxle.xl 7 xg) — YuTv. R(u,v) .

Although the original sentence looks rather innocent from the perspective of separateness, its
expansion does not. Indeed, the latter can be used as a building block for an infinity axiom:

Dinf 1= (Vm. ﬁR(amx))
A\ (Vxll‘gl‘g,. R(ml, .’132) A\ R(.’Eg, 1‘3) — R(l‘l, Ig))

A (Byrya-y1 # y2)
A ((Fzy2o. 1 % 22) = YuIv. R(u,v)) .

Obviously, the hidden negation in any formula 3<"x.4)(x,Zz) makes it a bit tricky to formulate
suitable separateness conditions that would allow to integrate such expressions into SF without
losing the finite model property (and decidability of SF-Sat). We shall not investigate the counting
abilities of SF any further in the present thesis and leave it for future work.

One can use a sentence similar to pj,r and combine it with a formalization of domino problems in
SF to obtain a formalization of unconstrained domino problems, which are, in general, undecidable
— see Section 3.1.1 in [BGGYI7] for a discussion. In the remainder of this subsection, we shall present
such a formalization in SF. It follows that enhancing SF with the described form of “there are at
least n” quantifiers renders the associated satisfiability problem undecidable.
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Definition 3.3.1 (Unconstrained domino systems, cf. Definition 3.1.2 in [BGG97]). A domino
system ® := (D, H,V) is a triple where D is a finite set of tiles and H,V C D X D are binary
relations determining the allowed horizontal and vertical neighbors of tiles, respectively. Consider
the space N x N. We say that ® tiles the space N x N if and only if there exists a mapping
7:Nx N =D, called a D-tiling, such that for every (x,y) € N x N the following conditions hold.

(a) If T(x,y) = D and 7(x + 1,y) = D', then (D,D’) € H.

(b) If r(z,y) = D and 7(z,y + 1) = D', then (D,D’) € V.
Proposition 3.3.2 (Berger [Ber66]). The set of domino systems that tile the space N X N forms
an undecidable problem.

In order to formalize a given unconstrained domino problem © = (D, H, V), we introduce the
following constant and predicate symbols:

Succ(x, z') x’ is the successor of z,

R(z,z') R constitutes a strict total order: z is strictly smaller than a/,

H(z,y,z',y") (2,y’) is the horizontal neighbor of (z,y), i.e. 2’ is successor of x and 3’ =y,
V(z,y,2',y") {(a',y') is the vertical neighbor of (x,y), i.e. ' =z and y’ is successor of y,
D(z,y) (x,y) is tiled with D € D.

First, we stipulate the axioms of the successor relation Succ and of the strict total order R, in
which the successor relation is embedded:

X1:= JzVx. =Succ(z, 2) ,

X2:= VaIx’. Succ(x, 2’) ,

x3:= Vaa'z". (Succ(z, ') A Suce(z,2”) = 2’ ~ ")

A (Suce(z’,z) A Suce(z”, z) — 2’ =~ 2") |

X4:= Vaz'. Succ(z,z') — R(x,2') ,

X5:= V.- R(z,x) ,

X6 :=Vza'z". R(z,z") A R(z',2") — R(z,2") ,

x7:=Vaox'. R(x,2") V R(z', z) .

The following sentences encode a given domino system © := (D, H, V):

n = Vayz'y'. H(z,y,2',y") < Succ(z,2’)Ay=~y',
ne:=Vayz'y'. V(z,y,2',y") < x =2 ASucc(y,y),

n3i=Vaz'y. H(z,y,«',y) — \/ (D@,y)AD'.y)),

(D,D"yeH
ni=VYeyy' Ve,y,zy) -\ (D,y)AD(z,y)),
(D,D")eV
5= /\ Vazy. D(z,y) — -D'(z,y) .
D,D'eD
D#D’

Proposition 3.3.3. Assume that D, H, and V are nonempty and let A be a model of the sentence
X1A - AXxTAM A A5 Ainduces a tiling T of N x N. Conversely, any ®-tiling T of the space
N x N induces a model A= x1 A... AxT Am A ... Ans.

All sentences in the above formalization, except for yo, belong to BSR and thus also to SF. We
have observed that yo can be expressed with the sentence

(Fz122. 21 # 22) A (VuI='yVo. =Succ(u, v))
H (Gziza. x1 # 22) A ((Frrme. 21 % 22) — VuIv. Suce(u, v)) .
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Hence, if we were to admit quantifiers of the form 3" in SF as described above, then we could
reduce undecidable problems to the satisfiability problem of this extended language.

The sentence xo in fact belongs to several of the known decidable fragments: AF, GKS,
the Skolem fragment, FO?, FL, and Maslov’s fragment K. Hence, Boolean combinations of BSR
sentences with sentences from one of the mentioned other fragments lead to undecidable satisfiability
problems, if no further restrictions are imposed. Consequently, it seems impossible that SF could
be extended into a decidable fragment that contains BSR and any of the mentioned fragments
without seriously restricting the possibility to combine sentences from the extended fragment with
Boolean connectives.

3.3.3 Expressiveness with Respect to Models of Bounded Size

Whenever it is possible to restrict our attention to models with a bounded domain size — for some
known bound —, then SF is as expressive as full (relational) first-order logic. This alone is not a
very interesting result, as already the existential fragment of relational first-order logic, represented
by the class of relational 3* prefix sentences, possesses this property (universal quantification can
be replaced by finite conjunctions). What makes the case of SF special is that the incurred blowup
in formula length is not linear in the bound but significantly lower.

In order to make this idea more precise, we consider the following formula over the unary
predicate symbols Q1, ..., Qm:

Xm = Vaa'. (/\ Qi(x) < Qz(x')) — ax~a .
i=1

It is easy to see that any model of y,, contains at most 2™ domain elements. The length of x,,
lies in O(m).

Proposition 3.3.4. For every positive integer m and any relational first-order sentence ¢ in
which the predicate symbols Q1, . .., Qs do not occur there is some SF sentence wsp such that the
sentences Xm A @ and xXm A @sr are equivalent. Moreover, the length of psr lies in O(m . len(cp)).

For the proof of this result, we use the abbreviation s &, t := A", Q;(s) <> Q;(t) for any two
terms s, t, and we employ the following simple observations.

Lemma 3.3.5. Let A be any structure, let 3 be any variable assignment over A’s domain, and let

s,t be two terms. If A |= xm holds, then we get A, B |= s =, t if and only if A, = s~ t.

This means, if we restrict our attention to domains with at most 2" domain elements, we can
use a separated form of equality.

Proposition 3.3.6. Let ¢[t] be any formula (first-order or second-order) in which the term t
occurs. Let x be some first-order variable that does not occur in 1[t]. Then, ¥[t] is semantically
equivalent to V. x = t — [z], where ¥[z] is derived from [t] by replacing every occurrence of t
with the variable x.

Without loss of generality, we assume that ¢ in Proposition 3.3.4 is in negation normal form.
We construct gsp from ¢ by consecutively replacing each subformula of the form Jy. in ¢ with
JyVu.y 2 v — ¢[y/v], where we assume v to be fresh (one fresh variable for each replaced
subformula). This can be done in such a way that any occurrence of existentially quantified
variables lies within subformulas s &, t. The semantic equivalence of x.,, A ¢ and xm A psr follows
from Lemma 3.3.5 and Proposition 3.3.6. This proves Proposition 3.3.4.

Notice that pgr in fact belongs to the strongly separated fragment (SSF) (cf. Definition 3.2.3).
The abbreviation s &, ¢t used above is based on unary predicate symbols. It can only account for
exponentially many domain elements in the length of the abbreviated formula, which is linear in
the parameter m. This is typical for SSF.

We can replace this approach by a more sophisticated one that makes better use of the potential
of SF and allows for more succinct representations. The main conceptual idea is that we use unary
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predicates Lq,..., L, _1 to define sets Lf‘, e ,L;:lfl accompanied with increasing upper bounds
on their cardinality 2,22 ... 2" ~1(m). To this end, for all positive m,n and every ¢ with
2 < ¢ <n—1 we recursively define the abbreviations u ;S:f;l )

U éin,l vi= /\(Qz(u) < Qi(v))
i=1
and, for n > 2 we set

and
v = Ly(u) A Ly(v) A (vx. Loy (z) = 3y (x &57% y) A (Re(,u) Rg(y,v)))
and

wA v =V, L1 () = 3y. (2 & y) A (Ra(z,u) ¢ Ry(y,v))

Notice that for every formula éfn,n v, 1 < < n, we can partition vars(u an,n v) into two disjoint
sets X, Y that are separated in the formula, and we have u € X and v € Y. Moreover, any variable
that is universally quantified in u éil,n v belongs to X, while Y contains all existentially quantified
variables. Also note that no quantifier in the formula occurs within the scope of a negation sign or
in the antecedent of an implication. Regarding formula length, we observe len(u §inn v) € O(m),
and len (u §fn’n v) € O(L+ m) for every ¢ with 2 < ¢ < n.
Based on these abbreviations for a separated variant of equality, we define the following sentences
forallm>1and n > 2:
1) s~ Xk

._ ’ 1
Xm = Vzz'. (z S

and
o1
Xm,n = (Vx:r’. (xR, 2) s o= :17’)

n—1

A (/\ Vaax'. Ly(z) A Le(x')
=2 — vy’ ((Lg_l(y) — (y éi;i y') A (R@(y’, x) & Re(y, z’))) ST :z:’))

A (me’HyVy’. ((Ln_1(y) - (y &Zl_; )N (Ru(y,2) < Rn(y’,ac’))) ST m’)) i

Due to the syntactic properties of the formulas u ﬁ:fnm v regarding the separateness of variables, the
sentences X, n belong to SF, if we transform them into prenex normal form by simply shifting all
quantifiers to the front. The only obstacle is the implicit negation sign in front of (y ﬁvf,:,ll y') and
similar formulas in the antecedent of implications. However, this neatly fits with the fact that y is
existentially quantified and ' universally. Regarding formula length, we observe len(xm,1) € O(m),
and len(Xm.n) € O(n? +n-m) for every n > 2.

We can extend Lemma 3.3.5 also to the new separated equality éf,w in the following way.

Lemma 3.3.7. Let A be any structure, let 8 be any variable assignment over A’s domain. Suppose
we have A |= Xm.n for two integers m,n > 1. For every { with 1 < { <n —1 and all first-order
variables u,v we get A, = u éfn’n v if and only if A,8 = u=vALi(u) A Lg(v). Moreover, we
have A, B = u A, v if and only if A, B = u~w.

We next observe that the sentences xy, ,, restrict the size of domains.

Lemma 3.3.8. Let m,n > 1 and let A be any model of Xm,n. For every k, 1 <k <n—1, the set
L contains at most 2'%(m) domain elements. Moreover, A’s domain contains at most 21" (m)
elements.
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Proof. In case of A |= Xm,k with k = 1, any two elements a,b € A that are not distinguishable
by their membership in the sets Q7, ..., Qﬁl are identical. Hence, A cannot contain more than
2m = 2T (m) distinct elements.

In order to prove the first half of the lemma for n > 2 under the assumption A = Xm n, We
proceed by induction on k, starting with &k = 1. The base case k = 1 is easy to settle, as any two
elements a,b € Lf‘ that are not distinguishable by their membership in the sets Q“f‘, ceey Qén have
to be identical in A. Hence, L{' cannot contain more than 2™ = 2™ (m) distinct elements.

Consider any k with 1 < k£ < n — 1. By induction, the set Lj:‘_l contains at most 2T~ (m)
elements. The sentence X, , contains the following conjunct for every ¢ with 2 < ¢ <n —1:

Vaax'. Le(z) A Le(z") — Fyvy'. ((Lg_l(y) — (y an_i Y)N (Re(y, z) < Rg(y',:c'))) — xR~ x') .

The intended meaning of this sentence coincides with the following non-separated sentence:

wm,ﬂ =
Vax'. Le(z) A Le(z') — ((Vy Li1(y) = (Re(y,z) < Rg(y,x’))> — xR~ x’)

H Vaz'. Ly(z) A Le(z") — ((Vy. Lio1(y) = 3 .y =y A (Re(y', ) < Re(y', x/))) —r A x’)
H Vax'. Ly(z) A Le(2') — Iyvy'. ((Lg_l(y) —y~y A(R(y,z) < Rg(y',x'))) ST x') )

where we could take the last line and replace the equation y = y’ with its separated variant
Yy éf;b_; y’ to obtain the above conjunct. By virtue of (a slightly adapted variant of) Lemma 3.3.7,
this replacement preserves semantics.

It is easy to see that A = 1), ¢ entails that any two domain elements a,b € Lz“ are identical,
if the two sets {(a,c) € R{ | ce Ly} and {(b,c) € R ‘ c € L, } coincide. Recall that the
inductive hypothesis says that the set L7' | contains at most 27~1(m) elements. Hence, A = 1, ¢

entails that the set Lz“ contains at most 21471l <227 m) = 2™(m) domain elements.
Finally, the conjunct

Vaz'yvy'. ((Ln—l(y) = (y R ¥) A (Ruly,2) Rn(y’,x’))) T 33')

in the sentence X, , has the following intended meaning:
Vo' ((Vy.Ln_l(y) — (Rn(y,z) & Rn(y,x’))> — T x') .

As we have already shown that A = X, entails |[L7* | < 2"71(m), we conclude that A = X
also implies that A’s domain A contains at most 27 (m) elements. O

As a counterpart to the upper bound result in Lemma 3.3.8, we observe that X, does not
restrict the cardinality of models further than this.

Lemma 3.3.9. Let A be any structure whose domain contains at most 21" (m) elements. There
is a model A" |= Xm.n over the same domain that differs from A only in its interpretation of the
predicate symbols L1,...,Ly,_1,Ro, ..., Ry, Q1,...,Qm.

We use Lemmas 3.3.8 and 3.3.9 to derive a much stronger variant of Proposition 3.3.4. Abstractly
speaking, it states that, when restricted to models of the size 21" (m), any first-order sentence
can be translated into an equisatisfiable SF sentence whose length is polynomial in n, m, and the
length of the original sentence.

Lemma 3.3.10. Let m,n be two positive integers with m > 1 and n > 2. There exists an effective
translation T, , mapping relational first-order sentences ¢ to SF sentences psr that satisfy the
following properties. For every relational sentence @, which does not contain the predicate symbols
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Ly,....,Lh_1,Ro,...,Ry,Q1,...,Qm, we have

(a) Xm,n A "2 ':' Xm,n A TT)’L,’VI(<)0)7

(b) the formula length of Ty, n(p) is at most p(m,n) -len(p) for some polynomial p(m,n), and
(¢) T n () is computable in time q(m,n,len(p)) for some polynomial g(m,n, k).

Proof. The translation T, ,, is very similar to the one we have already sketched above. First, we
transform ¢ into negation normal form. We construct ¢gp from ¢ by consecutively replacing each
subformula of the form Jy.v in ¢ with JyVou.y &Zln v — w[y/v], where we assume v to be fresh
(one fresh variable for each replaced subformula). Finally, all quantifiers are shifted to the front of
the sentence.

We have observed earlier that any variable set vars(y Q:;n v) can be partitioned into two sets
X,Y that are separated in the subformula y ﬁeZm v, where all universally quantified variables
are collected in X and all existentially quantified variables belong to Y. Since the introduced
subformulas y QZNL v always occur in the antecedent of implications and are, hence, subject to one
implicit negation, the constructed sentence gr is indeed an SF sentence. The semantic equivalence
of the formulas X, » A ¢ and Xm n A @sr follows from Proposition 3.3.6 and Lemma 3.3.7. O

Lemma 3.3.10 has interesting consequences. For instance, concerning the computational hardness
of SF’s satisfiability problem. The following theorem entails that SF-Sat is computationally at least
as hard as the satisfiability problem for any first-order fragment that enjoys a small model property
with an elementary upper bound on the size of small models. For instance, the fragments AF,
GKS, FO?, and GF fall into this category. Even the satisfiability problem for first-order fragments
enjoying a small model property with bounds 2T1¢1e2(®)1([d - len(y)]) for constants c,d, such as
FL, can be polynomially reduced to SF-Sat. Although this latter observation already yields a
non-elementary lower bound regarding the computational complexity of SF-Sat, we shall derive a
more accurate lower bound in Section 5.3 by encoding bounded domino problems.

Theorem 3.3.11. Consider any nonempty class C of relational first-order sentences for which we
know two constants c,d > 1 such that every satisfiable p in C has a model whose domain contains at
most 21101 ([d - len(p)]) elements. The satisfiability problem for C is polynomial-time reducible
to SF-Sat.

Proof. We use the translations T, ,, from Lemma 3.3.10 for the reduction from C’s satisfiability
problem to SF-Sat. Given any sentence ¢ from C, we compute m := [d - len(y)] and n :=
[c-len(p)]. Without loss of generality, we assume that ¢ does not contain any of the predicate
symbols L1,...,L,_1,Ra,...,Rp,Q1,...,Qm. Next, we construct the sentence xum.n A T n(@).
By Lemma 3.3.10, this can be done in time that is polynomial in len(y) and thus also polynomial
in ||¢||. By Lemma 3.3.9, any model A = ¢ whose domain contains at most 2TT¢1en(¥)1([d - len(¢)])
elements can be extended to a model A" = Xy, A over the same domain. Hence, if ¢ is satisfiable,
then there is some model A’ = X0 A @ with |A/| < 2TTelen(@1([d . len(¢)]). By Lemma 3.3.10,
A’ is also a model of Xmn A Tinn(@). On the other hand, any model of Xy, n A T n () yields a
model of . O

Remark 3.3.12. The restriction of Theorem 3.3.11 to classes over relational vocabularies is not
essential. It is folklore knowledge that every first-order sentence containing function symbols can be
converted into an equisatisfiable sentence over some relational vocabulary. The function symbols
are replaced with predicate symbols that represent the respective function graph. This conversion
causes a blowup that is only linear in the length of the original formula.

For example, the sentence V. P(f(x)) V f(x) & ¢ with function symbols f and c is converted
into the equisatisfiable sentence

(waz. Qc(2) NQy(z,y) = Ply) Vy = z)
A (32.Qc(2)) A (Yuv. Qo(u) A Qc(v) = u & v)
A (Vudw. Qf(u, w)) A (Vuvw. Qf(u,v) A Qc(u, w) = v~ w) .
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Employing the ideas underlying Lemma 3.3.10, one can also derive other lower bounds regarding
the length of sentences that are equivalent to SF sentences but adhere to certain syntactic restrictions.
We have already seen a result in this direction in Section 3.2, namely, Theorem 3.2.7, which described
a non-elementary gap between the length of SF sentences and shortest equivalent BSR sentences.
A classical result by Gaifman [Gai82] states that every first-order formula is equivalent to some
formula that is local in a certain sense (see below). It has been shown later [DGKS07a] that there
is a non-elementary gap between the length of first-order sentences and their shortest equivalents
in Gaifman normal form. We intend to prove that this gap also applies to the separated fragment.
But first we need some preliminary definitions, mainly taken over from [DGKS07a] (see also the
textbooks [EF99, Lib04]).

Fix any relational vocabulary ¥ and let A be any Y-structure. The Gaifrman graph of A is the
undirected, loop-free graph G4 over the vertex set A and the edge set E that satisfies the following
property. The set E contains an edge (a, b) if and only if there is some m-ary predicate symbol
P in %, some tuple {ci,...,c,,) € P4, and two distinct indices 7, j with a = ¢; and b = ¢;. The
distance between two domain elements a,b € A in A is denoted by dist 4(a, b) and is defined to be
the length of the shortest path from a to b in G4 — the length of a path is the number of edges on
the path. For every nonnegative integer r and every domain element a € A the r-neighborhood of a
in A is the set {b € A | dist 4(a,b) < r}. The substructure of A induced by this set is denoted by
N (a).

For every nonnegative integer r let dists,(z,y) be a first-order formula stipulating that the
distance between x and y is at least r+ 1. A first-order formula () is r-local if for every structure
A and every a € A we have A |= ¢(a) if and only if N (a) = ¥(a). A basic local sentence is a
sentence of the form

3331 [P iy /\ dist>2,.(xi,xj) A /\ ¢($l) 5

1<i<j<k 1<i<k

where t(x) is r-local. A first-order sentence ¢ is said to be in Gaifman normal form if it is a
Boolean combination of basic local sentences.

Proposition 3.3.13 (Gaifman [Gai82]). FEvery relational first-order sentence is equivalent to some
first-order sentence in Gaifman normal form.

Dawar et al. [DGKS07a] present a class of first-order sentences ¢ that are non-elementarily
more succinct than the shortest equivalent sentences ¢’ in Gaifman normal form. The main tool
for the proof is an encoding of nonnegative integers by trees, introduced in Section 10.3 of [FG06],
and succinct first-order formulas for handling these trees.

Definition 3.3.14 (Encoding integers by trees (adapted from [DGKSO07a], Definition 1)). For
nonnegative integers i,n we write bit(i,n) to denote the i-th bit in the binary representation of
n; the least significant bit is bit(0,n). We define the tree representation T (n) for any integer n
inductively as follows. T(0) is the tree consisting only of the root node. For n > 0 the tree T (n) is
obtained by creating a new root node and attaching to it all trees T (i) for which bit(i,n) = 1.

In Figure 3.1 the tree encoding is illustrated. Notice that the number of sons of the root node
equals the number 1-bits in the binary representation of the encoded integer. Further examples
can be found in [FG06], page 251.

The height of a tree 7(n) and the number n represented by it are related as follows.

Proposition 3.3.15 ([FG06], Lemma 10.20). For every tree T let height(T) be the number of
edges along the longest path from the root of T to any leaf in T'. Then, for all nonnegative integers
h,n we have height(T (n)) < h if and only if n < 217(1).

In addition, we establish the following upper bound regarding the total number of nodes in any

tree T (n).

Lemma 3.3.16. For every nonnegative n let h(n) := height(T (n)). The number of nodes in a
tree T (n) is at most 2TH(M+1(1).
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Figure 3.1: Left-hand side: the tree 7(10). Right-hand side: the tree 7 (67).

Proof. Whenever we refer to trees in this proof, we mean trees that encode integers in the sense of
Definition 3.3.14. Fix any nonnegative integer n. Let h := h(n). We proceed by induction on h.

Base cases h = 0 and h = 1. The only tree with height 0 is 7(0), which contains 1 < 2 = 2™ (1)
nodes. Moreover, there is only one tree of height 1, namely 7(1). This tree contains
2 < 4 =2"2(1) nodes.

Inductive case h > 1. For every h’ > 0 let trees(h’) denote the number of distinct trees of height
k' and let nodes(h’) denote the maximal number of nodes in any tree of height h’. We observe
the following;:

h—1
nodes(h) <1+ Z trees(4) - nodes(4)
i=0
h—1
<1+ nodes(h—1)- Z trees(4)
IH
< 2t (1) EpTSay

<142 (1) - 211 (1)
< 22-2““1(1)

S 22Th(1) — 2Th+1(1) O

One of the main results in [DGKS074a] is the following lower bound regarding the length of
sentences in Gaifman normal form.

Proposition 3.3.17 ([DGKS07a], Theorem 2). Let X := ({E},0) be a vocabulary where E is a
binary predicate symbol. For every h > 1 there is a first-order X-sentence @y, of length O(h*) such
that every first-order ¥.-sentence in Gaifman normal form that is equivalent to pp, on the class F<p,
of finite forests (of pairwise distinct trees) of height at most h has length at least 2T"(1).

Although there does not seem to be an obvious way to transfer this result to the realm of SF
by straightforward application of Lemma 3.3.10, the underlying ideas facilitate the derivation of a
similar lower bound for SF.

Theorem 3.3.18. There is some vocabulary 3 and some polynomial p(h) such that for every h >0
there is an SF X-sentence @gsr.p of length p(h) satisfying the following property. Every first-order
Y-sentence v in Gaifman normal form that is equivalent to sr , has length at least 21 (1).

Proof sketch. Let ¥ := (II, () be the vocabulary where II contains the unary predicate symbols
Red, Blue, Q%,Q%, Q%,Q5,... and L}, LY L5, L5 ... and the binary predicate symbols E and
' RY RL, RS, ... and no further symbols. The superscript 7 stands for red and b stands for blue.
In what follows, we abbreviate the expression 27 (1) with 2™ for any positive integer n. Given

some Y-structure A, a domain element a € A is considered to be red if a € RedA; it is considered

otn
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blue if a € Blue!; and it is considered black if it is neither red nor blue. We call any given subset
of A’s domain red, blue, or black, if all of its elements have the respective color. The predicate
symbol E serves as the edge relation for directed graphs, in particular forests of rooted trees.

CFn For every positive integer h let CF}, be the set of X-structures F, j, which we define as follows.
Fhk For all nonnegative integers h, k with A > 1 and k > 0, we define the structure F, ; to contain the
trees 7(0),...,T(2™+2 — 1), each colored entirely red or blue; none of the nodes in any tree in

Fik is red and blue at the same time. Every tree in Fj, , except for 7 (k), is colored blue; T (k) is
red. Every tree occurs at most once, no matter its color, e.g. if there is a red tree 7 (¢), then there
is neither another red tree T (¢) nor a blue T (¢) in Fp . In addition to the trees, there are two
disjoint sets, each consisting of 2T"*3 pairwise distinct black domain elements ay, ..., agtn+s € Fr.k
and by, ..., batnts € Fp i, none of which occurs in any edge in F, 1’s edge relation E7rk. We do
not consider these a;, b; as trees 7(0). Figure 3.2 illustrates the exemplary structure Fy ;.

Across all the structures in the class CFj, we fix some interpretation of the predicate symbols L?,
L, ';’, i RE’, and R} and make sure that the following restrictions are obeyed. These predicates
will be used in the same manner as we have already used them previously — the L, QP RP will be
used to enforce an upper bound regarding the size of the blue part of F} ;, and for identifying blue
elements in a separated fashion, and the L}, )}, R} will serve the same purpose in the red part of
Fh, k- For every Fp, . € CFjp, we assume the following properties.

F
e Forevery ¢, 1 < ¢ < h+ 3, we have ay,...,as1c € L}? "* and by,..., byt € LE}—W.

- F . . Fk 7 .
e For all distinct a;,a, € LY ™" there is some Q7 with a; € Q""" and a; & Q""" or vice

versa. The analogous property shall hold for distinct b;, by, € Lﬁf’“’“ and the sets Q;-f ok

.. Fh.k . Fhok
e For every £, 2 < { < h+ 3, and all distinct a;,a; € LE "* there is some element a’ € L?_l”k

with (a’,a;) € R'l?fh’k and (a’,a;/) & R?fh’k or vice versa. The analogous property shall hold
for distinct b;, by € LE""* some element b’ € L} 7"*, and the set Ry"*.

- . F . F
e For any two distinct tree nodes ¢, d € Blue”"* there is some a; € L2+2h)k with (a;,c) € R}? ot

and (a;,d) & R}?}-h’k or vice versa. The analogous property shall hold for all distinct red tree

nodes c,d, some element b; € L’;L_S"”“, and the set RE}-’“’“.

e In the Gaifman graph Gr, , the blue part of 7 ; is disconnected from the red part of Fy .
There are no connections between (1) any a; and any b;, (2) any a; and any d € Red”"*,
(3) any b; and any c € Blue™*, (4) any ¢ € Blue”"* and any d € Red’"*.

Moreover, we assume that for all distinct Fp, , Fp 1 € CFp the following properties hold.
(a) Fir and Fp p have the same domain, i.e. Fpp = Fp pr.

b) The two substructures Fj ,,F; ., of Fj ) and Fj i induced by the set {a1,...,agrnie2,
h,k h,k ) s
bi,..., b2Th+2}, respectively, coincide.

(c) Consider any node t in any tree 7 (¢) and let ¢ € Fj, , and d € Fj, 1y be the domain elements
corresponding to this node ¢ in the respective structure.

o If { = k, then for every i, 1 < i < 2™3 we have F, 1, = R} ,(bi,c) if and only if
Fhi E RE+4(aia d).

e If / =K', then for every i, 1 < i < 2M*3  we have Fy 1 = R2+4(ai,c) if and only if
Fhw = Ry 4(biyd).

o If { # k,k/, then for every i, 1 <i < 2M*+3 we have F, \ = R2+4(ai, c) if and only if
Fni E R2+4(ai, d).
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Figure 3.2: Illustration of the structure Fy ;.

We now start constructing the sentences ysr p, for any h > 0. First, we create two variants of
the abbreviations u Qé » U, namely a red variant v ~ K » U and a blue variant u =~ b ‘ n U, Where all ¢ Ninen v,
Q;, L;, R; are replaced by Qr LE, R and QP, LY, RP, respectlvely, and the recursive reference to 4 & ‘;‘nkn v
x Nﬁl n is replaced by x =, y and x men y, respectively. This replacement does not significantly
change the length of the formulas, i.e. len(u &, v) and len(u &}, v) are polynomial in m and
¢. Based on these new formulas, we define variants of the sentences Xy, , with n > 2 as follows:

/ orl / / r b
Xomn °= (Vazm (x=,,2) »r=~r ) Xm,ns Xm,n

(/\me Ly(z) A Ly(a")
= 3wy (L) = w250 ) A (B 2) & iy ,2)) ) » o =)
A (vm’. Red(z) A Red(z)
— vy’ (( nei (W) = AL YA (R ) R;(y’,m’))) Y m/»

and

- 3yVy’~ ((Lé—l(y) = (A W) A (R @) & REG,a)) = o~ o))
A (me'. Blue(z) A Blue(z')

— Jyvy'. ((LE (W) = AT YA (R @) RZ(y',w’))) — xR~ :v’))

Compared to the original Xy, n, the changes are basically the same as the changes made in the

abbreviations u Ni,’f » U and u anén v. Moreover, in the third conjunct of xj, ,, and x5, o the

antecedents Red(z) A Red(z’) and Blue( ) A Blue(z') are added. The result is that Xom.n does not
restrict the whole domain of any model A = Xm.n 10 & certain cardinality, but only the number
of domain elements that belong to the set Red. A similar effect applies to the sentence XSW
with respect to the set Blue™. Regarding formula length, we observe that both len(len’n) and
len(x}, ,,) lie in O(n? +n - m) for every n > 2.

We borrow the following formulas from [DGKS07b], the full version of [DGKS07a], listed with
their intended meaning:

eqy (z,y) the subtrees with roots z and y, respectively,
represent the same tree 7 (m) for some m < 2™,
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encoding;, (¥) the element z is indeed the root of a subtree 7 (m) for some m < 2T,
lessy,(x,7)  the subtree with root x represents a tree T (m) for some m < 2™ and
the subtree with root y represents a tree 7 (m’) for some m/ with m < m’ < 2™,
min(z) the subtree with root z represents the tree 7 (0),
maxy,(z)  the subtree with root  represents the tree 7 (2™ — 1),

succy(x,y)  for the two subtrees T, T, with root z,y, respectively,
we have that if 7}, represents the tree 7 (m) with m < 2™ — 1,
then T}, represents the tree T'(m + 1).

The following formula definitions are taken over from [FG06], Section 10.3 (eqy(x,y) and
eqy(z,y)), and from [DGKSO07b] (encoding;, (), lessy(x,y), min(x), maxp(z), and succy(z,y)).
The definitions containing the parameter h are meant for positive h.

eqq(z,y) := true
eqy(z,y) == ((Fu. E(z,u)) <> (Fv. E(y,v)))
A (Vw.E(x,w) — (EIz.E(y,z) A (Vz’.E(y,z’) — (EIw’.E(x,w') A
(Vuv.(u ~Mw A R z) vV (u ~w Av z’) — eqy,_4 (u, v))))))

encoding,(x) := Va'.~E(z,z")

encodingy, (z) := (Va'. E(z, ") — encoding;,_,(z"))

A (Va'z" E(z,2') N E(z,2") Ao’ # 2" — —eqy,_, (2, 2"))
lesso(x,y) := false
lessp(z,y) := . E(y,y")

!/

A (Vo' E(z,3") = —eq,_y(2',y))
A (Va" E(x,z") Nessp_1(y',2") = Fy". E(y,y") Neqy,_,(z",y"))
min(z) := Va'. ~E(x,2’)
succo(z,y) := false

sucep(z,y) := . E(y,y")

AN E(y,y") Ay Y = lessnoa (v, ")

A (Vo'  E(z,2") — —eq),_,(2",y))

A (YY" E(y,y") Nessp—1(y',y") = 32" E(z,2") Aeqy,_, (2", y"))

A (Yo" E(z,2") Alessp—1(y', ") — Iy E(y,y") ANeq,_1(y",2"))

A (ﬁmin(y’) — ((HSU/. E(z,") Amin(z'))

A (Vo' E(z,2") Alessp—1(2,y)
— Jz.succp_1 (2, 2) A (z =y V E(w, z)))))
maxg(z) = Vz'.=FE(z,2')
maxy, (z) ;= (3y. E(z,y) A min(y))
A (V2. E(z,2') — max),_,(2") V (3y. E(z,y) A succp_1(z',y)))

maxo(z) = Vz'. = FE(z,2')
maxy,(z) := encoding, (z) A max}, ()

All of these formulas are based on the vocabulary ({E£},?) and have a length that is polynomial in
h. In addition to the formulas defined so far, we use the abbreviation

root(z) := (Red(z) V Blue(z)) AVa'. ~E(z,z) .
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This brings us one step closer to the definition of the sentences ¢gr . In order to illustrate the
general ideas, we first construct intermediate sentences. For every h > 0 we define the sentence ¢y,
as follows, where we draw some inspiration from the proof of Theorem 2 in [DGKS07a] (Theorem 4.3 ¢y,
in [DGKS07b]):

Oh = Xihta N Xll),h+4
A (Vzz'.Red(x) A E(x,2") — Red(a'))
A (Vza'.Blue(z) A E(z,2") — Blue(z'))
A (Vz.Red(z) — —Blue(z))
h+3

A (Vm. (-Red(z) A —~Blue(z)) « \/ (Li(z) Vv L?(m)))

i=1
A (3y.root(y) A min(y))
A (Vx. root(z) — maxp42(x) V (Jy. root(y) A sucep2(z, y))) .

By virtue of Lemma 3.3.16, we conclude that F, , = X1,hta N le’h+4 holds for every Fp 1 € CFp.
Hence, the definition of the class CF}, entails that every Fy, ; € CF}, is a model of ¢y,.

Obviously, the sentence ¢}, is not in SF. The problematic parts are the two last conjuncts.
In order to fix this, we need to find separated variants of the formulas eq,(z), encoding, (),
lessy, (z, y), min(z), maxp(x), succy (), and root(x). To this end, we define the following color-
guarded variants of these formulas: eq}(z), eq}(z), encoding}(z), encoding},(z), lessz’b(:r,y),
leSSZ’r(x, Y), lessz’b(x, y), less)" (z,y), rootP(x), root*(x), and so on. For the two-argument formulas
the superscript r,b and similar ones indicate the expected color of the first and second argument,
respectively. We exemplary show only the definition of some of these variants, the others are
constructed in an analogous way. The definitions are tentative in the sense that we still need to
transform the formulas so that they can ultimately be used to construct an SF sentence.

qu’r(x7 y) := Blue(z) A Red(y

eq)” (z,y) :== Blue(z) A Red(y

A ((3u. Blue(u

)
)

) A E(z,u)) < (Fv.Red(v) A v)))
A (Vw.Blue( )A

E(z,w) — (Elz Red(2) A ( )/\ (Vz Red(z') A E(y, 2
— (Hw’.Blue(w’) ANE(z,w') A (Vu.Blue(u) — (VU.Red(v)

— ((u rwAvrz)V(urw AvR) = qu’fl(u,v))))>)>)
encodingf () := Blue(z) A Va'. Blue(z') — —E(z, z')
encoding} () := Blue(x)
A (Va'.Blue(z') A E(z, ") — encoding),_, (z"))
A (V2'z". Blue(z') A Blue(z”) A E(z,2") A E(z,2") Aa' 5 2" — —eqy” (2, 2"))
lessg” (x,y) := false
less,” (2, y) := Blue(z) A Red(y)
AJy . Red(y') A E(y,y)
A (V2. Blue(z') A Bz, 2') — —eqy”, («',y))
A (V2. Blue(z") A E(z,z") Alessy”, (y/, ")
— " Red(y”) A E(y,y") Neqy™ (z",y/"))
min®(z) := Blue(z) A Va'. Blue(z') — —E(x, ')
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sucey”(x,y) ;= false

b,b
suce,” (z,y) ==
Blue(z) A Blue(y)
ATy . Blue(y') A E(y,y')

A (Vy”. Blue(y") AN E(y,y") ANy %y — lessZ’El (v, y”))

(V:z: Blue(z') A E(z,2") — ﬂqu’fl (x',y'))
A (Vy". Blue(y”) A E(y,y") A less;” (v, y") — 32" . Blue(z") A E(z,z") Aeqp®, (z”,y")
A (Vm” Blue(z"”) A E(z,2") A leSSZ’El (v, 2") — Jy". Blue(y") A E(y,y") A eq?fl(y”,x”))
A ) — ((Elx Blue(z') A E(z,2") A minb(x')>

~—

/

<—|m1n y
A (Vx’. Blue(z') A E(x,2') Aless,™, (2, y/)
— (Hz. Blue(z) A suce,”, (2, 2) A (2 =y V B, z))))))

succg’r(x y) := false

succh (z,y) =
Blue(z) A Red(y)

Ay Red(y') A E(y,y')
A (YY" Red(y") A E(y,y") Ny &y — lessy (v, y"))
A (V2. Blue(z') A Bz, 2') — —eqy”, («',y))

(
(z')
A (Vy" Red(y”) AN E(y,y") Nessy™ 1 (v, y") — Fa” . Blue(a) A E(z, ") A eql” (2", y"))
A (V2" Blue(z”) A E(z,2") A less;” (v, 2") — Jy" . Red(y") A E(y,y") Aeqi®, (y", z'"))
A (ﬁminr(y’) — ((336’. Blue(z') A E(z,2') A minb(x’))
A (V:r’. Blue(z') A E(x,2') Aless)™ | (2, y/)
— ((Elz Blue(z) A suce)”, (2, 2) A E(, z))

V (3z.Red(2) Asucey” (!, 2) Az ~ y’)))))
max)"(z) := Blue(z) AVa'. Blue(z') — —~E(x,z')
max'hb(:c) =
Blue(z) A (Jy. Blue(y) A E(z,y) A minb(y))
A (Va'.Blue(2') A E(z,z) — maxlz_l(z’) V (3y.Blue(y) A E(z,y) A SuCCZ’l)l(x', v)))
maxp(z) := Blue(z) A Va'. Blue(z') — =E(x,2’)
max? () := Blue(z) A encoding] (z) A max'z (x)
root”(x) := Blue(z) A Va'. Blue(z') — ~E(z', z)
Notice that all quantifiers in the above formulas are guarded by color guards such that every subfor-
mula of the form V. n for any variable 2 and any formula 7 is either equivalent to Vz. Blue(x) — 7’
or to V. Red(xz) — 7’ for some 7. Similarly, every subformula of the form Jy.n for any variable y
and any 7 is either equivalent to Jy. Blue(y) A 7’ or to Jy. Red(y) A7’ for some n’. Regarding the

length of formulas, it is easy to check that the length is polynomial in A for most of the formulas.
b,b . . . b,b (s
For succ,””(x,y) this also holds true, as there is only one recursive reference to succ,”; (', 2).

For succz’r(x y) the matter is slightly more complicated. We have one recursive reference to

succz bl (2',z) and one to SuCCZ (2’ 2). But we have already discussed that SUCCZ bl (¢,2) is a
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formula of polynomial length in /. Hence, the overall length of succt,;’r(x, y) is also polynomial in h.
Notice that the slightly optimized definition of bucc P(z,y) — and, by analogy, also of suce,” (z,y)
— is necessary to avoid an exponential length of the formulas succlﬁ’r(:c, y) and succfl’b(z, Y).

For the rest of the present proof we use the abbreviations u éz 44 vand u &), v instead of

él{:ﬁii v and u &7 _& v, respectively. We finalize the definition of the above formulas in two

steps. In the first step, we push negation signs into the scope of quantifiers so that no quantifier lies
within the scope of any negation sign. In the second step, we successively replace every subformula
of the form Jy. Blue(y) An with Jy. Blue(y) AVov. (Blue(v) Ay §Z+4 v) — n[y/v], where we assume
v to be fresh (one fresh variable for every replaced subformula). We proceed analogously for every
subformula of the form Jy. Red(y) An. The outlined transformations lead to formulas whose length
is still polynomial in h.

With these tools at hand, we can now define the sentence ygr j, as follows:

PSFh = XA hpa AN XT s
A (Yzz'.Red(z) A E(x,2") — Red(z'))
A (Vza'.Blue(z) A E(z,2") — Blue(z'))
A (Vz.Red(z) — —Blue(z))
h+3
Vz. (-Red(z) A —Blue(z)) « \/ (Li(z) Vv L}f(x)))

i=1

A ( Jy. Blue(y) A root”(y) A min®(y)) Vv (Jy. Red(y) A root’ (y) A minr(y))>

>

A (Blue(z) A root”(z))

— (max',ZJr2 (z)
V (3y. Blue(y) A (Vy'. Blue(y') Ay §2+4 Y — root”(y') A suchf2 (z.y))
Vv (Hy. Red(y) A (Vy’. Red(y') Ay &4 ¥ — root™ (y') A Succz+2(x y )))))

A (V:c. (Red(z) A root”(z))
— (maxzw (x)
V (3y. Blue(y) A (Vy'. Blue(y') Ay &y, y' — root®(y') A succz’_lfr2 (z,9))
V (Jy.Red(y) A (V. Red(y') Ay &)1 4 y' — root™ (i) Asucey’ o (x, y’)))))

The sentence gr 5, is not yet in SF. What still causes trouble are the two subformulas root”(x)
and root'(x) that occur in the antecedents of implications (all other abbreviated subformulas —

except for y &), 4y andy le 44 ¥ — in implications occur exclusively in the respective succedent).
Recall that root”(x) abbreviates Blue(x) A Vz'. Blue(z') — =E(z,2’). We define an alternative
variant

root’”(x) := Blue(z) A Va'. Blue(z') — 3y/. Blue(y/) A 2 Ay A-ElY x) .

Then, a prenex form of any sentence of the form Vz. Blue(z) A root’b(x) — 1 belongs to SF, if n
satisfies the necessary separateness conditions. Shifting the quantifiers from the antecedent of the
implication to the front yields

Vz3z'Vy'. Blue(z) A (Blue(x) A (Blue(z') — Blue(y') Az élfl Y AN-EW, I’))) -,

where we can easily check that the separateness conditions are satisfied for the antecedent of
the implication. The formula root’” (z) is defined in analogy to root’ b(ac). We now replace the

~b
UNQ+4/U’
U%h+4v

PSF,h
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subformulas root?(x) and root*(z) in ¢sr ;, that occur in the antecedents of implications with the
alternatives root’ b(a:) and root’" (x). The result is almost an SF sentence, but technically only a
variant of ygp  is in SF in which all quantifiers are shifted to the front. Shifting quantifiers can be
done in a straightforward fashion. This finishes the construction of the sentences ¢gr,p, each of
which has a length polynomial in h. Like for the sentences @) before, it is not hard to check that
every Jp . € CFp is a model of ¢gp p.

For the rest of this proof we fix some nonnegative integer h > 0. Consider the sentence ¢gsr 5
and suppose there is some equivalent sentence 1 in Gaifman normal that has a length of at most
2™ 1. Let 11,...,n1 be a list of all the basic local sentences that occur in 1. Each 7, has the
form

ypou, N\ distsar, () AN weu))

1<i<j<je 1<i<yje

Let K := ) .y« je- By virtue of our assumption regarding the length of ¢, we know that
L<K<2Mm

The class CF, contains 2M+2 forests Fy, . For every set S C [L] we define Cs to be the class
of all forests Fj p € CF}, for which we have Fj, i |= 1, if and only if £ € S. Then, there must be
some S, C [L] for which Cg, contains at least

oth+2 oTh+2

i L Th
of >2Th+1 > 2" > L

structures. For every Fj € Cg, and every ¢ € S, there are nodes c’f7l, . ,c?e’e such that

Fii = ve(ch?) holds for every i. Let Dy := UlSESL{CIf’Z, ce cz’é}. We distinguish the following

two cases, where the set F§ := Red”"* U Ui<j<na L;»f’“’“ denotes the red part of Fp i

If there is any k for which none of the domain elements Cf’e belongs to Fj,, then none of the
neighborhoods Nz ,k(c'];7€) contains any elements from Fj. Hence, the substructure F’ of
Fh,r induced by the domain Fj 5 \ Fj, still satisfies any sentence 7, if and only if £ € S.
Consequently, we have F' = pgp . But this contradicts the fact that ypgp 5 stipulates the
presence of all trees 7(0),...,7(2"*2 — 1) in 7/, in particular the tree 7 (k), which does

not occur in F'.

Otherwise, the red part Fj, of each of the structures Fj € Cs, contains at least one of the
cf’e € Dj. Recall that there are at most L < 2™ distinct rg-local formulas in 1, but at least
2T gtructures Fhni inCg,. Let ]:Ifb,k be the substructure of 7}, ,, induced by its red part Fj,.
Then, because of L < 21" < |Cg, |, there must be some k, such that for every 1, with ¢ € S,
and every d € Fj with d = cf*’z for some 4 there is some kg # k. such that Fj ;= 9(e) for

kgl

1

ck"’e}.

some e € {c;*", ..., e

We create a new structure A that is the disjoint union of the following structures:

e the substructure ]-“,‘;k* of Fp . induced by the blue part of Fp ., i.e. by the set
Foken bFh,kx
Blue” ™* UUlgjgh—z L ,
e the substructures Fj , for every £ € S, and every d € F with d = cf*’é for some 1.

First of all, we notice that A does not contain a representation of the tree 7 (k.). Hence,
A [~ s n-

On the other hand, we have A |= 7y for every ¢ € S,.. More precisely, for every ¢ € S, we
observe

Al /\ dist>gw(ef,e§)/\ /\ Pu(e)

1<i<j<je 1<i<je
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where the domain elements ef are defined as follows. For every ¢ with blue cf*’e, ie.

k*’e € Dy, \ Fj._, we set el = k . For every ¢ with red ck*’[ ie. ck*’lZ € Fy., we set el i=e
for the element e that orlgmates from the substructure F, ,2 Ky for which Fh kg |: e(e). Since
the formulas 1, are ry-local and since there are no links in the Gaifman graph of A between
the nodes stemming from the disjoint substructures forming A, we get

A= /\ distsor, (ef,eﬁ) :

1<i<j<je

Moreover, for every £ € [L]\ S, we have Fj y, = —n¢ and Fp g, = —mg for all d € Fj,_. That
is, for any structure F among these structures we have

f)ZVyf-~-y§[( A dist>2n(yf’y§))—> \ ) -

1<i<j<jp 1<i<j,

Let F’ be the corresponding substructure among F, ik;, g, and Fp . with d € Fy . The Gaifman
graph of 7’ can be obtained from F’s Gaifman graph by entirely removing one connected
component and leaving the rest untouched. Since all formulas v, are ry-local, ' also satisfies
the above sentence. In other words, we have F’ |~ ny. As A is the disjoint union of all these
substructures, this also yields A }= n, for every ¢ € [L] \ S..

In summary, for every ¢ € L we have A = 7, if and only if £ € S*. Consequently, A | 1.
This contradicts our earlier observation A = pgr ;, and our assumption that ¢ is semantically
equivalent to g p.

As both cases lead to a contradiction, the sentence ¢ cannot exist. O

One of the interesting aspects of the proof of Theorem 3.3.18 is that — in contrast to the proof
of Theorem 3.3.11 — we do not restrict the whole domain to a finite set. Instead, we only restrict
subdomains whose elements are affected by non-separated quantification. In Section 5.3.1 we
will show related techniques with which we can enforce large-sized subdomains in models for SF
sentences.

The results in the present section evidently show that the transformation outlined in Lemma 3.3.10
is a useful tool for proving lower bounds. On the one hand, we have derived lower bounds regarding
the computational hardness of SF-Sat. On the other hand, we have shown that for every positive k
SF sentences can be k-fold exponentially more succinct than equivalent BSR sentences or equivalent
sentences in Gaifman normal form. Unfortunately, the presented translation methodology does not
help in the quest for new decidable first-order fragments. The reason is simply that we already
need arguments leading to a small model property before we can start the translation process, as
we need information about the size of the models that have to be considered.

3.4 The Generalized Bernays—Schonfinkel-Ramsey Fragment
(GBSR)

In this section we extend the separated fragment even further. Recall that SF contains relational
sentences 3zVxX;3y; ... VX,3y,. 9 in which the sets x; U...UX, and y; U...U ¥, are separated.
The exemption of the leading existential quantifier block from the separateness conditions may
lead to certain co-occurrences of existentially and universally quantified variables in atoms. Such
co-occurrences are in some sense benign, as they do not pose an obstacle to the construction of
algorithms that decide the satisfiability problem. For the moment it is not clear whether the leading
existential quantifier block is the only possible source for such nicely behaving co-occurrences with
universal variables. Indeed, we shall see shortly that the benign co-occurrences in SF are only
the first sign of a more general notion. Exploring this emerging pattern leads to the definition
of another decidable fragment of first-order logic, the generalized Bernays—Schénfinkel-Ramsey
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fragment — GBSR for short. Although the formal definition of GBSR subsumes all SF sentences,
it can be considered a natural generalization of the original Bernays—Schonfinkel-Ramsey fragment;
hence the name.

Intuitively speaking, a GBSR sentence ¢ has the form Vx;3y; ... VX, 3y,. ¥ with quantifier-free
1 that may contain equality and possesses the following properties. Each atom in ¢ only contains
variables from a subsequence of ¢’s quantifier prefix of the form 3*V*. If two atoms share a
universally quantified variable, the same quantifier subsequence is used for both atoms.? Notice
that the idea of restricting subsequences of nested quantifiers (instead of prefixes of sentences in
prenex normal form) has also been used for other fragments, e.g. Maslov’s fragment K (cf. page 25).

Definition 3.4.1 (Generalized Bernays—Schonfinkel-Ramsey fragment (GBSR)).

Let ¢ :=VX13y1 ... VX, 3Vn. ¥ be any relational first-order sentence with equality and quantifier-free
1. Let At be the set of all atoms occurring in ¢ and let X : =% U...UX, andy:=y1 U...U¥y,.
The sentence ¢ belongs to the generalized Bernays—Schonfinkel-Ramsey fragment (GBSR) if and
only if we can partition At into sets Atg, Atq, ..., At, such that

(i) for every i, 0 < i < n, we have vars(At;) Cy1 U...Uy; UXi41 U...UX,, and

(ii) for all distinct 1,5, 0 < i < j < n, we have vars(At;) Nvars(At;) Nx = 0.

Clearly, the main difference between SF and GBSR lies in the concession policy regarding
benign co-occurrences of existential and universal variables. The following example gives a first
impression of GBSR sentences and how they can be translated into BSR.

Example 3.4.2. Consider the first-order sentence o := JuVxIyvz. (P(u7 2) AN Q(u, x)) Vv (P(y, Z) A
Q(u,y)). It belongs to GBSR, as witnessed by the following partition of its atoms: Aty = 0,
Aty = {Q(u,2)}, Ata = {P(u,2), P(y,2),Q(u,y)}, Atz = 0. Obviously, v neither belongs to BSR
nor to SF. As universal quantification does not distribute over disjunction, the quantifier ¥Vz cannot
be shifted inwards with the standard quantifier shifting rules from Lemma 1.0.1 alone. However,
it turns out that the transformation methods that we have first met in Section 2 and which we
applied to transform SF sentences into equivalent BSR sentences also facilitate a translations of
GBSR sentences into BSR sentences. We shall elaborate on this in Section 3.5. For ¢ we get the
equivalent BSR sentence

¢ = FuyVzzv. ((P(u,z) V P(y,z)) A P(u,z) A Q(u, x))
V ((P(u,2) V P(y, 2)) AQ(u,y) A Q(u, 2))
Vv ((P(u, V)V P(y,v)) AQ(u,y) A P(y,v)) .

In contrast to SF, it is not immediately clear whether membership in GBSR can be tested
efficiently. However, we can easily show that this is indeed the case.

Theorem 3.4.3. Deciding membership of first-order sentences in GBSR can be done deterministi-
cally in time that is polynomial in the length of any reasonable encoding of the input sentence.

Proof sketch. Suppose we are given a first-order sentence ¢ := VX1377 . .. VX, 3y,. ¥ with quantifier-
free ). Let X ;==X U...UX, and y := y1U...Uy,. We define the undirected graph G, := (V, E) by
setting V' := x and F := {(z,2’) | there is an atom in ¢ containing both = and z'}. A connected
component in G, is a maximal subset C' C V such that for all distinct variables x,2’ € C the
transitive closure of E contains the pair (x,z). The set of all connected components in G, forms a
partition of V. For every connected component C' in G, we denote by at(C) the set of all atoms
in @ which contain at least one variable from C. For every index k, 1 < k < n, we denote by aty,
the smallest set of atoms such that atj; contains all atoms taken from ¢ in which variables from
¥i occur and for every connected component C' in G, containing a variable « € vars(aty) we have
at(C) C aty,.

We partition the set of all atoms in ¢ into parts :;507 2;517 R évtn, where éjok = aty \ U£>k aty
and at collects all atoms in ¢ that do not belong to any aty, with k& > 0. For every k, 0 < k < n,
we write X}, to address the set vars(aty) N X.

3This intuitive explanation is based on the report of an anonymous referee the author of the present thesis
received for a submission to LICS 2018.
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Claim I:

(i) For all distinct indices k, ¢ we have X; N X, = (.
(ii) For every k we have vars(aty) Ny C Ui<e<r e

(iii) If we have vars(aty) NX, = 0 for all k, £ with 1 < ¢ < k < n, then we have for every ¥/,
1<k < n, that Xy C Uk’<£’§n Xy .

Proof:
Ad (i): Suppose there are distinct indices k, ¢, k < ¢, and a variable © € X} N X,. Then, there
must be atoms Ay € at, C at and A, € aty C aty, both containing x. Let C' denote the
(unique) connected component in G, to which « belongs. By definition of at(C'), both Aj and
Ay belong to at(C). Therefore, we have {Ay, A;} C at(C) C aty. But since atj, C aty, \ aty,
Ay, cannot belong to aty. This yields a contradiction.

Ad (ii): Let k < n be some non-negative integer. Since for any ¢ > k at, contains all atoms
in which a variable y € §, occurs, aty C aty \ aty cannot contain any occurrence of y.

Ad (iii): Let k£ < n be some non-negative integer. Suppose we have vars(aty) N J,<, Xe = 0.

Because of X, = Vars(gt;g) Nx C vars(aty) N X, we conclude Xy NJ, <, X = 0. Hence, we
have Xj, C UZ>/€ Xy. O

Claim II: The sentence ¢ belongs to GBSR if and only if for all k, ¢ with 1 < ¢ < k < n we have
vars(atg) NXe = 0.

Proof: The if-direction follows immediately from Claim I, if we set Aty := aty, for every k.

The only if-direction can be argued as follows. For every i, 0 <1 <mn, let X/ := vars(At;) NX.
Consider the graph G,. Since the X7, ..., X], are pairwise disjoint, they induce subgraphs of
G, that are not connected to one another. Moreover, for every connected component C' in G,
there is one X such that C' C X/. This entails that for every connected component C' in G,
there is some At; such that at(C) C At;. By definition of aty, we have aty C Aty U...U At,
and, moreover, vars(aty) NX C X411 U...UZX,. This means, vars(aty) N %, = @ for every ¢,
1<(<k. O

Claim II yields a criterion to decide whether ¢ belongs to GBSR or not. It remains to convince
ourselves that this criterion can be checked deterministically in polynomial time. Given ¢, the graph
G, = (V, E) can be constructed in time that is quadratic in [[¢||. We observe [V| = |x| < [len(yp)|

and |E| < (l’;‘) < (len(cp))Z. Using efficient disjoint-set data structures, the connected components
of G, and the sets at;, can be computed in time that is polynomial in ||¢|. The sum of the lengths

of the atoms in atq,...,at, is at most n - len(p) < (len(go))Q. Finally, the test whether we have
vars(aty) NXe = 0 for all k, £ with 1 < £ < k < n can be done in time that is polynomial in |¢||. O

GBSR has been advertised as an extension of SF, which in turn contains BSR and MFO. Indeed,
given an SF sentence y := 32V, 37y ... Vi, 3V,. X/, we can partition the set of x’s atoms into two
nonempty sets Aty, At,, such that vars(At;) CzU T U... U1, and vars(At,) CzUV; U...U¥,.
This partition obviously satisfies the requirements of Definition 3.4.1. On the other hand, the
sentence ¢ from Example 3.4.2 belongs to GBSR but not to SF. Hence, GBSR is a proper extension
of SF.

Proposition 3.4.4. GBSR properly contains SF and, hence, BSR and MFO.

By Theorem 3.1.5, GBSR in addition semantically subsumes MFO, like SF does.

We shall discuss two ways of showing that the satisfiability problem for GBSR sentences (GBSR-
Sat) is decidable. The first approach is of a syntactic nature, based on an effective translation
from GBSR into BSR. We elaborate on this in the next section. The second approach uses
model-theoretic techniques to directly establish a small model property. In Section 4.2 we will
consider model-checking games for GBSR sentences and prove the existence of a special kind of

GBSR-Sat
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winning strategies that induce finite models for satisfiable GBSR sentences. Both approaches in
the end lead to upper bounds on the computational complexity of GBSR-Sat. We shall pick up on
this topic in Chapter 5.

3.5 Translation of GBSR into BSR

Like for SF there is an effective equivalence-preserving translation from GBSR into BSR. It
essentially follows the same lines as the SF-BSR translation and is also mainly based on the
standard laws of Boolean algebra and quantifier shifting. However, the additional benign co-
occurrences of universally and existentially quantified variables in GBSR sentences require a bit
more attention. Roughly speaking, we iteratively (re-)transform a given GBSR sentence into
particular syntactic shapes and apply quantifier shifting so that we eventually obtain a formula in
which no existential quantifier occurs within the scope of any universal quantifier. We then shift all
quantifiers outwards again — existential quantifiers first —, renaming bound variables as necessary.
The final result is a BSR sentence. Since GBSR contains SF, Theorem 3.2.7 entails that there is
no elementary upper bound on the blowup that we incur in any equivalence-preserving translation
from GBSR into BSR. On the other hand, the blowup for GBSR-BSR translations will not be
significantly worse than in the case of SF-BSR translations. It seems that in this sense GBSR does
not offer much more succintness compared to BSR when describing first-order properties than SF
does.

The accuracy of our analysis of the translation from SF into BSR benefited from measuring the
degree of separateness between existentially quantified variables that stem from distinct quantifier
blocks. Any attempt to a similar analysis for the translation from GBSR into BSR requires a similar,
yet more sophisticated measure. The key difference is that we have to deal with the additional
benign co-occurrences of universally and existentially quantified variables. An appropriate measure
for GBSR sentences is the following

Definition 3.5.1 (Degree of interaction for GBSR sentences). Consider any GBSR sentence
@ = VX13y1 ... VX, 3Vn. ¥ in which ¢ is quantifier free. In analogy to Definition 3.2.1, we say
that any variable y € §; has index j, denoted idx(y) = j. For any nonempty set V C vars(p) and
any positive integer k we say that V has degree k in ¢, denoted O(V, @) =k, if k is the mazimal
number of distinct variables vy,...,vx € V with idx(v1) < ... < idx(vy). We say that the GBSR
sentence ¢ has degree k, denoted O3y(p) = k, if k is the smallest positive integer such that we can
partition vars(yp) into m > 0 parts Vi, ..., V,, that are all pairwise separated in ¢ and for which
k=max{k; | 9(V;,¢) =k;;1<j<m}.

The analysis of the incurred blowup when translating GBSR into BSR will be significantly
more accurate when we base it on the degree of interaction of variables from distinct quantifier
blocks rather than on the number of occurring V3-alternations, for instance. Even this difference
in the outcome of the analysis cannot be elementarily bounded in the worst case.

Lemma 3.5.2. Let ¢ := VX397 ...VX,37,. ¥ be any GBSR sentence with quantifier-free 1. There
exists a quantifier-free first-order formula ' (@, ¥) such that ¢’ := 3aVv. ¢’ (T, V) is in standard form
and equivalent to p, and all literals in ¢’ also occur in ¢ (modulo variable renaming). Moreover, U

contains at most [|? - 0w (i) - (2195v()(2- len(cp)))QHV(w leading existential quantifiers.

Proof sketch. Without losing generality, we assume that ¢ is in standard form. Let At, X, and §
be defined as in Definition 3.4.1 and let Atg, Atq,...,At, be some partition in accordance with
Definition 3.4.1. Let Ly, L4, ..., L, be the corresponding partition of the set of literals occurring
in ¢, i.e. every At; is exactly the set of atoms occurring in £;. Furthermore, let X; := vars(L£;) NX.
By Definition 3.4.1, we observe the following:

(I) For all distinct indices k, ¢ we have Xj N X, = (.

(IT) For every k we have vars(L;) C 71 U... Uy URp1 U. .. UX,.
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We transform ¢ into an equivalent formula in CNF of the form

V1351 - V%0 350 AN (R %) V) (71, K2, R0) VL

el
1 — — — 1), - —
\ X;rz_l(}’lv cee 7Yn71axn) \ XEJ)L(ylv e 7Yn)

where
(a) the set I is a finite set of indices,
(b) the XE},{(yl, ..+, ¥n) are disjunctions of literals \/; . Li(¥1,...,¥n) Where the sets K; are
finite, pairwise disjoint — also disjoint with I — sets of indices,
(c) the XE}J) (F1,---,¥j,Xj+1,- .-, Xyp) contain exclusively literals from C;.
By virtue of Lemma 3.2.4, there is an equivalent formula of the form

n—1
oo _ 1), _ _
¢ = VX35, .. YR, /\ (\/\/xi(-vj)(yh...,yj,xj+1,...,xn))
SEPI\D i€S j=0

v \/ (3}‘%. /\ Lf(i)(yla-wa}_’n))

fer €S

where F is the set of all selection functions over the family of index sets (K;);cr. Applying ordinary
quantifier shifting and exploiting the disjointness of the sets X (cf. (I)), we shift the universal
quantifier block Vx,, inwards and thus obtain

n—1
(p” = V)’qﬂyl...ﬂyn_l. /\ ((\/ V(f{nﬂX]) \/Xg}j>(y17~-~ayj;§(j+17-~-a}7{n))
SePI\®  j=0 =
V(N X))\ Tge N\ Lf(i)(yl,...,yn)) :
fer i€S
Notice that any distinct Xglj) and XE'I)] that remain in the scope of any V(%, N X;) exclusively
contain literals from £;. Although the universal quantification in the last conjunct is vacuous, we
write it here for the sake of clarity. We regroup the disjuncts in ¢ as follows

(p” = V}Zlﬂyl SN 3}%—1-

n—1
A ((\/ Yz NX;). \/ xE}}(yl, ... ,yj,xj+17...,>zn))

SePI\G j=0 €S

2 oo -
= X5 (F1e 53R 1 K1)

v (V(}_{" NXn-1) Vies Xz('}z—1(y17~-~,}7n—1,in))
v (erf In- Nies Lf(i)(ihm,}_’n)))

2 = —
= XE?,)Zn—l(YIwaYn—l)

We now iterate these two steps in an alternating fashion until all quantifier blocks have been shifted
inwards in the described way. The result ¢ has a tree-like shape with respect to the nesting of
scopes of universal and existential quantifier blocks interspersed with conjunctions and disjunctions
such that every atom A(¥1,...,V:,Xit1,.-.,X,) that belongs to the partition At; lies exactly in
the scope of the quantifier blocks 3y1,...,3y;, V(Xi+1 N Xi), ...,V (X, N X;). Figure 3.3 illustrates
the situation in a simplified way.

We observe that every subformula Vz.7 of (2™ that is not in the scope of any other universal
quantifier has the shape

V(fcij).\/V(icmij).\/(...(\/ VE.NX;). n;(yl,...,yj,ijﬂ,...jn))...) :

4y 12 ln—1 k€K, . ..t,_
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T

V(%1 N Xo) EMgl
V(f{z n Xo) V(ig n Xl) dyo
V(%3 N Xo) V(%3 N X1) V(%3 N X2) 375

Figure 3.3: Nesting of quantifier blocks in the formula ¢,

are certain index sets. By a similar transformation as we have

applied in the proof of Lemma 3.2.5 to transform the subformulas n(g%) into 17((12), we can exploit the

pairwise separateness of the sets Vi,...,V,, in ¢ and transform the above subformula into

for some j where the sets Ky, .. ¢

tn—1

\/ V()_Q n Xj n Vh) \/v()_(i—‘ﬂ N Xj n Vh) \/( ..

1<h<m e 2,
(\/ VN XNV \/ nﬁc(yl,...,yj,xjﬂ,...,xn)) )
b ()
! keK@’f ,,,,, L
where the K é,ll ) v K (E,in ) p  are certain pairwise disjoint index sets. The resulting structure
el 0l

of quantifier nestings is depicted in Figure 3.4. Afterwards, we do a similar transformation for

e e

V(f(l n Uo,1) V. V(il n Uoﬁm) dy1

| | B e

V(%2 N Uo,1) V(%2 N Uo,m) V(x2NUi1) ... ¥Y(X2NUim) 3y2

| | | | T

V(%3N Uo,1) V(%3 N Uo,m) V(xsNUi1) V(%3N Ui,m) V(xsNUz1) ... V(X3NUzm) Jys

e

Figure 3.4: Tllustration of the nesting of quantifier blocks in ¢(?™ after narrowing the scopes of
universal quantifiers with respect to the sets Vi, ..., V,, that are pairwise separated in ¢(>"). The
sets U; ;, denote the intersection X; N V.
the existential quantifier blocks in ¢*™). Figure 3.5 depicts the resulting nesting structure of
quantifiers. We denote the sentence resulting from ¢(") after the described transformations by ..

From this point on we argue along the same lines as in the proof of Lemma 3.2.5 to obtain
an upper bound on the subformulas in ¢, that do not occur in the scope of any quantifiers. Let
L,(V},) denote the number of literals occurring in ¢ that contain at least one variable from V3.
Moreover, let £ be the least upper bound for all [£,(V},)|. Since the nesting depth of quantifiers
in @, is bounded from above by d3v(p), adapting the arguments from the proof of Lemma 3.2.5
entails that there are no more than 2793v(¥) (k + n) different subformulas (not occurrences thereof!)
of the mentioned kind. The term s + n (in contrast to only x in the original proof) accounts for
the fact that the subformulas may contain a certain mixture of existential and universal quantifiers.
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/’v

V®iNUo) ... YZiNUom)  3(F1NW) " 3(§1 N Vin)
V()?g n U0,1) V()?z n Uo,m) V()?Q n U1,1) 3()72 n Vl) V(f(z n U1?m) 3()72 n Vm)
V(f(g n UO,I) V()_Cg n Ugym) V(}_(:g n U1,1) V()_Cg n U2,1) 3(3_13 N Vl) V()_(3 n U17m) V()_Cg n Uz,m) 3()_13 N Vm)

T

Figure 3.5: Illustration of the nesting of quantifier blocks in ¢ after narrowing the scopes of
universal and existential quantifiers with respect to the pairwise-separated sets Vi,...,V,,. The
sets U; ;, denote the intersection X; N V.

228 2k

More precisely, we now have 222”7 instead of 22°  different subformulas, and the former
expression is bounded from above by 2793%(#) (k4 n).

After shifting all quantifiers in ¢, outwards in an existential quantifiers-first manner, we
obtain a BSR sentence that is equivalent to the original GBSR sentence ¢ and contains at most

1712 - Bav(p) - (219209 (ks + n))BHV(w leading existential quantifiers. O
The just proven lemma can be reformulated into the following less technical theorem.

Theorem 3.5.3. Every GBSR sentence is equivalent to some BSR sentence whose length is
O3y (p)-fold exponential in the length of the original.

The theorem also holds in the presence of constant symbols: every GBSR sentence ¢ with
constant symbols is equivalent to some BSR sentence ¢’ with the same constant symbols.

After transforming a satisfiable GBSR sentence into an equivalent BSR sentence, the number
of leading existential quantifiers induces an upper bound on the size of small models — every
satisfiable GBSR sentence has such a small model. By virtue of Theorem 3.5.3, the small model
property of BSR (with or without constant symbols), spelled out in Proposition 3.1.6, can be
transferred to GBSR.

Corollary 3.5.4. Ewvery satisfiable GBSR sentence ¢ has a model whose size is at most Oay(p)-fold
exponential in the length of p. Moreover, GBSR-Sat is decidable, even if we allow constant symbols
to occur.

In Section 4.2 we present a different, a model-theoretic approach to GBSR-Sat which culminates
in a direct construction of models. That approach facilitates deriving an upper bound on the
size of small models as well. In order to formulate this bound accurately, we introduce a related,
yet somewhat complementary notion of degree based on the interaction of universally quantified
variables in atoms.

Regarding lower bounds, the result formulated in Theorem 3.2.7 immediately entails that there
are GBSR sentences that inevitably lead to a non-elementary blowup when translating them into
equivalent BSR sentences. Moreover, Theorem 3.3.18 is also relevant for GBSR. It means that for
every natural number k there are GBSR sentences whose shortest equivalent in Gaifman normal
form is k-fold exponentially longer than the original.

3.6 Taking Boolean Structure into Account

In this section we briefly look into the quest for gaining additional information from the Boolean
structure of formulas. A trivial first observation in this context follows from Lemma 3.5.2 and the
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fact that every A-V-combination of BSR sentences is equivalent to some BSR sentence of the same
length.

Proposition 3.6.1. FEvery A-V-combination of GBSR sentences is equivalent to some BSR sen-
tence.

Next, we increase the level of difficulty slowly and consider two special cases of GBSR sentences
in conjunctive normal form (CNF) and in disjunctive normal form (DNF') where the translation
into BSR does not lead to any blowup regarding the length of formulas.

Proposition 3.6.2. Consider any GBSR sentence ¢ := VX13y1 ...VX,37n. /\:11 1; where the ¥;
are disjunctions of literals. Let § := §1U...U¥,. Suppose that for any two distinct indices 4,7’ the
sets vars(1;) Ny and vars(v; )Ny are disjoint. Then, ¢ is equivalent to 31 ... §,VX1 ... K. Ny Vi

Proof. By assumption, we can use quantifier shifting to transform ¢ into an equivalent sentence of
the form /\zll VX13¥1 ... VX, 3¥n- ¥; — for simplicity, some instances of vacuous quantifiers have
been introduced, i.e. quantifiers Qu. y where v does not occur in y. The lemma follows immediately
from the following auxiliary result.

Consider any GBSR sentence ¢’ := VX13¥; ... VX, 3¥,. ¢ in which 1 is a disjunction of literals.
This means, we can rewrite v into a formula of the form

Xo(X1s- 5 Xn) VX1(T1: X2, -5 Xn) Voo V X—1 (F15 -5 T 15 %n) V X (15 - - V)

where none of the disjunctions x;, x; with ¢ # j share variables from X :=%; U...UX,. For every
1,0 <i <mn,let X; :=vars(x;) NX. Then, ¢ is equivalent to

(VXo. x0(X1,. . %)) V (F51VX1 x1(F1, %2, -, X))

\ (3}71 e ?nAVanl- anl(ylv e 7yn71)7 Xn)
V(351 TnXn(F1 -1 Tn)

which is a disjunction of BSR sentences. Shifting the quantifiers outwards in the right order yields
the equivalent BSR sentence 331 ...7,VX1...X,. 9. O

As quantifier shifting is sufficient to transform the special kind of sentences treated in Proposi-
tion 3.6.2 into BSR sentences, the translation does not lead to a blowup in formula length. Hence,
any satisfiable sentence ¢ of this kind has a model whose domain contains at most len(y) elements.

Next, we briefly discuss the dual case of GBSR formulas in DNF where disjuncts do not share
universally quantified variables.

Proposition 3.6.3. Consider any GBSR sentence of the form ¢ := VX13y1 ...YX,3¥n. Vi ¥i
where the 1; are conjunctions of literals. Let X := X1 U ... UZX, and suppose that for any two
distinct indices j,j' the sets vars(y;) NX and vars(y;) NX are disjoint. Then, ¢ is equivalent to

g1 Va1 X Vi i

Proof. Again, quantifier shifting and the introduction of vacuous quantifiers can be used to
transform ¢ into an equivalent sentence of the form A", VX131 ... VX, 37, 1;. The lemma follows
immediately from the following auxiliary result.

Consider any GBSR sentence ¢ = VX13y7 ... VX,3¥,. % in which v is a conjunction of literals.
Again, we can regroup the literals in this conjunction so that ¥ has the form

Xo(X1s o Xn) AX1T(T1:X2, o5 Xn) A v o A Xn—1(F1, -+ Tne1:Xn) A Xn(F15 -+, Fn) -
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Then, ¢ is equivalent to

(VX1 ... % X0 (X1, - ,xn))A(Hyl. (VX2 ... Xn.x1(F1,%2, .., %))
A (ayz.

A (Hynfl- (Vf(n anl(yla v 7yn717 in))

A (ayn.Xn(yl,...%)))...)) .

From this we obtain the BSR sentence 3y ...¥,VX1 ...X,. 9 by shifting quantifiers outwards in
the right order. O

Both propositions refer to special cases of GBSR sentences where the translation into BSR
requires very little effort, as only quantifiers need to be shifted. Moreover, the sentences are
required to possess a very specific Boolean structure. The latter requirement can be weakened to
some extent. As any quantifier-free formula can be converted into conjunctive or disjunctive normal
form, one could simply extend Propositions 3.6.2 and 3.6.3 to formulas that can be transformed
into formulas of the described shape. In other words, the original formula need not satisfy the
requirements, but a certain normal form has to. But then, checking whether a given formula falls
into the syntactic category in question may require exponential time, in the worst case, as the
normal form transformation can cause an exponential blowup regarding formula length.

Alternatively, we can use an approximation of the normal form that yields enough information
to make an informed decision without requiring the expensive construction of conjunctive or
disjunctive normal forms.* Suppose we are given a quantifier-free formula ¢ in negation normal
form. From its Boolean structure we can read off which literals will end up in a common conjunction
when we transform 1 into DNF using exclusively the basic laws of Boolean algebra: associativity,
commutativity, distributivity of A over V — the latter is only used in the direction from x1 A(x2Vx3)
to (x1 A x2)V (x1 A x3). Each application of these rules preserves the following property: we call
two atoms A, B conjunctive companions in 1, if 1) contains a subformula 1 A x2 such that A occurs
in x1 and B occurs in X2 or vice versa. There is also the dual notion of disjunctive companions in
1, which applies to atoms A, B if ¢ contains a subformula y; V x2 such that A occurs in x; and B
occurs in g Or vice versa.

Lemma 3.6.4 (Invariance of conjunctive and disjunctive companions).

(i) Let ¢ := (x10x2) o x3 and ¢’ := x1 0 (x2 © x3) be formulas with o € {A,V}. Two atoms
A and B are conjunctive (disjunctive) companions in v if and only if they are conjunctive
(disjunctive) companions in '

(1i) Let v := x1 0 x2 and ' := xa 0 x1 be formulas with o € {A,V}. Two atoms A and B are
conjunctive (disjunctive) companions in ¢ if and only if they are conjunctive (disjunctive)
companions i 1’.

(iii) Let v :=x1 N (x2Vx3) and ' := (x1 Ax2) V(x1 Ax3). Two atoms A and B are conjunctive
companions in v if and only if they are conjunctive companions in ' .

(i) Let v := x1V (x2Axs) and ' := (x1V x2) A(x1V x3). Two atoms A and B are disjunctive
companions in 1 if and only if they are disjunctive companions in v'.

Proof Sketch. The proof is straightforward and proceeds by case distinction with respect to the
subformulas in which A and B occur. O

4The approximation scheme we discuss here was already used in [Ko316], Section 3.2, under the label conjunctive
associativity. Kosta makes use of the concept in order to substantially reduce the size of elimination sets in the
context of quantifier elimination by virtual substitution. Basic ideas in this direction were already present in [Dol00].

conjunctive
and
disjunctive
COmpanions



64 CHAPTER 3. NOVEL DECIDABLE FIRST-ORDER FRAGMENTS

For every quantifier-free formula v in negation normal form Lemma 3.6.4 entails that two
atoms are conjunctive companions in % if and only if they are conjunctive companions in an
equivalent formula v’ in DNF, provided that ¢’ has been derived from 1 by applying exclusively
the Boolean laws of associativity, commutativity, and distributivity of A over V. Dually, two atoms
are disjunctive companions in % if and only if they are disjunctive companions in an equivalent
formula " in CNF, provided that ¢” has been derived from % using exclusively the Boolean
laws of associativity, commutativity, and distributivity of V over A. This leads to the following
observation.

Definition 3.6.5 (Conjunctively and Disjunctively Connected Sets of Variables and Atoms).
Consider any two sets X,Y of first-order variables and any formula v in negation normal form.
We say that X and Y are conjunctively (disjunctively) connected in v, if there is some x € X NY
that occurs in 1, or if there are two atoms A and B that are conjunctive (disjunctive) companions
in Y such that A contains some x € X and B contains some y € Y. We say that two sets
X,Y of variables are conjunctively (disjunctively) disconnected in v, if they are not conjunctively
(disjunctively) connected in 1.

We extend these notions to mized pairs X, S of sets of first-order variables and of atoms,
respectively: X and S are conjunctively (disjunctively) connected in v, if there exists some x € X
and some A € S that occurs in i and contains x, or if there are two atoms A and B that are
conjunctive (disjunctive) companions in ¢ such that A contains some © € X and B belongs to S.
We say that X, S are conjunctively (disjunctively) disconnected in v, if they are not conjunctively
(disjunctively) connected in 1.

Lemma 3.6.6. Consider any first-order sentence of the form ¢ := VX371 ... VX, 3y, ¥ in negation
normal form with quantifier-free 1. If for every i, 1 < i < n, the sets Xy U...UZX; and §; are
disjunctively disconnected in 1, then ¢ is equivalent to 3y1...7,YX1 ... Xpn. 0.

Proof. By Lemma 3.6.4, we can transform ) into a formula ¢’ in CNF that is a conjunction of
clauses none of which contains variables from two disjunctively disconnected sets. Hence, 1’ can
be rewritten into the form

(A X z)) AN xiGRes %)) A A (N X1 50))

i€ly i€l i€l

where the index sets Iy, ..., I, are finite and pairwise disjoint, and every x; is a clause. Using
quantifier shifting, we can transform Vx;3y; ...VX,3y,.4’ into the sentence

(V)_(l e Xp. /\ Xi(ila v 7)_(71))

i€l
A (3371. (VX2 %n \ Xi(F1,%2, -, %))
i€l
A (3y2.
A (3yn71. (V%a A\ Xi(T1 s Fn1,%0))
i€l s
A (Eyn. /\ Xi(yl,...,yn))) )) .
i€l

If we now shift quantifiers outwards in the right order, we obtain 3y ...y,VX1 ...X,.%’, which is
equivalent to Jy; ...y,VX1 ... X,. Y. O

The idea underlying Lemma 3.6.6 and the definition of GBSR can be blended to obtain a more
liberal definition of GBSR. In particular, this helps liberalizing requirement (ii) of Definition 3.4.1 up
to a certain degree. The following lemma illustrates a first approach to such a blend of separateness
and disjunctive disconnectedness. Several refinements would be conceivable, but we shall confine
ourselves to this rather simple variant.
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Lemma 3.6.7. Let @ := VX137 ...VX,3y.- ¥ be any relational first-order sentence with equality.
Let At be the set of all atoms occurring in ¢ and let X := X1 U...UX, and § :=y1U...Uy,. Assume
that there is a sequence of subsets At(o),At(l)7 e ,At(”) C At such that for every i, 1 <i <mn, the At®

set y; is disjunctively disconnected from the set At UL UACTY ip 1. Moreover, assume that
for every k, 0 < k <n, the set At can be partitioned into parts Aték)7 e Aték) such that

i) for every i, 0 <1i <k, we have vars A% ¢ yiU...U5;UX11 U...UXy, and
i +
1) for all distinct i,7, 0 <i < j <k, we have vars At™) nvars(AtF) N g = 0, and
i J

(iii) for all distinct k, € and all distinct i,j with0 <k <£<nand0<i<kand0 < j </l we have
vars(At{¥) N Vars(Atgz)) N (X1 U...Ux) = 0.

Then, ¢ is equivalent to some GBSR sentence.

Proof. By Lemma 3.6.4, we can transform ) into a formula 1)’ in CNF that can be rewritten into
the form

P = xRl X)) AXI(RL - X, T A A X (R e, R, Ty, )

where the xy are (possibly empty) conjunctions of clauses, exclusively containing atoms from At
Straightforward quantifier shifting allows us to transform VX;3y; ... VX, 3¥,. 1" into the sentence

(V=1 ... Zn X0(X1, -5 %))
A (v;zlﬂyl. (V=2 .. K- x1(R1s -+, X0, 51))
AN (Vigﬂyg. R
A (Vin—lzl}_’n—l- (v}_(n Xn—l()_(la s 7)_(7”}_/17 cee 7}_771—1))

A (Vinﬂyn.xn(il,...,in,yl,...,yn)>> )) )

Renaming some of the bound variables yields

/"

Q=

(v %O &, ... x0))

A (V)‘(ﬂyl. (vxd . x W (ze, =, x W 5)

A (VXQHS’Q- (V=8 =P e (k1% %Y, 2D, 1, 52))
A (v;zgayg.
A (V}Zn_lzlyn_l. (V=Y o1 (Re, K2, Kay o Kne 1L, XY 51, Faet))
A (Vf{nﬂyn.xn(il,ig,...,Xn,yl,...,yn)>) )) :

For every k, 0 < k < n, we define A’Avt(k) to be the set of atoms occurring in the formula ”Avt(’“)

- - (K _(k) - _
Xk(xl,...,xk,x,(c_gl, . ,xé ),yl,...,yk) .
—~(k
In other words, At( ) is a subset of the atoms from At*) after renaming variables like in ¢/, Due

—~(k —~(k —~(k
to our assumptions, every At( ) can be partitioned into sets Até ), cee At,(c ) such that A\f(k)
K3

—(k
(a) for every 4, 0 < i < k, we have vars(AtZ(» )) Cyi1U...U7;UXi11 U...UikUi,(ﬁlu...Uigf),
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i . o (k) (k) - _ (k)
(b) for all distinct 4,7, 0 < i < j <k, we have vars(Ati ) ﬂvars(Atj ) N (X1 U...UXg U U
U i(k)) =, and
LUy =0,

(c) for all distinct &, £ and all distinet 4, j with0 < k < ¢ <nand0<i < kand0 < j < £ we have

k —(¢ / )
Vars(AtE )) ﬂvars(At§- )) N ()21 U...Uxe U ngk,gn()’(,(c’fjl u...ux? ))) = (.

— ~ —(k
At; Consider the sets At; := U, <4<, Atl(» : for 0 < i < n. Because of (a), we have
vars(At;) Cy1U... Uy Ui U... U, U | (&, UL uxP) . (3.2)
i<k<n

Together with (b) and (c), this entails

vars(At;) N vars(chj) N (5{1 U...Ux, U U ()’(,(;1)1 U...u S(gbk))) =0 (3.3)
1<k<n

for all 4,j with 0 <i < j <n.
Let ¢ be the following formula that results from ¢” by shifting all quantifiers outward:

¢ = V%1371 .. VR, Ty v L xOx gD (D gn-2)g (1)
XO(XgO)a ce 7)_(510)) A Xl(}_(lvig)a s ;Xgl)a}_ﬁ) AR

/\Xn—l(ilw"7in—1ai$ln_1)ayla"'ayn—l) /\X’n(ila"'7}7(7“}717"'75’77,) .

By virtue of (3.2) and (3.3), ¢’ is the sought GBSR sentence equivalent to ¢ O

1"

in the proof of

1"
S

Notice that the maximal possible degree of interaction in the sentence ¢
Lemma 3.6.7 is n + 1. However, we could do the shifting of quantifiers in the last step of ¢
construction in such a way that d3v(¢”) < n. Consequently, the blowup that we incur when
transforming sentences that satisfy the conditions of Lemma 3.6.7 is at most (n+1)-fold exponential
in the length of ¢, since ¢””"’s matrix might be exponentially longer than the original matrix of (.

Example 3.6.8. Consider the sentence
@ = VaixeIYVz 2o. ((P(ml, z1) V P(227ZL’2)) A P(y, zl)) Y, (P(xg, z9) N\ P(z1, :vg)) ,

which satisfies the conditions of Lemma 3.6.7. To see this, we inspect the following witnessing
subsets At and At with their respective partitions:

At = {P(21,21), P22, 22)} and At = {P(y, 21), P(w2, 22), P(z1,72) } -
——

=: At(()0> =: Atgl) =: At((jl)

Proceeding as described in the proof of Lemma 3.6.7, the sentence ¢ can be transformed into the
equivalent sentence

(V!I?ll'QZlZQ. (P(.’El,Zl)VP(ZQ,(Eg) \/P(.’E2722)) AN (P(xl,zl) \/P(ZQ,{EQ) \/P(l'l,xz)))

A (Vx1x25|yVleg. (P(y,zl) vV P(xQ,ZQ)) A (P(y,zl) Vv P(xl,zg))) .

Evidently, each of the two constituents of the topmost conjunction is a GBSR sentence.
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3.7 The Generalized Ackermann Fragment (GAF)

Recall that the Ackermann fragment (AF) consists of all relational first-order sentences in prenex
normal form with an 3*V3* quantifier prefix and without equality. In the beginning of Chapter 3,
we have already outlined that the satisfiability problem for AF is decidable and that this decidability
result has been stretched to several syntactic extensions of AF: AF with equality, the Gurevich—
Maslov—Orevkov fragment — AF plus function symbols of arbitrary arity, and the Shelah fragment
— AF with equality plus a single unary function symbol. Of course, constant symbols may also
be allowed without jeopardizing decidability of the respective decidability problem. The Shelah
fragment has the remarkable property of having a decidable satisfiability problem while allowing
the formulation of infinity axioms. Hence, this class of sentences does not enjoy the finite model
property.

In the present section, we generalize AF to the generalized Ackermann fragment (GAF) in the
same spirit as we have generalizeed BSR to GBSR in Section 3.4. This means we shall devise an
effective procedure that translates any given GAF sentence into an equivalent AF sentence. It will
turn out that this procedure will be compatible with function symbols and equality. That is, our
results will show that GAF with equality is equivalent to AF with equality, GAF with arbitrary
function symbols but without equality is equivalent to the Gurevich—-Maslov—Orevkov fragment,
and GAF with equality and a single unary function symbol in equivalent to the Shelah fragment.
Hence, all these extensions of GAF will be shown to possess a decidable satisfiability problem.

Intuitively speaking, a GAF sentence is of the form ¢ := VX;3y11; ...VX,3y,0,. ¢ with
quantifier-free ¢ and it satisfies the following properties. Each atom in ¢ contains only variables
from some subsequence of ¢’s quantifier prefix of the form 3*V3*. If two atoms share a universally
quantified variable or some variable from the trailing 3*-block of their respective quantifier
subsequence, then they have the same 3*V3*-subsequence as source of all their variables.

Definition 3.7.1 (Generalized Ackermann fragment (GAF)). Let ¢ :=VX13y111 ... VX, Iynln. ¢
be a relational first-order sentence without equality. Let At be the set of all atoms occurring in ¢
andlet X :=X1U...UX,, 7:=71U...U¥y, and 0 =11 U...UT,. Moreover, we define the index
of a variable v € XUy UT by idx(v) := k if and only if v € X, Uy, UTy. The sentence @ belongs to
the generalized Ackermann fragment (GAF) if and only if we can partition At into sets Aty and
At,, x € X, such that the following conditions are satisfied:

(a) vars(Atg) C §

(b) for every x € X we have vars(At;) C §1 U... U Vidx(z)—1 U {2} U liggz) U ... U Ty,

(c) for all distinct z,z' € X we have vars(At,) N vars(At, ) N1 = 0.

Notice that the tuples X; and y;,0; in any GAF sentence ¢ may be empty. As one consequence,
©’s quantifier prefix does not have to start with a universal quantifier and it does not have to
end with an existential quantifier. Moreover, notice that every variable u € @ that occurs in ¢ is
associated with exactly one reference variable x € X, determined by the set At, in which u occurs.
Intuitively speaking, using suitable equivalence-preserving transformations, any quantifier Ju with
u € U can be shifted out of the scope of any universal quantifier but the one binding u’s reference
variable. This is the essence of the first step of the effective translation procedure from GAF into
AF, which we shall assemble in the proof of Lemma 3.8.4. The following example gives a first
impression of GAF sentences and how they can be translated into AF.

Example 3.7.2. Consider the first-order sentence
@ = JuVrIvVzIyiy.. (ﬂP(u,x) \Yi (Q(m,v) A R(u, z, yl)))
A (P(u, )V (—\Q(JC,’U) A - R(u, z, y2))) .

The partition of the set At := {P(u,z),Q(z,v), R(u,z,y1), R(u,z,y2)} into Aty := 0, At, :=
{P(u,z),Q(z,v)}, and At, = {R(u, z,v1), R(u, z,y2)} is a witness for the belonging of ¢ to
GAF. Due to the Boolean structure of p, the quantifiers Jys, Jy1, and Vz can be shifted inwards

idx(v)
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immediately but Jv cannot. This yields the equivalent sentence

FuvaFv. (—P(u,z) V (Q(z,v) AVzIyr. R(u, z,41)))
A (P(u,z) V (=Q(z,v) AVz3ys. = R(u, z,12)))

Because of the two universal quantifiers Vx and Vz, which are even interspersed with an existential
one, @ does not belong to AF. Ezhaustive Skolemization of ¢ leads to

Vzz. (~P(c,z) V (Q(z, f(z)) AR(c,z,9(x,2)))) A (Ple,z) V (-Q(z, f(z)) A =R(c, 2, h(z,2))))

and thus explicitly fizes the dependence of y1 on the universally quantified variables x and z, as y,
is replaced with the term g(x, z). However, the shape of the original ¢ did not immediately indicate
such a strong dependence of y1 on x, since x and y1 do not co-occur in any atom. Moreover, there
are no other variables that depend on x and establish a connection between x and y; by means of
co-occurrences in atoms. One may say that it is the Boolean structure of ¢ alone which causes
a dependence of y1 on x, and that such a form of dependence has only a finite character. These
ideas will be made more precise in Chapter 4 and, for GAF sentences in particular, in Section 4.3.

The described point of view is supported by the existence of an equivalent sentence ', in which
the dependence of y1 on x has vanished. The price we have to pay, however, is an increase in the
size of the formula.

¢ == Fu. (Vm. (=P(u,z) V 3. Q(amv))) A ((Vm —P(u,z)) VVz3y:. R(u, z, y1)>
A (Vz. (Fv. -Q(z,v)) Vv P(u,x)) A ((Vazﬂv. —Q(z,v)) \/VzEIyl.R(u,z,yl))
A ((‘v’zﬂyg.—\R(u,z,yg)) \/Vx.P(u,x)) A ((VzElyg. —\R(u,z,yg)) V Vv, Q(x,v))

A ((Vzﬂyg.ﬁR(u,z,yg)) \/Vzﬂyl.R(mz,yl))

Transforming @ into @' requires only basic logical laws and is very similar to approaches we have
seen before: first, we shift the quantifiers Ay, Iy1,Vz inwards as far as possible. Then, we construct
a disjunction of conjunctions of certain subformulas using distributivity. This allows us to shift the
quantifier v inwards. Afterwards, we apply the laws of distributivity again to obtain a conjunction
of disjunctions of certain subformulas. This step enables us to shift the universal quantifier Vx
inwards. In the resulting sentence every occurrence of an existential quantifier lies in the scope of
at most one universal quantifier. Moreover, every atom in the original formula ¢ contains at most
one universally quantified variable. Exhaustive Skolemization of ¢’ leads to a sentence whose shape
1s quite close to the shape of an erhaustively Skolemized sentence from the Ackermann fragment.
More precisely, every atom contains at most one variable, possibly with multiple occurrences. The
only difference is that we get more than only one universally quantified variable in the sentence as
a whole, but at most one in every atom.

Another example of a simple GAF sentence is the sentence 1 := EIquHsz.(P(u, 2)AQ(u, a:)) Vv
(P(y,z) A Q(u, y)) which we have already treated in FExample 3.4.2 as an example for GBSR
sentences.

The sentence 1) from the above example belongs to GBSR and GAF at the same time, while it
does not belong to the Ackermann fragment, SF, BSR, or the monadic fragment. Hence, even the
intersection of GBSR and GAF contains sentences which do not fall into the syntactic categories
offered by the standard fragments.

As a first result concerning GAF we show that membership in GAF is decidable in polynomial
time.

Theorem 3.7.3. Deciding whether a given first-order sentence belongs to GAF can be done
deterministically in time that is polynomial in the length of any reasonable encoding of the input
sentence.
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Proof sketch. Let ¢ := VX3V ...VX,,3V,. 1 be any relational first-order sentence in prenex normal
form with quantifier-free 1. Let X := X1 U...UX, and v := v, U...UV,. For the moment we do
not know a priori how the variables in each and every existential quantifier block 3vy are to be
partitioned into y; and 1. This will be sorted out in due course.

Let G, := (V, E) be a directed graph such that V := v and E := {(v,v') | idx(v) < idx(v')
and there is some atom A in ¢ in which v and v’ co—occur}. For any variable v € v the upward
closure C} is the smallest subset of ¥ such that v € C] and for every v’ € C] the existence of an
edge (v/,v") in G, entails v” € CJ. Let at(C]) denote the set of all atoms in ¢, in which a variable
from C] occurs. For every = € % let at, be the smallest set of atoms such that (a) every atom in ¢
in which z occurs belongs to at,, and (b) for every v € vars(at,) N v with idx(v) > idx(z) we have
at(C]) C at,. By atg we denote the set of all atoms that occur in ¢ but in none of the at, with
x € X. Moreover, we use the notation U, := vars(at,) N UiZidx(z) V.

Claim I: If
(A) every atom in ¢ contains at most one variable from X, and
(B) for all distinct variables z, 2’ € x with idx(z) < idx(2') and any variable v € U, 5;4x(z) Vi
we have v & vars(at,) N vars(at,),
then we observe the following properties:

(i) For all distinct z, 2’ € X we have at, Nat, = (.

)
(ii) For every x € X we have vars(at,) Nx = {x}.
(ili) For every x € X we have U, N vars(atg) = 0.

(iv) For all distinct x, 2’ € X with idx(z) < idx(z’) we have U, N vars(at, ) = (.
Proof:

Ad (i): Suppose there are variables z, z’ € X and there is some atom A € at, Nat, . A must
belong to at(C]) for some variable v € ¥ with idx(v) > idx(z) or idx(v) > idx(z’), since
otherwise we would have {x,z'} C vars(A) which contradicts Condition (A). This in
turn means that some variable v' € ¥ occurs in A for which idx(v") > idx(v). Hence,
v’ € vars(A) C (vars(at,) N vars(at,s)) with idx(v’) > idx(z) or idx(v') > idx(z’). This
constitutes a contradiction to Condition (B).

Ad (ii): This is a direct consequence of (i) and the definition of at,.

Ad (iil): Whenever v € Uy € U;5iax(s) Vi We have that at(C]) C at,. Suppose there is
some v € U, N vars(atg), i.e. there is some atom A € atg with v € vars(A). Since
A € at(Cl) C aty, the definition of atq entails that A cannot occur in aty.

Ad (iv): Whenever v € Uy € U;siqy(s) Vi We observe that at(C]) C at,. Suppose there is

some v € U, N vars(at, ). Hence, there must be some atom A € at,s in which v occurs.

But since A belongs to at(C), we know that A € at,. This contradicts (i). O

Claim IT: The sentence ¢ belongs to GAF if and only if it satisfies Conditions (A) and (B) from
Claim I.

Proof: Regarding the if-direction, we set Aty := atg and At, := at, for every = € X. Moreover,
every existential quantifier block 3v; can be partitioned into Jyip3ux by setting ty :=
Y& N Upex Uz and yy := ¥ \ Ux. Condition (a) of Definition 3.7.1 is satisfied due to the
following observations. By definition of aty and the at, we have vars(Atg) Nx = (). By virtue
of Claim I(iii) and the above partition of the ¥ into ¥ and Ty, we have @i, Nvars(Atg) = () for
every k. Hence, vars(Atg) C 1 U...U7,. Condition (b) of Definition 3.7.1 follows because of
the way we partition the Vi into ¥, k. Any variable v € v Nvars(At,) with index idx(v) = k
belongs to U, if and only if k > idx(x). Hence, we have v € ¥, if and only if k¥ < idx(z), and
we have v € Ty, otherwise. Moreover, Claim I(ii) states that x is the only variable from %
that occurs in At,. Condition (c) of Definition 3.7.1 follows immediately from Claim I(iv)
and the fact that iy U... .U, = .. U

rex Tt

cl, at(C))

at,, atg
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Regarding the only if-direction we argue as follows. Condition (A) of Claim I is certainly
satisfied, if Condition (b) of Definition 3.7.1 is met by . Consider any two variables
x, 2’ € x with idx(x) < idx(2’) and let u be some variable in U,. Because of idx(u) > idx(x),
Condition (b) of Definition 3.7.1 entails that u € 6. By Condition (c) of Definition 3.7.1, u
cannot occur in both At, and At,/. Since U, C vars(at,) = vars(At,), u cannot occur in
At,s and, hence, not in at, either. This entails that Condition (B) of Claim I is satisfied. ¢

By Claim II, Conditions (A) and (B) from Claim I together yield a criterion to decide whether
¢ belongs to GAF or not. It remains to argue that this criterion can be checked deterministically
in polynomial time. It is straightforward to check Condition (A) in polynomial time. Hence, we
concentrate on Condition (B). Given ¢, the graph G, = (V, E) can be constructed in time that is
quadratic in [|||. We observe |V| = |¥| < |len(p)| and |E| < [¢]2 < (1en(<p))2. Using efficient data
structures, the upward closures C; in G, and the sets at(C]) and at, can be computed in time that
is polynomial in ||¢||. The sum of the lengths of the atoms in all the at, taken together is at most

%] - len(p) < (len(cp))Q. Finally, the test whether we have

vars(at,) N vars(atg ) N U vi=10
i>idx(x)

for all distinct x, 2’ with idx(z) < idx(z’) can be done in time that is polynomial in ||| O

The next proposition confirms that GAF indeed extends the Ackermann fragment. Moreover,
MFO is a proper subfragment of GAF. Since the sentence ¢ from Example 3.7.2 belongs to GAF
but lies in neither of the other two fragments, it is immediately clear that GAF constitutes a proper
syntactical extension of both.

Proposition 3.7.4. GAF properly contains AF and MFO.

Proof. Let ¢ := JzVx3v. 4 be an AF sentence with quantifier-free ¢). Any atom in ¢ contains at
most one universally quantified variable, namely x. Let At, be the set of all atoms occurring in ¢.
If we conceive the variables in ¥ as “G-variables”, then Condition (b) of Definition 3.7.1 is satisfied
by At,. The other two conditions, (a) and (c), are trivially satisfied. Consequently, ¢ belongs to
GAF.

Let ¢’ :=VX13y1 ... VX, 37,. ¢’ be an MFO sentence. For every z € X3 U...UX, define At, to
be the set containing exactly the atoms in ¢’ that contain z. Let Atg be the set of all atoms in ¢’
that do not belong to any At,. Clearly, this partition of ¢’’s atoms meets all the conditions stated
in Definition 3.7.1, if we conceive all the existentially quantified variables in ¢’ as “y-variables”.
Hence, ¢’ belongs to GAF. O

As for GBSR, we shall first discuss a syntactic route to decidability of the satisfiability for GAF
(GAF-Sat) that is based on an effective equivalence-preserving translation from GAF into AF. A
semantically-flavored approach based on model-checking games and the analysis of dependences
between existentially and universally quantified variables shall be developed in Section 4.3. Both
approaches will lead to small model properties for GAF and, as one consequence, yield upper
bounds on the computational complexity of deciding GAF-Sat.

3.8 Translation of GAF into the Ackermann Fragment

The equivalence-preserving translation from GAF into AF proceeds in two stages. The first stage
resembles an exhaustive unfolding process in the spirit of Lemma 2.0.3. Nestings of quantifiers
in a given GAF sentence that bind separated sets of variables vanish in the course of this stage.
This results in a sentence in which every subformula lies within the scope of at most one universal
quantifier. Such sentences can easily be converted into a special syntactic form, which we shall call
GAF special form. Then, in the second stage of the translation process, a sentence in GAF special
form is transformed into an equivalent AF sentence.
The next lemma focuses on the first stage of the translation process.
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Lemma 3.8.1. Let ¢ := VX13y1103 ... VX, 3y, 0n- ¢ be any GAF sentence with quantifier-free 1.
We can effectively transform ¢ into an equivalent sentence ¢’ in standard form, in which every
subformula lies within the scope of at most one universal quantifier. Moreover, all literals in ¢
also occur in ¢ (modulo variable renaming).

Proof. We assume that ¢ is in standard form. Let the sets At, X, ¥, 0 be defined as in Definition 3.7.1.
Let Atg, (Aty)zex be the partition of the set At described in Definition 3.7.1. Recall that ¢ is
assumed to be in negation normal form. Let Lo, (£;)zex be the corresponding partition of the set
of literals occurring in . Hence, every At, is exactly the set of atoms occurring in £, and the
same holds for Aty and Lg. Moreover, we use the notation U, := vars(L;) N UiZidx(w) ;.

Given any set V of variables, we write £(V) to address the set of all literals from ¢ that
contain at least one variable from V. For every x € X we refine the set £, into subsets £, o,
'Cz,idx(z)v £z,idx(m)+1a ceey »Ca:,n:

Lon = LyNL(Ay),
Lok = (Em N E(ﬁk)) \ Ups i, Lo for every k satisfying idx(z) < k < n, and
»Cz,(] = Ly \ Uézidx(z) »Cx,£~
Similarly, we define Uy i, := vars(Ly ) N U, for every k, idx(z) < k < n.
Then, we observe the following (cf. Claim I in the proof of Theorem 3.7.3):

(I) For all distinct z, 2" € X we have L, N L, = 0.
(IT) For all distinct z, 2" € X with idx(z) < idx(«") we have U, Nvars(L,) = 0.

)

)

(IIT) For every k we have L, C L.

(IV) For all distinct k, ¢ we have L, N Ly = 0.

(V) For every k > idx(z) we have vars(L; 1) € §1 U ... U Vidx(z)—1 U {2} U Tigg(z) U - - - U Tg.
)

(VI

After having fixed notation, we proceed along similar lines as in the proof of Lemma 3.5.2,
i.e. we perform syntactic transformations based on the axioms of Boolean algebra and ordinary
quantifier shifting (cf. Lemma 1.0.1). Once more, this will not change the set of literals occurring
in the intermediate steps (modulo variable renaming), since we start from a formula in negation
normal form restricted to the connectives A, V,—. Analogous to the proof of Lemma 3.5.2, we (re-
)transform parts of ¢ repeatedly into a disjunction of conjunctions (or a conjunction of disjunctions)
of subformulas which we treat as indivisible units. The literals and indivisible units in the
respective conjunctions (disjunctions) will be grouped in accordance with the sets Lo, £, and
Ly idx(z)s - - - » Lan, where needed. For this purpose, it is important to keep in mind that (I) and the
definition of Ly entail that £y together with the sets £, partition the set of all literals occurring in
@. Moreover, every L, is partitioned by the sets L, 0, L; idx(z), - - - » La,n, by virtue of (III), (IV),
and the definition of £, .

Let us elaborate on transformation process: we first describe it and then it is presented formally.

At the beginning, we transforrn ¥ into a disjunction of conjunctions of literals \/; ;. Then,

1
we rewrite every 1); into Xz ) A Ny /\mexk (Xl 20 N /\] e Xi m]), where xfo) and the xff)] are

1)

We have vars(L;0) € §1U ... U¥idax(a)—1 U {z}.

conjunctions of literals. x; 3 comprises all literals in t; which belong to Lo, while for every j the

literals which belong to EIJ are grouped into xf 2 ., respectively. By (V) and (VI), we know that
vars(x\ o) € 71U. .. UFidx(z)—1 U{z} and vars(xf :2 ) S F1U. - Uide(e)—1 U{2} Ullige(oy U. ..U Ty

for 7 > 0. Moreover, the definition of Ly entails Vars(x( )) Cy.

At this point, we shift the existential quantifier block 39,10, inwards. By (VI), we have
(1 )

ix o contain neither variables from ¥, nor

vars(L4,0) N (¥ Ut,) = 0. Therefore, the subformulas x;

from 1,,. Similarly, due to (V), the X( )

iay With 0 <j <n do not contain any variables from y,, or

from 1,,. Consequently, one part of the quantifier block 3y, 1,,, namely H(yn N vars(xl(-)lo) )), binds

Atg, At,
ﬁOu Em

L(V)

Lz,k
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variables in Xz(‘,lo) (for convenience, we still write the full 33,,, which does not affect semantics), and

another — disjoint — part, namely El(ﬁn n Ux,n) binds variables in X( ) In addition, (IT) ensures
that @ N Uy, is disjoint from @ N U, ,, for distinct z,2’. The thus obtamed sentence " has the
form

¥ 3yain - Ve \ (e ) A A XmoA/\Xm A3 N Usn)- XS0 -

i k=1x€EXg

In the rest of the transformation process we treat the subformulas (Hyn XEO) ) and (H(ﬁn N

Us.n)- Xgla?n) as indivisible units.

Next, we transform the big disjunction in ¢” into a conjunction of disjunctions A 1}, rewrite
the disjunctions ¢ into subformulas 10 V (V21 Vaex, 1) V Viex, 75, similarly to what we
have done above, but this time grouped in accordance with the more coarse-grained sets £y and

L. Having done the regrouping, we shift the universal quantifier block vx,, inwards The resulting
o - - - - 1 - 1
formula has the shape VX;13y11; ... VXp—13Fn—10n-1. A, 771(0) vV ( Z:11 \/IEXk . z) Vv \/z@_(n V. 772(32

From this point on we treat the subformulas (V:c 7](1)) as indivisible units as well. Moreover, we

shall group them under the conjunctions ng or 772(60) , £ > 2, respectively, since they do not contain

any free occurrences of universally quantlﬁed variables z € % anymore. This is not only convenient

but also necessary, because a subformula (Vz. n( )) may share free variables y € §1 U .. U Fidx(z)—1

with the subformula n; 0) Hence, when some quantifier Jy is shifted inwards later on, both (V:z: 77(1))

and some literals in n( ) might have to remain within the scope of Jy.
We reiterate the described process until all the quantifiers have been shifted inwards in the
outlined way. There is one more peculiarity to mention. At later stages of the transformation

[ONN ) (0

subformulas of the form x; ; ;A ... AX; ; , may appear in which the constituents x; . jv may share

(©

variables u € 1;, for instance. For the sake of readability, we abbreviate such subformulas by Xi x>

and similar notations. Emerging subformulas (H(ﬁz NUsz). XZ(-?C’Z j) will be treated as indivisible

units.

V13110 . . VR I i, ¥
H Y1351 Y8 37t \/ Xl (71, )

AAA CERUE

k=1 x€Xg
n
1 — — — _
/\/\ Xz(‘,gij(yl»' oy YEk—1,T,Uf, . .. 7uj)>
Jj=k

':' V}‘(lEIylﬁl ce V}‘(n. \/(Elyn Xg,l()) (ylv s ayn))

%
AAA CERLE

k=1 z€xXy

1 — — — —
A /\ Xz(‘7w),j(yla vy Yk—1,T, Uk, . .. auj)
=k

A H(fln N Ux,n) XE}m),n(yh e ,}7k71,$7ﬁk> e 7U-n)>
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H Vi35t . ¥ A 0lg (51 Faet)

\/\/ \/ nza: yl,...,}_/'k_l,l‘,flk,...,l_ln_1)

k=1 xEXk
\ \/ nzx Y17~-~ayn—1>$)
TEXn

':‘ V}‘quylﬁl .. .V}_(nflaynflﬁnfl. /\7]2(71())(}_71, N ,ynfl)

\/\/ \/ 1 y17'"?yk717xaﬁk7-"7ﬁnfl)

k=1 z€Xg

Vv \/ (Vx.ng,lg(y1,~-~,5’n—17x)>

TEXy
'=| VX13y1t .. VX 13V 1lpn—1-

2) /— —
\/Xz(‘,o)(YD ce aYn—l)

n—1 n—2
2 — — 2 — — — —
A /\ /\ (Xam{o(yl?"'ayk17‘,1/‘)/\/\X'E7m),j(y17"'ayk17$7uk>"'7uj)

k=1 z€%y, j=k

(2) — — — _
A Xi,x,Zn—l(y17 ey Ye—1,T, Uk, .. 7uTL—1)
H Vg 3y .. VR

— 2) /— —
\/(HYn—l-X;Q)(ylw"aYn—l))
! n—2
— 2 — — — —
/\/\ /\ ( zz() yla"wykflax)/\/\Xz('7x)7j(y17"'7yk71a$7uka"'7uj)

k=1 xeXx) ji=k

_ 2 _ _ _ _
A (El(un_l NUgn-1). X;z,zn_l(yl, e Y he1, T, Uy - ,un_1)>)

H vy, \/ X (1) A X (@) E?>1($ )
7 TEX]
H vz \/ (Hm XV G ) A X o@) A (B N Upa) x5 (2, 111))
1 TEX
':' VIT(l. /\ ’171(0 \/ 7](”)
] TEX]
H /\ 77(") v \/ va gl ()
TEX]

The final result of this transformation is the sought ¢’. Every time a universal quantifier block
VX, is shifted inwards at the {-th stage, all the subformulas which contain universal quantifiers

already are grouped into 77 . Due to the disjointness properties of the £, j and the Uy, it is

guaranteed that no 771(3 contalns a free occurrence of any x € X (details have been elaborated

above). Consequently, in the final result ¢’ we do not have any nested occurrences of universal
quantifiers.

We restore the property that no two quantifiers in ¢’ bind the same variables by appropriately
renaming bound variables in ¢’. O
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The sentence ¢’ whose existence is stipulated in Lemma 3.8.1 can easily be further transformed
into a particular shape to which we shall refer as GAF special form:

Jz. /\( Vmi,jayi,fXLj(zaxi,j)yi,j)) Vv 1;(2)
g

K3
where the x; ; and the 7; are quantifier free.

Lemma 3.8.2 (GAF special form). If ¢ belongs to GAF, then we can effectively construct an
equivalent sentence of the form

32 Ni(V; Y23 53505 Xi,5 (2 4,35 50,5)) V 10 (2),
where the x; ; and the n; are quantifier free.

Proof. By Lemma 3.8.1, we can effectively construct a sentence ¢’ in standard form that is
equivalent to ¢ and that does not contain any nested occurrences of universal quantifiers. We
construct ¢” from ¢’ as follows. First, we shift all existential quantifiers in ¢’ that do not lie
within the scope of any universal quantifier to the front of the formula. In the resulting sentence
7.4’ every existential quantifier in v’ lies within the scope of exactly one universal quantifier. We
treat every subformula of the form Vz.y in v’ as indivisible unit while transforming ¢’ into an
equivalent conjunction of disjunctions of literals and such indivisible units. The resulting formula
can be brought into the desired shape by shifting existential quantifiers that lie in the scope of a
universal quantifier outwards until they form an existential quantifier block directly right of the
corresponding universal quantifier. O

It is interesting to note that a sentence in GAF special form is not merely a Boolean combination
of Ackermann sentences. The difference is that distinct subformulas Vz3y. y and Vz'3y’. ¥’ may
share existentially quantified variables. However, one can show that every such sentence is indeed
equivalent to some Ackermann sentence. Therefore, every GAF sentence is equivalent to an
Ackermann sentence. Before we make this claim precise (cf. Lemma 3.8.4), we develop an auxiliary
result that we will reuse later.

Lemma 3.8.3. Let 1) be a first-order formula of the form ¢ :=\/; VX 3y. x;(2,X,¥) with quantifier-
free subformulas x;(z,%,5). Then, v is equivalent to some formula i)' of the form

q q
1)[}1 = Ivr.. ~‘7q3}_’1 . -yt;(' (\/ /\ Xj(za‘_/kayk)) /\VXH}_] \/ /\ (A(z’}_(a }_7) AR A(za‘_/kayk)) )

j k=1 k=1 AcAt

where At denotes the set of all atoms occurring in v and q := 212, In addition, we have |v;| = ||
for every k and |y¢| = |y| for every L.

Proof. We first prove ¢ = ¢’. Let A be any structure, 8 any variable assignment, and j any index
such that A, 8 = Vx3y. x;(z,%,y). For every set S C At we define

Ds :={(a,c) € DII+I¥I | for every atom A € At we have
A, B[x—a, y—c] = A(Z,%,§) if and only if A€ S} .

We write S |= x;(z,%,¥) if Dg is nonempty and if we have A, f[x—a, <] = x,(z,X,y) for every
tuple (3,c) in Dg. Let S1,..., S, be an enumeration of all the sets S, with Si = x,(z,X,¥). Notice
that 1 <r < gq. Let (b;,¢1),...,(b,,¢ ) be some sequence with (by,c, ) € Dg, for every k. Then,
for every k the assumption Sy = x; (7, %, ¥) entails A, 3[%—bg, 7—¢x] | x;(Z, %, 7). Hence,

q
A, B1=b1, ., Vb, by, b E 33 A G (2 VTR (3.4)
k=1
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), there is some S,

Let a € Dl be any tuple of length |%|. Because of A, 3 = Vx37. x,(2 X,
7Z,%,y). Therefore, we get

1 <k <r, and some tuple ¢ € DIVl such that (3,¢) € Dg, and Sy = X;(Z, %,
the following for (b, Cx):

<l <l

A, B3, Vb, yoa] 35 N\ (AEZx5) < A@E V7)) - (3.5)
A€At

Put together, (3.4) and (3.5) entail

A, ,8[\71'—)61, e ,\77J—>Br,\77«+1|—>61, e ,\7ql—>61] ':
q q
j k=1 k=1 ACAt

This proves A, 8 = 1'. Hence, we have shown that A, 3 = 1 implies A, 3 = 1.

~ Next, we show ¢ |= 9. Let A be a structure, let 8 be a variable assignment, and let
bi,...,bg,C1,...,Cq be tuples such that

A, ﬂ[{leBl, .. ,\7ql—>6q, V1HC1,y ... ,quEq} ):
q q
j k=1 k=1 AcAt

Then, there is some index j such that

q

A, B[¥1—b1, .., Vb, 71m0er, ., T8 E N\ X5 (@ Ve ) -
k=1

Let Dy,...,Dq be sets defined such that

Dy := {5 e D | there is some tuple € € D! such that for every atom A € At
we have A, f[x—a, y—cC| E A(z,X,7) if and only if
A, B[¥i—bg, ¥rci] E Az, Ve, ¥1) } -

Note that the sets Dy are all nonempty but not necessarily pairwise disjoint. Then, because of
Assumption (3.6), for every a € DI*l there is some k, 1 < k < g, such that a € Dj. Because
of A, B[vgbi, e—Ck] E X;(Z, Vi, ¥&), we therefore have A, f[x—a, y—¢| = x;(7,%,¥) for some
tuple ¢ € DV, In other words, we have A, 8 = VX 3¥. x, (7, %,¥) which entails A, 3 = 1. Hence,
we have shown that A, 8 = ¢ implies A, § |= 1. O

Lemma 3.8.3 is essential for the second stage in the transformation process between GAF and
AF. With this tool at hand, the following lemma is now easy to prove.

Lemma 3.8.4. For every GAF sentence ¢ we can effectively construct an equivalent sentence o’
over the same vocabulary that has the shape IWVxrIW. ¥ with quantifier-free 1.

Proof sketch. By virtue of Lemma 3.8.2, we can transform ¢ into an equivalent sentence ¢ in
GAF special form, i.e. ¢’ = Jz. /\z(\/] Va; 355 Xi,j (2, 2i5,¥i,5)) V ni(z), where the x;; and
the 7; are quantifier free. Consider any subformula of the form 1’ := \/j Ve 3y. x;(z,z,5), pos-
sibly containing free variables from z. By virtue of Lemma 3.8.3, ¢’ is equivalent to some
formula of the form I'y". x'(z,v',§') AVxIy. X" (z,2,¥,¥',§') with quantifier-free x’, x”. Hence,
¢ is equivalent to some sentence that, after shifting some quantifiers outwards, is of the form
3z. /\i(EIﬁinEIWi. i (z, 1, :cl-,v_vi)) V 1;(z), where the ¥/ and the 7); are quantifier free. A prenex
version of this sentence yields the sought ¢’, since the universal quantifiers distribute over the
topmost conjunction. O

Dy,
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Notice that the proofs of Lemmas 3.8.1 to 3.8.4 still work in the presence of the equality
predicate or function symbols. Therefore, we obtain the following result.

Theorem 3.8.5. Fvery GAF sentence o is equivalent to some AF sentence 1. Moreover, we get
the following results for relaxed restrictions on the syntax.

(a) Every GAF sentence with equality is equivalent to some AF sentence with equality.

(b) Every GAF sentence with arbitrary function symbols and without equality is equivalent to
some Gurevich—Maslov—Orevkov sentence (I*VI*-sentences with arbitrary function symbols,

cf. page 24).

(c) Every GAF sentence with equality and with a single unary function symbol is equivalent to
some Shelah sentence (3*VI*-sentences with equality and a single unary function symbol, cf.

page 24).
In addition, constant symbols are admissible in all of the above cases.

Since AF possesses the finite model property, so does GAF, even in the first two syntactically
extended cases mentioned in Theorem 3.8.5. On the other hand, it is known that the Shelah
fragment contains infinity axioms. One example is the sentence Vz3y. f(f(y)) = f(z) A fly) # x
([BGGIT], proof of Proposition 6.5.5). Still, the satisfiability problem for the Shelah fragment is
known to be decidable (cf. [BGG97], Section 7.3). Therefore, we get the following positive results
regarding the decidability of GAF-Sat.

Corollary 3.8.6. GAF-Sat is decidable, even in the syntactically more liberal cases given in
Theorem 3.8.5. The syntactic extensions of GAF described in items (a) and (b) of Theorem 3.8.5
enjoy the finite model property.

Remark 3.8.7. Every sentence from the Lob—Gurevich fragment (monadic first-order sentences
with constant symbols and unary function symbols but without equality, cf. page 23) falls into the
syntactic category of GAF when we in addition allow unary function symbols. By Lemma 3.8.4,
every such sentence is equivalent to some 3*V3*-sentence over the same vocabulary. The latter kind
of sentences constitutes a subclass of the Gurevich—Maslov—Orevkov fragment. Hence, Lemmas 3.8.1
to 3.8.4 establish a reduction of the satisfiability problem for sentences from the L&b—Gurevich
fragment to the satisfiability problem for the Gurevich—Maslov—Orevkov fragment.

On the other hand, the presented methods do not establish a reduction from the Rabin fragment
(monadic first-order sentences with equality and a single unary function symbol, cf. page 23) to the
Shelah fragment. The problem is equations that do not adhere to the syntactic restrictions of GAF.
It seems that these cannot be treated by the same methods we have employed to deal with equations
in the monadic fragment in the proof of Theorem 3.1.5, where we devised an equivalence-preserving
translation from MFOy into BSR.

At this point we have settled the question concerning decidability of GAF-Sat, also under
certain syntactic extensions. In fact, decidability of GAF-Sat without any syntactic extensions is
already a corollary of the decidability of the satisfiability problem for Maslov’s fragment K. The
reaon is that the latter syntactically subsumes GAF.

Proposition 3.8.8. GAF is contained in Maslov’s fragment K.

Proof. Let ¢ :=VX13y111 . .. VX, 37,0y ¥ be any GAF sentence with quantifier-free 1. Recall that
 is relational and does not contain equality. Let the sets At, X, ¥, @ be defined as in Definition 3.7.1
and let Atg, (At,)zex be the partition of the set At described in Definition 3.7.1. Then, in the
terminology of the definition of Maslov’s fragment K (cf. page 25), the terminal o-prefix of any
atom A € At, with z € X is a subsequence of Vx3ljqy(y) - - - Upn. Therefore, the terminal o-prefix of
A either ends with an existential quantifier or it is of length one. Regarding the ¢-prefix of any
atom B € Atg, we get 377 ...¥,. Hence, the terminal o-prefix of B is empty. Consequently, ¢
satisfies the conditions of the definition of Maslov’s fragment K. O
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Of course, Proposition 3.8.8 fails for any extensions of GAF with either equality or non-constant
function symbols. We shall see in the next section, how GAF can be extended in such a way
that we obtain a generalization of the Godel-Kalmar—Schiitte fragment. Although the latter is

syntactically contained in Maslov’s fragment K as well, its extension will not (cf. Proposition 3.9.4).

We have not yet given any lower bounds on the blowup that we incur when translating
GAF sentences into equivalent Ackermann sentences. However, known bounds regarding the
computational complexity of AF-Sat and MFO-Sat give some evidence that this blowup is at least
exponential. On the one hand, it is known that the satisfiability problem for AF (without equality)
is decidable in deterministic exponential time, even in the presence of arbitrary function symbols
(see [BGGIT], Theorem 6.3.26 for the former case and Theorem 6.3.1 for the latter). In other
words, AF-Sat lies in EXPTIME. On the other hand, NEXPT1ME-hardness for MFO-Sat has been
shown (cf. Theorem 6.2.13 in [BGG97]). Since MFO is a subfragment of GAF, this entails the
following conditional lower bound.

Proposition 3.8.9. In the worst case, there is at least a super-polynomial blowup in formula
length when translating GAF sentences into equivalent AF sentences in a uniform algorithmic way,
unless EXPTIME = NEXPTIME

In Section 4.3, we present a model-theoretic approach including a direct construction of finite
models for satisfiable GAF sentences. That approach facilitates deriving an upper bound on the
size of small models, which in the end also leads to upper bounds on the computational complexity
of GAF-Sat.

Remark 3.8.10. There is also a probabilistic proof for the decidability of the Godel-Kalmdr-Schiitte
fragment known [GS83], see also Section 6.2.3 in [BGGI7]. Since GKS is a syntactic extension of
the Ackermann fragment, the proof shows decidability for the latter as well. Although the arguments
are indirectly applicable to GAF, via the translation to Ackermann sentences, it might be worthwhile
to check whether the probabilistic approach can be applied to GAF sentences directly. We may have
to guess some parameters of the probabilistic construction or use upper bounds derivable from what
we already know about satisfiable GAF sentences.

3.9 The Generalized Godel-Kalmar—Schiitte Fragment (GGKS)

It is only a tiny step from the Ackermann fragment to the Gédel-Kalmar—Schiitte fragment: simply
allow two consecutive universal quantifiers in the quantifier prefix instead of only one. We will
see shortly, that, if one views the definition of the generalized Ackermann fragment from the right
angle, it is a similarly small step to go from GAF to a generalization of the Gédel-Kalmar—Schiitte
fragment, which we shall call the generalized Gédel-Kalmdar—Schiitte fragment (GGKS). Intuitively
speaking, a GGKS sentence is of the form ¢ := VX13y11; ... VX, 37, 0,. ¥ with quantifier-free ¢ and
satisfies the following properties. Each atom in ¢ contains only variables from some subsequence
of ¢’s quantifier prefix of the form F*Vv3*. We allow only fixed pairs of universally quantified
variables to co-occur in atoms. Any two atoms that are associated with the same pair have the
same F*VVI*-subsequence as source of all their variables. The same applies to any two atoms that
share some variable from the trailing 3*-block of their respective quantifier subsequence.

Definition 3.9.1 (Generalized Godel-Kalméar—Schiitte fragment (GGKS)).

Let ¢ :=VX13y11;1 ... VX, AVp0n. ¥ be a relational first-order sentence without equality. Let At be
the set of all atoms occurring in ¢ and let X := X1 U...UX,, ¥ :=y1U...U¥,, and 0 := 01 U...UT,.
Like in Definition 3.7.1, we define the index of a variable v € XUy Uu by idx(v) := k if and only
if v € X Uy, UTg. The sentence @ belongs to the generalized Godel-Kalmar—Schiitte fragment
(GGKS) if and only if the following conditions are satisfied.

(i) There is some partition of the variables in X into a sequence X := {x1,21}.. . {zm,2),} of
nonempty, pairwise disjoint sets with at most two variables each (x; = x} is allowed).

idx(v)

X
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(i1) There is a partition of At into sets Aty and Aty o with {x,z'} € X, such that the following
requirements are met:

(ii.a) vars(Atg) C §;

(ii.b) for every {z,x'} € X with idx(x) < idx(z’) we have vars(At, o) € §1U. ..U Fidx(z)—1 U
{z, 2"} Ulljggey U .. Ulln;

(ii.c) for all distinct sets {x1, 1}, {x2,v5} € X we have vars(Aty, .1 ) N vars(Aty, ) N1 = 0.

Since the tuples X; and y;,1; in any GGKS sentence ¢ may be empty, ¢’s quantifier prefix
does not have to start with a universal quantifier and it does not have to end with an existential
quantifier. Moreover, notice that every variable u € @ that occurs in ¢ is associated with exactly
one set {x,2'} € X containing at least one and at most two reference variables x, ' € X, determined
by the set At, ., in which u occurs. Intuitively speaking, like in the case of GAF, any quantifier
Ju with u € @ can be shifted out of the scope of any universal quantifier that does not bind one of
u’s reference variables.

Deciding membership in GGKS for a given sentence can be done deterministically in polynomial
time. The procedure is based on the concepts that we already used for deciding membership in
GAF.

Theorem 3.9.2. Deciding whether a given first-order sentence belongs to GGKS can be done
deterministically in time that is polynomial in the length of any reasonable encoding of the input
sentence.

Proof sketch. We only slightly adapt the proof of Theorem 3.7.3. Let ¢ := Vx13v; ...VX,3v,. ¢ be
any relational first-order sentence in prenex normal form with quantifier-free 1. Let X := X1 U...UX,
and v := v, U...U¥V,. For the moment we do neither know a priori how the variables in each
existential quantifier block 3v are to be partitioned into y; and 1, nor do we know the partition
of X into the sequence X = {z1,2}}... {xm, 2], }.

Let the graph G, := (V, E) and the upward closure C] be defined like in the proof of Theo-
rem 3.7.3. In addition, we take over the definitions of at(C]) for v € v and at,, for x € X and ato.
Moreover, we reuse the notation U, := vars(ats) N U;>iqx(a) Vi-

Claim I: Assume that

(A) for every x € X there is at most one 2’ € X\ {x} such that at, Nat,s is nonempty, and

(B) for all distinct x,2’ € X with idx(z) < idx(z’) and nonempty at, N at,, we have
idx(z')—1 —

v & vars(aty U atyr) for every v € U Sy Vi
Let X' := {z1,21},...,{®xm, 2, } be a maximal sequence of nonempty, pairwise disjoint
subsets of X, each containing exactly two distinct variables x;, x} for which at,, N aty is
nonempty. Let X := X'{z;4+1}...{zn} be a maximal extension of X’ that constitutes a
partition of X, i.e. every x € X occur is exactly one set in X. We define the sets at; ,» :=
at, Uaty, and Uy, v := U, U U, for every {z,2'} € X. Moreover, we set aty := atg. Then,
we observer the following properties:

(i) For all distinct {x1, 2}, {w2, 75} € X we have aty, . Naty, ., = 0.

)
(i)
)
)

(i
(iv) Forall distinct {z1, #}}, {22, 24} € X with min(idx(z1), idx(2])) < min(idx(z2), idx(z}))
we have Uy, , Nvars(aty, o) = 0

For every {z,z'} € X we have vars(at, /) Nx = {z,z'}.

For every {z,2'} € X we have U, ,» N vars(aty) = 0.
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Proof:

Ad (i): Suppose there are variables x1, 25 stemming from distinct sets {1, 2} }, {z2, 25} € X
and there is some atom A € at,, Nat,,. Then, z1 # x2. Moreover, by maximality of
X', we must have {x1,z2} as one element in X. Hence, {x1,z2}, {1, 2]}, and {2, 25}
are distinct, and Condition (A) entails x; = ] and x5 = xf. But this contradicts the
requirement that all sets in X are pairwise disjoint.

Ad (ii): This is a direct consequence of (i) and the definition of at,, at,, and aty 4.

Ad (iii): Whenever v € Uy, C Ui>min(idx(z) idx(a")) ¥; we have that at(C]) C aty ..

Suppose there is some v € U, .+ N vars(aty), i.e. there is some A € aty = aty with
v € vars(A). Since A € at(Cg) C aty 5, by definition of atg, A cannot occur in aty and,
hence, not in aty.

Ad (iv): Whenever v € Uy, .+ C ) ¥i, we observe that at(Cl) C atq, o .

i>min (idx(wl),idx(w’l)
Suppose there is some v € Uz, ay N Vars(atmz’mé). Hence, there must be some atom
A € at,, ,; in which v occurs. But since A belongs to at(C/), we know that A € aty, 2] -
This contradicts (i). O

Claim II: The sentence ¢ belongs to GGKS if and only if it satisfies Conditions (A) and (B) from
Claim I.

Proof: Regarding the if-direction, we construct the sequence X" as described in the proof of Claim I,
we set Aty := aty and for every {z,z'} € X we set Aty . := at, . Moreover, we partition At, 7, Aty
every existential quantifier block v into Iy, Iuy by setting Ty := v N U{w,w'}eX U, and
¥k := Vi \ Ux. Condition (i) of Definition 3.9.1 is certainly satisfied by X'. Condition (ii.a) of
Definition 3.9.1 is satisfied due to the following observations. By definition of aty and the
aty .7, we have vars(Atg) N X = 0. By virtue of Claim I(iii) and the above partition of the
Vi into ¥ and Ty, we have TGy N vars(Aty) = 0 for every k. Hence, vars(Atg) Cy1 U...U,.
Condition (ii.b) of Definition 3.9.1 is a consequence of the way we partition the vj into yy, U.
By Condition (B), any variable v € ¥ N vars(At, /) with index idx(v) = k belongs to Uy o if
and only if k& > max(idx(z),idx(z’)). Hence, again by Condition (B), we have v € gy, if and
only if k¥ < min(idx(z), idx(z")), and we have v € i, otherwise. Moreover, Claim I(ii) states
that x, 2’ are the only variables from X that occur in At ,-. Condition (ii.c) of Definition 3.9.1
follows immediately from Claim I(iv) and the the fact that @y U... UG, = U{m,z’}GX Ugp o

Regarding the only if-direction we argue as follows. Condition (A) of Claim I is certainly
satisfied, if Conditions (ii.b) and (ii.c) of Definition 3.9.1 are met by ¢. Consider any pair of
distinct variables z,2’ € X with idx(z) < idx(z’) and nonempty at, N at, . By construction
of at, and at,s, a nonempty intersection of the two entails that the set at, U at, cannot be
partitioned into two parts atp, ate such that at; contains x, ats contains x’, and at; and ats
do not share any variables from {z, 2’} U ljgx(z) U ... U 0,. Hence, by Conditions (ii.b) and
Conditions (ii.c) of Definition 3.9.1, we must have {z,2’'} € X. But then, Condition (ii.b)
of Definition 3.9.1 entails that vars(at, U at,s) Nty = vars(At, ,/) N Ty is empty for every k
with idx(z) < k < idz(2’). This entails that Condition (B) of Claim I is satisfied. O

By Claim II, Conditions (A) and (B) from Claim I together yield a criterion to decide whether
© belongs to GGKS or not. It remains to argue that this criterion can be checked deterministically
in polynomial time. We have already argued in the proof of Theorem 3.7.3 that the graph G, and
the sets at, can be computed deterministically in time that is polynomial in ||¢||. The sum of the
lengths of the atoms in all the at, taken together is at most |X| - len(yp) < (len(ga))Q. Therefore,
checking whether at, N at,s for any z,z’ is empty and, hence, checking Conditions (A) and (B)
can be done in time polynomial in [|¢||. O

GGKS obviously contains sentences that GAF does not, e.g. Vzizs. P(z1,z2). It is also easy to
see that GGKS is an extension of GAF': if we restrict the sequences X so that they contain only
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singleton sets, then we essentially obtain the definition of GAF. Hence, also AF and MFO are a
subset of GGKS. Finally, consider any GKS sentence 3yVx;zo3u. ¢ with quantifier-free ¢. We
define the sequence X := {x1,x2} and let At,, ,, be the set of all atoms occurring in ¢. Then, X
and At,, ., satisfy the conditions of Definition 3.9.1 and thus witness that ¢ belongs to GGKS.

Proposition 3.9.3. GGKS properly contains GKS, GAF, AF, and MFO.

In the previous section we have seen that GAF is contained in Maslov’s fragment K. We shall
see now that we left the realm of the latter class with the step from GAF to GGKS.

Proposition 3.9.4. GGKS and Maslov’s fragment K are syntactically incomparable classes of
sentences.

Proof. The following sentence witnesses that GGKS is not contained in Maslov’s fragment K:
Va2 xexh. P(x1,2)) V Q(z2,75) .

The sentence belongs to GGKS but not to Maslov’s class K. On the other hand, it is easy to find
sentences that belong to K but not to GGKS, e.g.

Vr1z2233y1y2. P(r1, 22,y1) A Q(23,91,y2) A R(T1, 72, 23) . O

Next, we sketch an equivalence-preserving translation from GGKS into GKS. The bulk of the
work was already described in Section 3.8. Again, we proceed in two stages, first transforming a
given GGKS sentence into GGKS special form and, afterwards, into an equivalent GKS sentence.

Lemma 3.9.5. If ¢ belongs to GGKS, we can effectively construct an equivalent sentence @' in
standard form, in which every subformula lies within the scope of at most two universal quantifiers,
and the scope of every universal quantifier contains at most one more universal quantifier. Moreover,
all literals in ¢’ occur in ¢ (modulo variable renaming).

The transformation mentioned in the lemma is essentially a slight adaptation of the analogous
transformation for the GAF case (cf. Lemma 3.8.1). The sentence ¢’ can easily be further
transformed into a particular shape to which we shall refer as GGKS special form:

3z. \ (\/ Vi i@} ;3545 X3 (2 i g, 25 5, §i.5)) V 0i(2)

? J

where the x; ; and the n; are quantifier free. One can show that every such sentence is equivalent
to some GKS sentence. Therefore, every GGKS sentence is equivalent to a GKS sentence.

Lemma 3.9.6. Every GGKS sentence ¢ in GGKS special form can be effectively transformed into
an equivalent sentence @’ that has the shape 3zZVxx'3y. ¢ with quantifier-free 1.

Proof. Since ¢ is in GGKS special form, it has the shape
o = 32 N\ (V; Vo327 ;3505 X3 (2 3,7 55 51,5)) V 0i(2),

where the x;; and the 7; are quantifier free. Consider any subformula of the form ¢’ :=
V., Yaa' 3y. x;(z,x,2’,§), possibly containing free variables from z. By virtue of Lemma 3.8.3,
¥’ is equivalent to some formula of the form IV'y'. x/(z, V', ¥ ) AVzz'3y. X" (Z, z,2',§,V',§') with
quantifier-free x’, x”. Hence, ¢ is equivalent to some sentence that, after shifting some quantifiers
outwards, is of the form 3z. A, (Eﬁi‘v’xixﬁwi. (7,04, x4, 5, Wi)) V 1;(Z), where the ¢! and the n;
are quantifier free. A prenex version of this sentence yields the sought ¢’. O

Theorem 3.9.7. Fvery GGKS sentence is equivalent to some GKS sentence.

Since we know that GKS enjoys the finite model property and, hence, the decidability problem
for GKS is decidable, this result immediately entails decidability of the satisfiability problem for
GGKS (GGKS-Sat).
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Corollary 3.9.8. The satisfiability problem for GGKS is decidable, and GGKS enjoys the finite
model property.

As we have already pointed out in Remark 3.8.10, Gurevich and Shelah [GS83] gave a proba-
bilistic proof for the decidability of GKS, see also Section 6.2.3 in [BGG97]. It would be interesting
to approach decidability of GGKS-Sat using a probabilistic approach without relying on the
translation from GGKS to GKS.

We finish the present section emphasizing that GGKS sentences can be substantially more
succinct than equivalent GKS sentences. The following theorem formulates a lower bound regarding
the incurred blowup that comes along with any equivalence-preserving translation from GGKS to

GKS.

Theorem 3.9.9. There is a class of GGKS sentences and some positive integer ng such that
for every integer n > ng the class contains a sentence ¢ with a length linear in n for which any
equivalent GKS sentence has a length that is at least exponential in n.

Proof sketch. Let n > 1 be some positive integer. Consider the following first-order sentence in
which the sets {21, 22} and {y1,y2} are separated:

8n

@ 1= Vra3y2Vr1dy:. /\ (-Pi(l'lafL'Q) A Qi(ylvyZ)) .
i=1

In analogy to the proof of Theorem 3.2.7, we construct the following model A for ¢. The
construction is based on the sets Sy := {S C [8n] | |S| =2n} and S; := {5 C &1 | |S]| = 5|Su]}.
We observe that

8n 8n\ " 1S, | 1Sy] )12
_ > (2] = gdn d = > > 227
151 <2n) = <2n) and |5 (|81/2) = (|sl|/2 =

Having the sets S1, Sz, we now define the structure A as follows:

A= {agl>,bg> |Sestu{a® b@ | ses,),
{aSaas EAQ‘ZESHESQ}forz_l .,8n, and

QA = {(bY), b)) eA? i€ S € S} fori=1,....8n.

Clearly, for any choice of S1,.S; and every i, 1 < i < 8n, we have
A, [xl»—>a(s),x2n—>a(s),y Hb(sll),yz’%bg?] = Pi(r1,72) < Qi(y1,y2) -

For any other choice of pairs {cj,c3), i.e. there do not exist sets S; € S§; and Sy € Sy such
that (c1,c) equals (a g) ag)> or (bg?,bg?}, we observe A, [x1+>C1, zo—Ca] = Pi(z1,22) and
A, [y1-rc1, ya>ca] I Qi(y1, y2) for every i. Hence,

8n
A, [m105¢1, maco, yrven, yarca] |\ P, z2) © Qi(y,v2) -
i=1

Consequently, A is a model of .
For every S € §; U S we define the structure A_g as the substructure of A induced by the

domain A_g := A\ {bgc)}7 where k = 1if S € §; and k = 2 if S € S;. Like in the proof of
Theorem 3.2.7 we can prove the following claim.

Claim I: For every S € 81 U S, the substructure A_g of A does not satisfy (. O

Sk
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Let ¢, := JdzVx1223y. ¥, with quantifier-free 1, be a shortest GKS sentence equivalent to
@. Suppose that the length of o, is less than 2". Let ¢’ := \/,c; x:(Z, 71, 22,¥) be a shortest
disjunction of conjunctions of literals that is equivalent to .. We observe that the index set
I contains fewer than 22" indices, for otherwise we could find a shorter formula satisfying our
requirements. For the same reason every conjunction x; contains at most 2™ literals.

Let d be some tuple for which we have

A, [2»—>8] ': Vrizody. \/ Xi(i,xl,l'g,y) .
iel
Let D := {bg) | S €8s and bg) ¢ d}. Because of |d| < |z] < len(y,) < 2" and |Ss| > 22" > 92"

we have |D| > 22" for sufficiently large n. By Claim I, we observe

A_s, [zd] £ Y23y, \/ Xi(Z, 1,22, ¥)

el

for every S with bg?) € D. Hence, for every bg) € D there is some pair cj,co € A\ {bg)}7 some

tuple b containing bg) and some index ig € I such that

Av [z'_)auxl’_)clva'_)C%yHB] ': Xig (zvxla x27}_’)
and

A_s, [7m>d, mimrer, waco] 35 Xis (7, 71, 22, 7)
Because of [I| < 22" and |D| > 22°", there must be some index i, that appears as ig for at least

| D| 22271,

T =972 > @2 g2

elements bgz) € D, in case n is sufficiently large. Let D, C D be the set that comprises exactly
those elements. In other words, we have |D,| > 22" and for every b(SQ) € D, there is some pair

c1,¢o and some tuple b containing bg) such that

A, [zd, z15¢1, mor>ca, yb] = X6, (2,21, 32, 7) (3.7)
and

A_g, [z—d, z1—¢1, mam>co] FE TY. x4, (7, 21, 22, 7) (3.8)

Consider some b(sz) € D, with § € S and fix it. The only atoms in y;, that could possibly
contribute to the effect described in (3.7) and (3.8) for b(SQ) have the form Q,(z,y"), Q;(vy,y'),
Qj(x1,y"), or Q;(x2,y’) for z € z, y,y’ €y, and 1 < j < 8n, and, moreover, the variables z,y, 1, 2
need to be assigned values bg,}) with T' € S;. Let §f be the set collecting all the T from & that
are assigned to such variables occurring in atoms of the mentioned kind. As x;, contains at most
2" such variables, |S{| < 2". Recall that S contains 3|S;| > 24"~ sets of indices. By construction
of Sy, there must be some some S’ € Sy such that for every T € S we have T € S’ if and only if

T € S. Let b’ be the tuple that results from b by replacing every occurrence of bg) in the tuple
by bg). Then, we get A_g, [z—d, z1+5C1, Tor>Ca, 7] |= X4, (2, 71, T2, ¥), which contradicts (3.8).
Consequently, the length of the sentence ¢, cannot be less than 27. O

3.10 Separateness and Guarded Quantification

In the beginning of Chapter 3 — more precisely, on page 26 —, we have briefly introduced the
concept of guarded quantification. The idea is that a quantifier Qu is not only accompanied by its
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scope (1, V) but also by a guard v(T,v). A guard is a formula that contains all variables that
occur freely in the scope (T, v) and satisfies additional syntactic restrictions. For instance, guards
may be restricted to atomic formulas — which is characteristic for the guarded fragment —, and
we then speak of atomic guards. Or guards (T, V) may be restricted to nonempty conjunctions of
atoms Ay (T, V) A ... A Ag(TQ,¥) such that every variable u € v co-occurs with every v € GUV in at
least one A;. This kind of guards of called loose guards.

Given any such guard (T, V), guarded quantification has two possible shapes: Vi.y(d,v) —
¥(T,v) and Ju. (@, V) A (4, V), which are dual to one another. If we restrict our attention to
first-order sentences in which all quantifiers are guarded in the described way by atomic guards or
loose guards, then we are in the realm of the guarded fragment or the loosely guarded fragment.

Definition 3.10.1 (Guarded fragment (GF) and loosely guarded fragment (LGF)). An atomic
guard (T, ¥) is an atom A(TQ, V) such that all w € UV occur in AT, V). A loose guard (T, v) is
a nonempty conjunction of atoms (1, v) := A1(0, V) A ... A Ag(Q, V) such that 0 is nonempty, 0
and v are disjoint, and all u,v with uw € U and v € WUV co-occur in at least one A;.

We define the set of loosely guarded formulas inductively:

(i) every relational atom is a loosely guarded formula, equality is admitted;
(ii) every Boolean combination of loosely guarded formulas is a loosely guarded formula;

(iii) for all tuples U, v, every loose guard v(4, V), and every loosely guarded formula ¥ (1, v) the
following formulas are loosely guarded formulas:
V. (y(1, V) — (0, v)) — abbreviated by (Va.~(u,v))y(u,v) — and

Ju. (v(u,9) A (0, ¥)) — abbreviated by (3u.~(T,V))y(, V).

Notice that we assume in any loosely quarded formula (Qﬁ. v(ﬁ,x’l))lb(ﬁ, V) that (a) all variables
that occur freely in v also occur in v and (b) every variable that is bound by Qu co-occurs with
every free variable from v in some atom in .

The loosely guarded fragment (LGF) is the class of all loosely guarded sentences. The guarded
fragment (GF) is defined in the same way, except that we require all guards to be atomic.

We shall occasionally use sloppy language and speak of LGF formulas when we mean loosely
guarded formulas that are not necessarily closed. Formally, LGF exclusively contains sentences.
The same applies to GF formulas.

At first glance it seems that guarded quantification and separateness of quantified variables are
two opposite properties. In particular, any guard (@, ¥) in a formula (Vﬁ. 'y(ﬁ,x‘l))go(ﬁ,x‘z) has to
ensure that every u € G co-occurs with each v € v in at least one atom in . Clearly, this destroys
any separateness of variables from @ and v which might be separated in ¢. However, it turns out
that guardedness and separateness can be conceived as complementing concepts. Combining the
two in a certain way can help extending the (loosely) guarded fragment of first-order logic in a way
that preserves decidability of the satisfiability problem.

Definition 3.10.2 (Separated loosely guarded fragment (SLGF)). Two tuples X,y are guard-
separated in a loosely guarded formula v if for every atom A in ¢ we either have vars(A)Nx = () or
vars(A)Ny = 0; the same must hold for every guard v in1: either vars(y)Nx = 0 or vars(y)Ny = 0.

We define the set of separated loosely guarded formulas inductively as follows. (i) and (ii) are
the same as for loosely guarded formulas (cf. Definition 3.10.1). Let @,¥,7 be tuples of variables
and let (T, V) be any loose guard.

(iii) The following are separated loosely gquarded formulas: V. ('y(ﬁ, v) — 1/)(1’17\7,2)) and
Ju. (’y(ﬁﬁl) A z/)(ﬁ,\’l,i)), where the sets U and zZ are guard-separated in ).

The separated loosely guarded fragment (SLGF) is the class of all separated loosely guarded
sentences. When we start from the set of guarded formulas instead of loosely guarded formulas, we
obtain the separated guarded fragment (SGF).
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As for GF and LGF, we shall occasionally use sloppy language and speak of SLGF formulas
and SGF formulas when we mean separated (loosely) guarded formulas that are not necessarily
closed.

quantification. This means that, under certain restrictions, we can mizx variables that are subject
to distinct guards in a single quantifier block. One could incorporate this idea into the definition
of SLGF and, hence, obtain a syntactically slightly extended version. However, for the sake of
simplicity, we adhere to the simpler definition given above.

It is easy to see that SLGF is indeed a proper syntactic extension of LGF, and that the same
applies to SGF and GF. A simple sentence witnessing the strictness of these containment relations
is the sentence (Vx. T~ a:) (Hy. RS y) (P(y) > ﬁP(:c)). It belongs neither to GF nor to LGF, but
to both SGF and SLGF. Moreover, the sentence is a witness of the following observation: Every
MFO sentence can be easily turned into an equivalent SGF sentence with a length linear in the
original. We just need to add trivial equations v =~ v as guards to subformulas Qu. x. The result of
this transformation lies in the intersection of SGF and MFO..

Proposition 3.10.4. SGF properly contains GF and SLGF properly contains SGF, LGF, and
GF. Moreover, every MFO sentence can be turned into an equivalent SGF sentence with a length
linear in the original.

For MFO_,, sentences the matter seems to be more complicated. The sentence Vxy.x ~ y, for
instance, is not an SLGF sentence and cannot be directly transformed into an equivalent SLGF
sentence in the described way.

Analogously to all the other novel first-order fragments we have defined, there exists an effective
translation procedure that transforms SLGF sentences into equivalent LGF sentences.

Lemma 3.10.5. Every SLGF formula is equivalent to some LGF formula.

Proof. We prove an auxiliary result from which the lemma follows easily: Consider any SLGF
formula ¢ := (Qu.~(1,¥))v(4,v,z) where ¢ is any LGF formula, 1, v,z are pairwise disjoint, and
©’s free variables are exactly the ones in v,Z. Then, ¢ is equivalent to some LGF formula ¢'(v,7).
Moreover, any two sets of variables that are guard-separated in ¢ are also guard-separated in ¢'.

Suppose Q is a universal quantifier (the case for existential quantification is dual). Recall that,
by definition of SLGF, the tuples @ and Z need to be guard-separated in . Since v is an LGF
formula and since we assume that no variable occurs freely and bound in ¢ at the same time,
we know that in every subformula x := (9%.4(x,7))n(X,¥) of ¢ we either have vars(x) N1 =0
or vars(x) Nz = 0 (or both). Moreover, since ¢ is an SLGF formula, we have vars(A) Na = )
or vars(A) Nz = ) for every atom in . Hence, ¢ is equivalent to some formula of the form
@ =V y(1,v) = A\; (xi(8,7) V0i(v,2)), where the x; and n; are disjunctions of atoms, negated
atoms, or LGF formulas of the form (Q:T(. 4(x, }7))77(5(, y). Applying distributivity and shifting the
quantifier Vi in ¢”, it is easy to show equivalence to ¢’ := A, ((Vi.v(4,¥) = xi(1, ¥)) V 1;(¥,2)).
This is the sought LGF formula. O

Notice that the proof works irrespectively of the structure of guards. Hence, we also observe
that every SGF formula is equivalent to some GF formula.

In connection with the well-known fact that GF and LGF possess the finite model prop-
erty [Gra99b, Hod02], the obvious consequence of Lemma 3.10.5 is that the satisfiability problems
associated with SGF and SLGF (SGF-Sat and SLGF-Sat) are decidable.

Theorem 3.10.6. Both SGF and SLGF possess the finite model property. Moreover, the satisfia-
bility problem for SGF sentences and SLGF sentences is decidable.

The following example illustrates the translation of SLGF sentences into LGF sentences, using
the more liberal SLGF syntax outlined in Remark 3.10.3.
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0(xu,z), ¢'(yv,z) be loose guards, where Xu and yv denote the results of appending G to X and v to
v, respectively. Consider the formula

where ¢ is quantifier free and the sets UUX and VUY are separated in . Clearly, this formula is
not loosely guarded, as there are no guarding atoms in which the variables from U and v co-occur,
and the same holds for the variables from X and y. Nevertheless, the formula is equivalent to
some LGF formula, as witnessed by the following transformations, where the 1v; and x; are certain
disjunctions of literals and the w;» and X;' are certain conjunctions of literals and basic formulas:

H v 9(10,2) A7/(7.2) A (5. 0(5,2) A 0'(57,2) = A\ (3(5,0.2) V 33,7, 2)))

?

H 3uv. (1, 2) Ay (¥,2) A /\(%zy. §(xu,z) A (yV,2) — (X, 10,2) V xi(¥,V,7))
H 307.9(1,2) A7 (5,2) A\ (V85 (06,7) > (%.8,2) V (0/(77,7) = 6(5.7,72)))

H Jav.v(4,2) A (¥,Z) A /\((Vx. §(xu,z) — ¥;(x,0,2)) V (V5.0 (¥7,2) — Xi(y,v,z)))

basic formula with free basic formula with free
variables from U,z variables from v,z

H Juv.y(1,2) A (v,2) A \/(¢§ (W,2) A X}(9,2))

=V (309902 A/(7.2) A9 (.2) A x)(7.2)

H \/((Eﬁ.'y(ﬁ,i) AY(1,2)) A (39.9/(7,2) A X;(v,z))) .

The final result belongs to LGF.

We conclude this section with an investigation of the succinctness gap between SLGF and LGF.
The following theorem entails that there is no elementary upper bound on the length of the LGF
sentences that result from any equivalence-preserving transformation of SLGF sentences into LGF.

Theorem 3.10.8. There is a class of SLGF sentences such that for every integer n > 3 the class
contains a sentence @ with n VY3 alternations and with a length polynomial in n for which any
equivalent LGF sentence has at least (n — 1)-fold exponential length in n.

Proof sketch. Let n > 3. Consider the following SLGF sentence in which the sets {z1,...,2,} and
{y1,...,yn} are separated:

Y= (an. Rn(xn)) (Hyn. Tn(yn)) .

4n

(VI’l.Rl(l’l,... ,:z:n))(EIyl.Tl(yl,...,yn)). /\(Pl(Il,,IEn) < Qi(yl;---ayn)) .

i=1

In order to construct a particular model of ¢, we inductively define the following sets: &1 :=
{S Can]||S|=2n}, Spr1:={S € PSc | |S| =3 -|Sk|} for every k > 1. Hence, we observe that

Sil = (1) > ()" = 2,

2n 2n

Si]/2 n n—1
Sol = () = (F) 7 = 2 2 92 = 2,

Sk
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22n—1_
Sul = ([Sl) 2 22 > 02 T s gtn - (n-1)) = 2™+ 1),
where the inequality () > (n/k)* can be found in [CSRLO1] (page 1097), for example.
A Having the sets Sy, we now define the structure A as follows:

A= Uﬁzl{a(sk)a bfsk) ’ Se Sk}7

PA={@Y,...a{yeA"|ieS €S e...€8,} fori=1,... 4n,
= {(by),....b{)eA" |ie S eSye...e8,} fori=1,....4n,
R;.“:: {(a@,...,aé?)eA”|Sj€...€Sn} for j=1,...,n, and
A= {(by),.. by eAr S e eS8,  forj=1,....n

For any choice of Sy,...,S, with S € ... € S,, we observe

A, [a:lr—>ag ), cey Cﬂnl—)ag;)] =

==
=
—
&
B
2

<.
Il
—

E(yjaayn) 5 and

~.

A, [yp—)b(sll), . ,yngg;)] =

]
0

A, [xp—)ag),.. xnr—>a(s),y }—)b(l) ...,yngg:L)] = /\Pi(xl,...,xn) < Qi(Y1, - Yn) -
i=1

For any tuple (cj,...,c,) for which there do not exist sets S; € S;,...,S, € S, suchthat §; € ... €
Sp and (cy,...,c,) equals (a g), .. agn)>7 we observe A, [x;j—¢j, ..., xpCh] FE Rj(xj, ..., 2p).

Hence, for any variable asblgnment ﬁ we have
A,ﬂ[l’j'—)cj', ce ,l'ni—)Cn] ): Rj(x]-, - ,ZL’n) — ...

Consequently, A is a model of .
A, B Consider the following simple two-player game with Players 2l and B where both players have
complete and instantaneous knowledge about all moves that are made by either player. In the

Sor i, a SJ) first round 2 moves first by picking some domain element agn) for some set Sy 5, € Sp,. B knows
9 2,5
S, b ~about «’s choice and answers by picking a domain element b( ") for some set Sg.n € S,. The

game continues for n — 1 more rounds, where in every round Player 2 picks a domain element

a(Sz)‘ with Sg; € Su j+1 and B answers by picking some b(]) "y with Si ; € Su ;4+1. Hence, in

the last round the chosen domain elements ag;ll and bfg% . are such that Sg(1 and S 1 are both
nonempty subsets of [4n]. Player 2 wins if and only if

A [l’pﬁagg xn»—>ago‘) ,ylﬁbg%) ERRR ,yn’—)bg‘gn] E& .Pi(l'l, ey (En) <~ Qi(yla . ,yn)
for some ¢ € [4n], and Player B wins if and only if
A W (n) e b 1L P .
[x1+—>as CTnragy S yi—bgl Lo Y qu,n,] EP(z1,...,z,) & Qi(y1,---,Yn)

for every i € [4n]. Since A is a model of ¢, there must exist a winning strategy for B.
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Claim I: There is exactly one winning strategy for B, namely, for every j = n,...,1 Player B
picks the element bgj1 , imround n —j+1, i.e. for every j we have So j = Sa;.
Proof: It is easy to see that the described strategy is a winning strategy for 8.

Assume B deviates from this strategy. This means there exists some j,, 1 < j. < n, such that
B did not adhere to the described strategy in the (n — j, + 1)-st round, i.e. Sy ;. 7# Sa ;.-

We show by induction on j, that 2l has a winning strategy from this deviation point on.

For the base case j. = 1 we consider two distinct nonempty sets Sy 1,S%,1 C [4n]. There
must be some index i, that belongs to one of the two sets but not to the other, i.e. i, €

(S2,1 U S,1) \ (Sa1 N Ses1)-
Suppose that i, € Sg 1\ S,1. Hence, we can construct the chain i, € Sy1 € ... € Sy, by

definition of the allowed moves. This entails A, [:El'_)at(gli’)l,l b x"'_mg;),n] E P (x1,...,2p).
On the other hand, we get A, [yle(Slé e ,ym—)bf;g ] Qi (y1,---,yn), because of

ix & So,1. Hence, 2 wins and the chosen strategy cannot be a winning strategy for B.
The case where i, € Sy 1\ Se,1 is symmetric and 2 wins as well.

For the inductive case we fix some j. > 1. Since Sy ;, and Sy ;, are distinct but have the
same number of elements, there is some set S € Sy j, \ Sw ;.. If A picks agQ*lzlzl = ag/*_l)
in the following round, we have Sy ;, 1 # Sa ;. —1 for any choice ij;;lll that B could
possibly make in accordance with the rules. By induction, 2 has a winning strategy starting
from the next round of the game. Hence, there is a winning strategy for 2 starting from the

current round. O

The described game corresponds to the model-checking game associated with the pair (A, p).

Obviously, the given rules limit the moves of the involved players in such a way that all guards in
 are satisfied by the variable assignment both players construct move by move. Viewed in this
light, the above claim proves the following observation. For every S € S, 1 < k < n, we define the
structure A_g as the substructure of A induced by the domain A_g := A\ {bgk)}.

Claim II: For every S € S, 1 < k < n, the substructure A_g of A does not satisfy ¢.

Proof: The reason is simply that in this case player 2 can always prevent 8 from reaching a state
of the game where B can apply the described winning strategy. O

We have already analyzed the size of the sets Si. Due to the observed lower bounds, we know

that A contains at least Y ,_, 2™ (n) elements of the form bgk).
Let prar be a shortest LGF sentence that is semantically equivalent to ¢. Next, we argue
that len(pLgr) is at least (n — 1)-fold exponential in n. We start by introducing some additional

notation. We divide the domain A into two disjoint parts A, := {a(sk) [1<k<mnand S e Sk} and
Ap = {bfgk) |1 <k <nandS €S} Moreover, we subdivide Ay into parts Ap j, := {bgk) | S €S}
with 1 < k < n. We define the following vocabularies
Y= {{P,Q; |1<i<4n}U{R;,T; |1<j<n}0),
Spri=({P[1<i<4n}U{R;|[1<j<n},0), and
Sor =({Qi|1<i<4n}U{T; |1<j<n},0).

Aa, Ab7
Ap K

X, XpR, X0OT

Moreover, let X5 and X1 be disjoint extensions of the vocabularies ¥pp and Yqr, respectively, Ypp, X5

each extended by a countably infinite number of nullary predicate symbols.

Claim ITT-a: Consider any loose guard (@, V) over the vocabulary . Suppose we have A, § = v
for some variable assignment /3 over A’s domain, or A_g, 8 | 7 for some S and some variable
assignment (8 over the domain of A_g. Then, either all atoms in 7 are X pg-atoms or all
atoms in 7 are X p-atoms.
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Proof: We argue for the case where A, 8 = v. The argument for the cases A_g, 3 |= 7 are the
same.

Let v(4,v) = A1(4,¥) A ... A A, (T, V). Suppose there are k, k' such that Ay is a ¥ ppr-atom
and Ay is a Tgr-atom. Let V := vars(4y) and V' := vars(Ay). Because of A, 8 = Ax A Ay,
we must have (V) C A, and B(V') C Ap. Since v is a loose guard, there are variables
u € tand v eV and v/ € V' and atoms Ay, A} such that u co-occurs with v in A, and u
co-occurs with v" in Ay . Because of A, 8 = Ay A Ay, we must have 6(vars(Ag)) C A, and
(V&I‘S(Ag)) C Ap. Hence, 8(u) € A; N Ap. But this contradicts the fact that A, and A, are
disjoint.

Consequently, v must either be a conjunction of ¥ pg-atoms or a conjunction of Ygr-atoms,
but cannot mix the two kinds. O

Claim ITI-b: Consider any loosely guarded X-formula x(v) := (Qu.~(4,v))n(1,v) and let A(z) be
some atom occurring in 7(Q, ¥). Recall that we assume that none of the variables occurring
freely in any subformula of y occurs bound in the same subformula and that, moreover,
no variable is bound by two distinct occurrences of quantifiers. Suppose that (1@, V) is a
Y pr-formula and that A(zZ) is a Egr-atom or vice versa. Further suppose that we have
A, B = (1, V) for some variable assignment /3 over A’s domain. Let Z be the set of variables
occurring in A(z) that are free in 7(@,v). Either Z is empty, i.e. none of the variables in
A(z) occurs freely in n(@, ¥), or we have A, 5’ = A(z) for every variable assignment over A’s
domain that coincides with 8 on the variables in Z.

The same holds if we replace A by any A_g.

Proof: We treat the case where 7 is a ¥ pp-formula and A is a Ygr-atom. The other case can be
treated in a similar way. Consider some 8 with A, 8 = v(@, ¥) and any 8’ that coincides with
B on Z and which satisfies A, 8’ = A(z). Then, we observe (U V) C A, and 5/(Z) C Ay.
This entails ZN (WU V) =0, as A, and A, are disjoint. O

Claim ITI-c: Consider any loosely guarded X-formula x(¥) := (Qu. (@, v))x’(9, ¥) where x'(1, ¥)
contains a subformula 7(z) of the form (Q'y.4(7,2))n'(7,2). Moreover, we assume that the
guard v(@,¥) is a ¥ ppr-formula and the guard 4(y,z) is a Lgr-formula or vice versa.

Suppose we have A, 8 = v(1, V) for some variable assignment 5 over A’s domain. Let Z be
the set variables occurring in 7/(¥,7) that occur freely in x'(,v), i.e. Z C z. Let 8’ be any
variable assignment that coincides with § on Z. Then, either Z is empty or A, 8’ £ §(7,%).

The same holds if we replace A by any A_g.

Proof: By definition of LGF formulas, for every z € z that occurs in 1’ and is free in ¥’ the guard
0(y,z) must contain at least one atom with z as argument. Consequently, the claim follows
from Claim III-b. O

Starting from ¢1,gr we construct the sentence ¥,gr which possesses the following properties.

(a) The sentence ¥qr is a Boolean combination of loosely-guarded ¥/, p-sentences and loosely-
guarded Z’QT—sentences. Moreover, ¥1,gr is in negation normal form.

(b) The vocabulary underlying ¢r,gr is that of ¢rar extended by fresh nullary predicate symbols.

(¢) The structure A can be uniquely expanded to a model B of 1 ,gr over the same domain and
conserving the interpretations of all predicate symbols occurring in pr,gp; for every B_g —

which is defined to be the substructure of B induced by the domain B_g := B\ {b(sk)} for
any S € Sy — we have B_g [~ YraF.

(d) len(¢rar) € O(len(pLar)).
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The construction of ¥y,gr starts from prgr. As a first step, we shift any negation signs in ¢r,gr
inwards so that they occur directly in front of atoms. We do this in a way that preserves guarded
quantification. The length of the resulting formula is linear in the length of ¢pgr. Next, we
perform the following steps.

(1) Remove any subformulas that have the form (Qu. (1, ¥))x where 7 is neither a ¥ pp-formula
nor a Ygr-formula but mixes ¥ pg- and Ygr-atoms. Since, by Claim III-a, A, 5 &= (4, v)
and A_g, 8 ~ v(u,v) for every 8 and every S, these subformulas can be replaced by true in
case of @ =V and by false if Q@ = 3.

All guards in the resulting formula are either ¥ pg-formulas or ¥gp-formulas.

(2) Remove any subformulas 7 of the form (Q'y.4(y,%))n'(¥,Z) that occur in subformulas
x = (Qu. (1, ¥))x where v is a Xpg-guard and § is a Sgr-guard or vice versa, and
where 7/(¥,2z) contains variables that are free in x’. By Claim Ill-c, A, 8 |= (1, V) entails
A, 5" = 6(3,%z) for every B and every ' which coincides with 8 on all variables that occur
freely in x’. Hence, in case of @' =V we can replace n with true, and in case of Q' = 3 we
can replace 1 with false.

(3) Remove any Ygr-atom (X pg-atom) A(z) that lies in the scope x of a ¥ pr-guarded (Xqr-
guarded) quantified subformula (Qu. (i, V))x and in which a variable z € zN (U V) occurs.
By Claim ITII-b, A, 8 = v(T, V) entails A, 8’ £ A(z) for every 8 and every 8’ which coincides
with 5 on all variables that occur freely in x. Hence, we can replace A(z) with false.

(4) Do the following steps iteratively and exhaustively. Replace every occurrence of a non-atomic
Y, p-sentence (E'QT—sentence) X in pgr which does not contain another non-atomic sentence
as proper subformula with the atom M, where M is a fresh nullary predicate symbol, and
conjoin the formula M < x. We take M from ¥, if the smallest quantifier scope the
replaced occurrence of y belongs to is X pg-guarded. Otherwise, we take some nullary M
from {7 The resulting formula is prgr[x/M] A (M < X).

The final result of this process has a length that is linear in the length of the original. Due
to the previous transformations, we obtain a sentence that is a Boolean combination of
Y’p p-sentences and Z’QT—sentences and satisfies Properties (a) to (a). We shall call it ¥ gr
from now on. Moreover, none of the constituent sentences of i,gr properly contains a
non-atomic sentence.

We need some more notions and notation. An atom is called linear if every variable in it occurs
at most once. Any occurrence of a variable v in a non-equational ¥-atom A is called a column-k-
occurrence, if v is the (n — k 4+ 1)-st argument from the right in A. For example, if we fix n to be
6, then v has a column-5-occurrence in each of the atoms Q;(x1, 2, x3, x4, v, x6), T3(x3, 24,0, Tg),
T5(v, z6), but v has no column-5-occurrence in the atoms Tg(x¢) or Q;(v,v,v,v, x5, v).

Claim IV-a: Let A(¥) be some non-equational Ygr-atom. Consider any variable v that has
a column-k-occurrence in A(v). Then, for every variable assignment 8 we observe that
B, 3 = A(¥) entails B(v) € Ap . Similarly, for every S we have that B_g, 5 |= A(¥) entails
B(v) € Ap k.

The same holds if we replace B with B_g for any S.
Proof: This follows immediately from the definition of 5. O

Claim IV-b: Consider any loose guard ~(t, V) over the vocabulary EbT. If B,8 = v(u,v) or
B_s, B E (1, ¥) holds for some variable assignment § and any S, then for every variable v
occurring in a non-equational atom in (T, V) there is a unique k, 1 < k < n, such that every
occurrence of v in a non-equational atom in (@, V) is a column-k-occurrence.

The same holds if we replace B with B_g for any S.

linear atoms

column-k-
occurrences
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Proof: Suppose v has a column-k-occurrence in (@, v) and, at the same time, a column-k’-
occurrence in (@, v) with k # k’. By Claim IV-a, we then have 3(v) € Apx N Ap . But
since this intersection is empty, we obtain a contradiction. O

Claim IV-c: Consider any loosely guarded Lgp-formula x(v) := (Qu.~(4,¥))n(d,¥) in which
~(@, v) contains at least one non-equational atom. Suppose there is a maximal subset Z C GUV
containing at least two distinct variables such that B, = v(1,v) = A, .,z = 2’ holds
for every variable assignment 5. Then, there is some variable z, € Z that occurs in some
non-equational atom A(z) in (i, ¥). Moreover, x(¥) is equivalent to some loosely-guarded
Sor-formula (Qu'.~/(W,¥'))n (W, V'), where 21, ..., 2, is an enumeration of all the variables
in Z, v/(@’,¥') is the result of removing any trivial equations from v[zl/z*, . zm/z*}, and
n = 77[21/2*, .. ,zm/z*]

The same holds if we replace B with B_g for any S.

Proof: Suppose that none of the z € Z occurs in any non-equational atom in (@, v).

Consider some u € G that does not occur in any non-equational atom in v(t, V). Then, u
must co-occur with every z € Z in some equation in (@, V). But then, we have B,
v(@,v) — u = z for every z € Z. Since Z is maximal, we get u € Z. Moreover, every v that
occurs in some non-equational atom in (1, v) must co-occur with u in some equation in
~(T, 7). Again, this entails v € Z and, hence, yields a contradiction.

Consider some u € @ that occurs in some non-equational atom in ~(@,v). Then, u must
co-occur with every z € Z in some equation in (1, v). But then, we once more get u € Z.

Consequently, there is some z, € Z that occurs in some non-equational atom A(z) in v(qQ, ).
The rest of the claim follows immediately. O

Claim IV-d: Consider any loosely guarded Ygr-sentence x := (Qu.~(u,?))n(t) in which y(a, 0)
contains exclusively equational atoms. Let u be some variable from @ and let uq,...,u, be
an enumeration of all the variables occurring from @. Then, x is equivalent to the sentence
(Qu.u ~ u)n(u) where i :=n[u1/u, ..., up/u]. Moreover, for any atom A(u) in 7'(u) that
does not lie within the scope of any quantifier in n’(u) we have that either A(u) is a trivial
equation u =~ u, or A(u) is of the form T, (u), or B, 8 = A(u) for every variable assignment £3.

The same holds if we replace B with B_g for any S.

Proof: Since every variable occurring in (@) must co-occur with u in some equation in (i), we
have B, = y(1) = /\,cq u =~ v for every variable assignment 3. Hence, x is equivalent to
(Qu. U~ u) n'(u). Since we assume n > 3, every predicate symbol @; has arity 3. Hence,
any non-equational atom A(u) with any predicate symbol from Ygp different from 7, must
contain more than one occurrence of u. But in such cases we get B, 3 & A(u) for every
variable assignment (. O

Claim IV-e: Consider any loosely guarded Ygp-formula x(v) := (Qu.~(u,v))n(4,v) in which
~v(1@, V) contains exclusively equational atoms and v is not empty. Let v, be some variable
from v and let z1, ..., 2, be an enumeration of all the variables occurring in @Uv. Then, x(¥)

is equivalent to the formula (/\'L)E\_/ﬁvars('y) v v,) =1 (vs), if @=V, and x(¥) is equivalent

to the formula (/\vemvars(w) v A v*) A (vy), if @ =3, where n/ := n[zl/v*,...,zm/v*]
Moreover, for any atom A(v,) in 7/(v.) that does not lie within the scope of any quantifier in
7' (v.) we have that either A(v,) is a trivial equation v, & v, or A(v,) is of the form T}, (v.),
or B, 8 £ A(v,) for every variable assignment 3.

The same holds if we replace B with B_g for any S.

Proof: Pick some variable u, € u. Since every variable occurring in (4, v) must co-occur with
u, in some equation in (1, v), we have B, |= 7(1,V) = A, cqus us = 2 for every variable
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assignment . Hence, x(¥) is equivalent to the formula (/\UE\'Iﬁvars('y) v &) = (v, if

Q =V, and x(¥) is equivalent to the formula (/\UGVﬂvars('y) v A (v, if Q=3

Since we assume n > 3, every predicate symbol @; has arity 3. Hence, any atom A(u) with
any predicate symbol from g different from 7, must contain more than one occurrence of
u. But in such cases we get B, 5 = A(u) for every variable assignment 3. ¢

Claim IV-f: Consider any loosely guarded ¥, -formula x(v) := (Qu. (1, v))n(1, v) and let A(z)
be some non-equational Ygr-atom occurring in 7(Q, ¥). Suppose that there is some variable
v with a column-k-occurrence in some non-equational atom in ~(@,v) and with a column-
k'-occurrence in A(z) for distinct k, k’. For every 8 we observe that B, 5 = (4, V) entails
B, 3 £ A(7) for every variable assignment 8’ over B’s domain that coincides with 8 on the
variables that occur freely in 7(d, ¥).

The same holds if we replace B with B_g for any S.

Proof: As above, A, 8 |= v(TQ, V) together with A, 8’ = A(z) entails B(v) = '(v) € Apr N Ap g for
any v € z that occurs freely in 7(1, v). However, this intersection yields an empty set. %

Claim IV-g: Consider any loose guard (i, v) over the vocabulary E’QT. Let u € T be a variable
that has a column-k-occurrence in (@, v). If B, 8 = (T, V) or B_g, 8 |= (T, ¥v) holds for some
variable assignment 8 and any S, then there is no variable v # u with column-k-occurrences
in 7, unless (4, V) contains an equation u = v.

The same holds if we replace B with B_g for any S.

Proof: For every variable v occurring in (@, v) the guard +(t, ¥) must contain some atom A(@, ¥)
in which u and v co-occur. If A(t, V) is not an equation, then, by Claim IV-b, the occurrence
of u in A(1@,V) is a column-k-occurrence. Hence, the (unique) occurrence of v in A(w,v)
is a column-k’-occurrence for some k' # k. By Claim IV-b, all occurrences of v in any
non-equational atom in (i, ¥) are column-k’-occurrences. O

Claim IV-h: Consider any loosely guarded ¥, -formula x(v) := (Qu.~(1,v))n(u,v). Let u € u
be a variable that has a column-k-occurrence in v(i, V). Suppose that we have B, 5 = ~(1, V)
for some variable assignment 8 over B’s domain. Further suppose that n(@,v) contains a
non-equational Ygr-atom A(z) in which some variable v has a column-k-occurrence. If v
occurs freely in 7)(@, ¥), then we either have v = u or (i, V) contains the equation u & v or
B, 3 £ A(7) for every variable assignment 8’ over B’s domain that coincides with 8 on the
variables that occur freely in 7(a, ¥).

The same holds if we replace B with B_g for any S.

Proof: Suppose v # u and that (@, V) does not contain the equation u ~ v. Since v occurs
freely in n(w, v), it must also occur in some non-equational atom in (@, v). By Claims IV-g
and IV-b, v has only column-k’-occurrences in v(1, v) with &’ # k. Hence, Claim IV-f entails
B, 3 £ A(Z) for every variable assignment 8’ over B’s domain that coincides with 8 on the
variables that occur freely in 7(d, ¥). O

Due to Claims IV-c to IV-e, we can reduce the equations occurring in guards in Z’QT—subfor—
mulas of Yrgr to a minimum without losing properties (a) — (d). The only equations in guards
that cannot be removed in this way are part of purely equational guards that belong to top-most
quantifiers in E’QT—sentences. These guards consist of exactly one trivial equation.

Due to Claims IV-f and IV-h, we can modify ¢1,gr as follows while retaining properties (a)—(d).
Let (Qu.~(,¥))n(T, v) be any Ygr-guarded subformula of p,gr. For any variable v that has a
column-k-occurrence in (i, V) we can replace any atom A(z) in n(, ¥) in which v has a column-k'-
occurrence with k' # k by false. If this occurrence of A(Z) is part of a guard §(X, ¥) of a subformula
(Qi(. 0(x, y))n’(i, y), then we replace the whole subformula with true if @ =V, and we replace
the whole subformula with false if Q@ = 3. We proceed analogously for atoms A(Z) containing
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column-k-occurrences of variables v' with v’ # v. In the resulting formula, every non-equational
Yor-atom is linear and for every variable v occurring in any non-equational Xgr-atom there is
some k such that all occurrences of v in non-equational ¥gr-atoms are column-k-occurrences.
Moreover, for every E/QT—Subformula x all distinct variables v,v’ that occur freely in x and have
column-k-occurrences and column-k’-occurrences in , respectively, we know that k # k’. This
observation also entails that any non-trivial equation can be replaced by false in E’QT—subformulas
of Yrgr and any trivial equation (except for the ones that constitute the guard of a top-most
quantification in a EQT—sentence) can be replaced by true.

Notice that, after the previous modifications, every E’QT—subsentence that is part of ¥ar is
actually a variable-renamed version of a loosely guarded FO™ sentence, see Section 3.12.

Suppose that 1pqr has fewer than 27" ~1(n) subformulas. We observed earlier that B |= ¢qr
and B_g [~ Ygr for every S € S,,. Hence, for every S € S,, there is some E’QT—subformula g in

Yrgr of the form (Hy. vs (¥, z))XS(y, z) and some variable assignment 8¢ such that the following

properties hold. We have Sg(y.) = bgn) for exactly one y, € y and for every v € y U z different
from y, we have Bg(v) € Ap \ Ap ,,. Moreover, we have

(*) 87 ﬁS ': 75’(?7 2) A XS(ya 2) and 87 6/ Fé ’YS(ya 2) A XS(ya 2) for every 6/ that differs from 55’
only in the value assigned to y,.

The tuple Bs(7) represents a sequence €g of domain elements from Ay, that can be completed to a
chain bl ..., b% " bYY with 71 € ... € T,y € 5.

Fix any S, € S,, and consider the formula g, (z). There is a nonempty set S, such that Vs, (7)
coincides with every 1g(z) with S € S.. For any distinct S,5’ € S, the sequences Cg := f5(z) and
€s := Bs:(z) must differ, for otherwise (x) would be violated. As there are at most [[}—; 2™ (n)
distinct sequences ¢g, S, can contain at most Hz;ll 2™ (n) < (2T”_1(n))n sets. Recall that there
are fewer than 27 ~1(n) subformulas in ¢¥gr. We have just inferred that each of these can only
serve as g for at most (2T”*1(n))n sets S € S,,. Hence, only

(211 ()" - 2T (n) = 2 FD2T ) o 92T o gty

sets S have a corresponding subformula ¥g. But this means that there are S € S, such that
B_s E YLar, which contradicts our assumptions. Consequently, ¢¥rgr must have more than
2™=1(n) subformulas. O

3.11 Separateness and Guarded Negation

We have already briefly visited the concept of guarded negation in the beginning Chapter 3 (page 26).
The used guards (i) are atoms in which every variable from @ occurs at least once. An occurrence
of negation —(1) is guarded, if it is part of a formula (@) A =) (@) with an atomic guard (). The
guarded-negation fragment comprises first-order sentences in which all quantifiers are existential
and every occurrence of negation is guarded by an atomic guard. Under these restrictions, universal
quantification can only be expressed in a guarded fashion, simulated by existential quantification.
For example, the sentence Vx. P(X) — 9(X) is equivalent to Jy.y ~ y A =(3x. P(X) A (X))

Definition 3.11.1 (Guarded-negation fragment (GNFO)). We define the set of guarded-negation
formulas inductively:

(i) every relational atom is a guarded-negation formula, equality is admitted;
(ii) every A-V-combination of guarded-negation formulas is a guarded-negation formula;

(iii) for every tuple U and every guarded-negation formula () the formula 30.(Q) is a guarded-
negation formula;

5This example is an adaptation of an example from [BtCS15], page 3.
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(iv) for every tuple G, every atomic guard (@) (i.e. ¥(@) is an atom in which every u € A
occurs at least once), and every guarded-negation formula 1 (1) the formula v(@) A —(Q) is a
guarded-negation formula.

The guarded-negation fragment (GNFO) is the class of all first-order guarded-negation sentences.

Barany, ten Cate, and Segoufin have shown that GNFO sentences have the same expressive
power as GF sentences have (see [BtCS15], Proposition 2.2). Moreover, there are GNFO sentences
for which there is no GF equivalent, i.e. GNFO is strictly more expressive than GF. One such
example is the sentence Jzy. E(z,y) A = (Fuvw. E(z,u) A E(u,v) A E(v,w) A E(w,y)) ([BtCS15],
Example 2.3).

Similar to guarded quantification, guarded negation can be made compatible with separateness
of variables in a way that allows us to syntactically extend GNFO while retaining its expressive
power and the decidability of the associated satisfiability problem (GNFO-Sat).

Definition 3.11.2 (Separated guarded-negation fragment (SGNFO)). Given any sequence 1, . . .,
Uy, V of pairwise-disjoint tuples of first-order variables, a separated negation guard (i1, ..., Uy, V)
is a conjunction of n atoms A1(1, V) A... A A, (U, V) (possibly equations) such that for every i,
1 <i < n, all variables from ; occur at least once in A;(T;, V).

We define the set of separated guarded-negation formulas inductively:

(i) every relational atom is a separated guarded-negation formula, equality is admitted;

(i) every A-V-combination of separated guarded-negation formulas is a separated guarded-negation
formula;

(iii) for every tuple y and every separated guarded-negation formula ¢¥(¥) the formula 3y.(y) is
a separated guarded-negation formula;

(iv) for every separated negation guard y(ti,...,0n,V), and every separated guarded-negation
formula ¥(Qy, ... ,0,) the formula y(Ty, ..., Tn, V) A (1, ...,T0p) i a separated guarded-
negation formula if the following conditions are met. Let Z be the set of variables that are
quantified in Y (Qy, ..., 0y,). We require that Z can be divided into pairwise disjoint, possibly
empty subsets Z1, ..., Zy, such that the sets Z1 Uy, ..., Z, U1, are all pairwise separated in

¢(ﬁ1,...,ﬁn).

The separated guarded-negation fragment (SGNFO) is the set of all first-order separated guarded-
negation sentences.

We shall occasionally use sloppy language and speak of GNFO and SGNFO formulas when we
mean (separated) negation-guarded formulas that are not necessarily closed.

It is obvious that GNFO is contained in SGNFO and that there are SGNFO sentences that do
not belong to GNFO. Moreover, every MFO sentence ¢ can be easily turned into an equivalent
SGNFO sentence with a length linear in the original. We first transform ¢ into negation normal
form and add trivial equations v = v as guards to negated atomic subformulas =P (v). The result
lies in the intersection of SGNFO and MFO4. For MFO. sentences the matter seems to be more
complicated. The sentence Jzy. x % y, for instance, is not an SGNFO sentence and does not seem
to have an SGNFO equivalent.

Proposition 3.11.3. SGNFO properly contains GNFO. Moreover, every MFO sentence can be
turned into an equivalent SGNFO sentence with a formula length that is linear in the length of the
original.

After we have seen the results obtained for the other novel first-order fragments, it should not
come as a surprise that there is an effective translation from SGNFO to GNFO.

Lemma 3.11.4. Every SGNFO formula is equivalent to some GNFO formula.

GNFO-Sat
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Proof. First, we recall the notion of strict separateness from Lemma 2.0.3. Let ¢ be any first-order
formula. Two disjoint sets of first-order variables X,Y are strictly separated in ¢ if X and Y
are separated in ¥ and, in addition, for every subformula ¢’ := (Qu. ...) of ¢ we either have
vars(¢') N X =0 or vars(¢v') NY = ().

We infer with two auxiliary results from which the lemma follows:

Claim I: Consider any SGNFO formula ¢(dy, . .., Up, V) := y(Q1,. .., Upn, V) A—(Ty, . . ., Uy, ) where

Y(ty,...,0,) is any GNFO formula, and the 1y,...,0, are pairwise strictly separated in
Y(ty,...,0,). Then, ¢(Ty,..., 0y, V) is equivalent to some GNFO formula ¢'(d1,. .., 0y, V)
in which 1y, ..., 1, are pairwise strictly separated.

Proof: Let basic formulas in ¥(Qy,...,U,) be subformulas that do not lie in the scope of any
quantifier or negation sign in ¥ (dy,...,0,) and that are either guarded negation formu-
las 6(X1,...,%X%,¥) A 2x(X1,...,Xk), quantified formulas 3§. x(¥,X), or atoms. Transform
Y(ty, ..., 1,) into a conjunction ¢’ := A,; n;(T1, ..., T,) of disjunctions n;(1y, . .., 0,) of ba-
sic formulas. Since we assumed ({1, ...,10,) to be a GNFO formula and that the @y,..., 1,
are pairwise strictly separated in ¥ (1, ...,1,), we conclude that every basic formula y(X)
in ¥(iy,...,0,) satisfies x N1y # O for at most one ¢, 1 < ¢ < n. Hence, the disjuncts
n;(T1,...,0y,) in ¢¥/'(41,...,0,) can be regrouped such that

w/ = /\ 77@1(111) V...V ni,n(ﬁn) .
iel

Therefore, v(y,...,0,,v) A "p(Uy,...,0y,) 18 equivalent to the following sentence, where
A (T1,9),...,An (un, V) is the list of atoms that v(y, ..., d,, V) comprises:

Al(ﬁ1,V)A...AA (un, V) A ﬁ’lﬂ(ul,..., )

H A (UL V) A A Ay (T, © /\ﬁ/\ml (@) V... V(i)

iel
H A (L9 A A A (@, 9) A\ i1 (82) AL A1 ()
el
H O\ (A, 9) A =mia(@80) A A (A (B, 9) A =i (18))
i€l

This is the sought GNFO formula. O

Claim II: Consider any SGNFO formula ¢(X,v) := 3y.9(7,,¥) where ¢(¥,X, V) is any GNFO
formula in which the sets § UX and ¥ are strictly separated. Then, ¢(X,¥) is equivalent to
some GNFO formula (X, ¥) in which § U X and ¥ are strictly separated.

Proof: Let basic formulas in ¥(y,X, V) be defined like in the proof of Claim I. Transform (¥, X, ¥)
into a disjunction ¢ :=\/,.; 7:(¥, %, V) of conjunctions 7;(y,X,v) of basic formulas. Since we
assumed ¢ (¥, X, V) to be a GNFO formula and that the sets ¥ UX and ¥ are strictly separated
in ¥(y,%,V), every basic formula x(u) in ¥(y,%,V) satisfies uN(yUx) = @ or unNv = 0.
Hence, the conjuncts 7;(7, X, V) in ¢¥'(y,X, V) can be regrouped such that

W =\ i1 (7,%) Ania(9) .
i€l
Therefore, 37. (7, X, V) is equivalent to the sentence
3y. \/ 7i,1(¥,%) V 15,2(V)
iel

= \/(3}_’-771‘,1(}_’75()) Ani2(¥) .

el

This is the sought GNFO formula. O
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Now consider any SGNFO formula ¢ that is not a GNFO formula. Let x(ty,...,0,,7V) :=
~y(@1,...,Upn, V) A X' (T1,...,0,) be a smallest subformula of ¢ that violates the conditions of
guarded negation in GNFO. Hence, the set Z of variables quantified in x'(dy, .. ., Gp) can be divided
into pairwise disjoint sets Zi,...,Z, such that Z; U1y,...,Z, U1, are pairwise separated in
x'(t,...,0y). Further suppose that in x/(dy,. .., 0y,) the sets Z, U1y, ..., Z, U, are not strictly
separated. Let n(X) := 37.7/(7,X) be a smallest subformula of x/(1y,...,1,) that violates this
strict-separateness condition. Hence, we can subdivide y into pairwise disjoint parts y1,...,¥, such
that y; C Z; for every i. Moreover, we can subdivide X into pairwise disjoint parts X1, ...,X, such
that x; C Z; U1 for every i. Then, 7(X) can be rewritten into 31352 ...35,. 7' (F1,X1, -« -, Yn, Xn)-
Since we assume 7)(X) to be minimal, the sets y1 UX1,...,¥, UX, are pairwise strictly separated in
7 (¥1,%1,- -+, ¥n,Xn). By Claim II, n(X) is equivalent to some n”(X) in which the Z, Uiy, ..., Z,Ul,
are pairwise strictly separated. Therefore, the formula x'(i,...,1,) can be transformed into an
equivalent formula x”(dy,...,0,) in which Z; Udy,...,Z, U, are pairwise strictly separated.
By Claim I, v(ty, ..., 0, V) A =x”(Q1,...,0,) can be transformed into an equivalent formula that
belongs to GNFO and in which the sets 11, . .., 1, are pairwise strictly separated.

By iterative and exhaustive application of the outlined transformation, we can derive a GNFO
formula that is equivalent to the SGNFO formula . O

Since GNFO is known to possess the finite model property [BtCS15], Lemma 3.11.4 entails
the same for SGNFO. Of course, this also means that the satisfiability problem associated with
SGNFO (SGNFO-Sat) is decidable.

Theorem 3.11.5. SGNFO possesses the finite model property and, hence, the satisfiability problem
for SGNFO sentences is decidable.

3.12 Separateness and Finite-Variable First-Order Logic

The class of first-order formulas over a fixed finite set of variables yields an interesting object of
study (see, e.g., [Ott97, Gro98, Daw99, GO99, KPHT18] and also the textbooks [Lib04], Section 11,
and [GKL™07], Sections 1.1.3, 2.7, and 2.8). The special case where only two variables are admitted
gives rise to the two-variable fragment of first-order logic, FO?, that we have already briefly
discussed on page 25. It is important to understand that this restriction allows reusing variable
names in nested quantifiers. Therefore, in the formulas in the present section we explicitly allow
variables to occur free and bound in a formula, and to reappear in distinct occurrences of quantifiers
in the same formula. For example, the sentence Vz3y. (E(x, y)AJx. (E(y, x)AJy. Bz, y))) belongs
to FO2. It stipulates the existence of a path of length at least three, starting from any node in a
directed graph.

We shall see in this section that also in the context of finite-variable logics separateness can
give us more syntactic freedom and the ability to express certain properties in a substantially more
succinct way, on the one hand. On the other hand, the overall expressive power is retained, if
restrictions are formulated in the right way.

Definition 3.12.1 (Separated finite-variable formulas). For any positive integer k we define FOF
to be the set of all relational first-order formulas in which all variables are taken from a finite
Sequence xi,...,Tk.

For every k > 1 we define the class SFOF of relational first-order formulas as follows. Let
Vi, Vo, Vs, ... be a sequence of pairwise disjoint sets V; C Var of first-order variables, each containing
exactly k pairwise distinct variables. For every m > 1 we define the set SFO®™ to be the set of all
relational first-order formulas ¢ in which all variables are taken from Vi U ... UV, and in which
all sets V4, ..., Vi are pairwise separated. The class SFOF is the union U1 SFOk™.

It is easy to see that FO¥ is a special case of SFO*. Moreover, MFO is a proper subset of SFO*
for k = 1. In contrast, for every positive integer k the MFO sentence V1 ...x,3y. A,y # o
does not belong to SFO*.

SGNFO-Sat

FOF
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Proposition 3.12.2. For every positive k, SFO* contains FO* and MFO.

In the following lemma we establish the equivalence between SFO* and FOF for every positive
k by devising an equivalence-preserving translation procedure between the two sets.

Lemma 3.12.3. Every SFO* sentence is equivalent to some FO* sentence.

Proof. Let m be any positive integer and consider any sentence ¢ from SFO*™. Then, vars(¢) C
ViU...UV,, and all V1,...,V,, are pairwise separated in ¢. Without loss of generality, we assume
that ¢ is in negation normal form.

We prove an auxiliary result from which the lemma follows.

Claim I: Consider any subformula 1 = Qv. x of ¢ with ¥ C V; for some 4. If the sets V1,..., Vi,
are pairwise strictly separated in y, then we can construct a formula 1’ that is equivalent to
1 and in which all sets V1,...,V,, are pairwise strictly separated.

Proof: The proof proceeds along the same lines as the proof of Lemma 2.0.3.

A basic formula is any atom and any subformula (Q'v....) in x that does not lie within the
scope of any quantifier in y. Suppose Q is an existential quantifier. (The case of Q =V can
be treated in an analogous way.)

Let z be the tuple collecting all variables that occur freely in 1. We first transform x into
an equivalent disjunction of conjunctions of negated or non-negated basic formulas. This is

always possible. Since the sets V7, ..., V,, are pairwise strictly separated in x, the constituents
of the j-th conjunction can be grouped into m parts: n;1 (Vi N(VUZ)),...,0jm(VimN(VUZ))
with vars(n; ¢) C Vp. This is possible because of our assumption that the sets V1,...,V,, are
all pairwise strictly separated in x. Hence, since v C V;, ¢ is equivalent to a formula of the
form
.\ na(Vin@ua) A N\ n(Venz) .
j 1<e<m
1#i

We shift the existential quantifier block 3v inwards so that it only binds the (sub-)conjunctions
M), (VZ- NnFu 2)) The resulting formula

V(3 inGu))a A\ nevin)

J 1<4<m
L1

is the sought ¢’ in which the sets Vi,...,V,, are all pairwise strictly separated. O

Clearly, the sets Vi, ..., V,, are pairwise strictly separated in any quantifier-free subformula of .
Hence, applying Claim I iteratively, we can transform ¢ into an equivalent sentence ¢’ in which
the sets Vi,...,V,, are pairwise strictly separated. Since ¢’ is a sentence, the strict separateness
condition leads to the observation that for every subformula Qv.y in ¢’ there is some j such
that vars(Qv.x) C Vj. As each of the V; contains exactly k variables, we can rename the bound
variables in ¢’ such that ¢’ is an A-V-combination of FO* sentences. Since FO* is closed under
Boolean combinations, ¢’ is an FO* sentence. O

Since the satisfiability problem for FO? sentences is known to be decidable — in fact, the class
of FO? sentences is known to possess the finite model property [Mor75, GKV97] —, Lemma 3.12.3
entails the same for the class of SFO? sentences and the associated satisfiability problem SFO?-Sat.

Theorem 3.12.4. The class of SFO? sentences possesses the finite model property and, hence, the
satisfiability problem for SFO? sentences is decidable.

Having established the equivalence between FO* and SFO* regarding expressiveness, it remains
to investigate the succinctness gap between the two fragments. We shall do this in particular for
the class of SFO? sentences compared to the class of FO? sentences.
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Theorem 3.12.5. There is a class of SFO? sentences and some positive integer ng such that
for every integer n > ng the class contains a sentence ¢ with a length linear in n for which any
equivalent FO? sentence has a length that is at least exponential in n.

Proof. Let n > 1 be some positive integer. Consider the following first-order sentence in which the
sets {x1,22} and {y1,y2} are separated:

2(n+1)
¢ = VaodyaVa, Jy;. /\ (Pi(z1,32) <> Qi(y1,12)) -

i=1

In analogy to the proof of Theorem 3.2.7, we construct the following model A for ¢. The
construction is based on the sets Sy := {S C [2(n+ 1)] | [S|=n+1} and So:={SC & | S| = Sk
1|81} We observe

n+1
S| = (2(n+1)> > <2(n+1)> _ oo
n+1 n+1

S| ) ( 151 )51'/2 o
So| = > > 22
15| <|81|/2 > s 2

in analogy to the proof of Theorem 3.2.7.

and

Claim L Let S be any subset of Sz such that for every S € S there is some T € S C S; which does
not belong to any S’ € S\ {S}. Then, S contains at most |S;| < 22("+1) sets as elements.

Proof: Obvious. O
Let A be the structure with A

A= {a_(gl),bg) | SESl}U{ag),bg) ’SGSQ},

PA = {<a§],a§?> €EAxA|ieS €S} fori=1,...,2(n+1), and

QA = {(bS), b)) e AxAlieSieS)fori=1,...,2(n+1).
Then, for any choice of Sy, S2 and every i, 1 <i < 2(n+ 1), we have

) (2)

.A, [Iﬂ—)BSl ,1‘2'—)352 7y1'_>bgll);y2’_>bg‘22)] ): H(Il,l‘g) d Qi(yl,yg) .

For any other choice of pairs (c1,ca), i.e. there do not exist sets S; € S1, 52 € S such that (c1,ca)
equals (agl), a(5.22)> or (bgl), bg?>, we observe A, [z1+>C1, zor—>Ca| £ Pi(x1,x2) and A, [y1+>c1, yoar—>Ca] -

Qi(y1,y2) for every i. Hence,

2(n+1)
A, [z10cr, 2o, yrcr, yareo] | /\ Pi(z1,22) < Qi(y1,92) -
i=1
Consequently, A is a model of ¢.
In analogy to the proof of Theorem 3.2.7, we can prove the following observation.

Claim II: For every S € Sy the substructure A_g of A induced by A_g := A\ {b(SQ)} does not A_g
satisfy . %

Let ppo2 be a shortest FO? sentence that is semantically equivalent to ¢. Next, we argue that
len(ppo2) is at least exponential in n. In [Sco62] a normal form for FO? sentences was introduced,
which is sometimes referred to as Scott normal form in the literature, e.g. in [GO99]. Accordingly, Scott
Lemma 8.1.2 in [BGGY7] states that there is some relational FO? sentence 1pg2 that has the normal form
following properties:



(o)}
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(a) po2 is of the form (Vuv. x(u,v)) A Ai%; VaTy. n;(z,y) with quantifier-free x and n;,

(b) the vocabulary underlying 1po2 is that of g2 extended by fresh unary predicate symbols
Ry,..., R, with k € O(len(g@FOz)),

(c) Yro2 = Pro2;

d) every model of 2 can be uniquely expanded to a model of 2 over the same domain
¥Fro FO
and conserving the interpretations of all predicate symbols occurring in ¢py2, and

(e) len(¢ppp2) € O(len(gpFoz)).

Let B be the unique expansion of A for which B |= ¢¥pg2 and B := A. Claim II can be extended
to B, because of Ypn2 = @po2. The set {b(SQ) | S € S} can be partitioned into at most 2% parts,
each containing elements that are indistinguishable by their belonging to the sets Rf . Let D be

the largest of these parts and let S := {S] bg) € B} Hence, for all b,b’ € D and every k with
1 <k <k we have b € RE if and only if b’ € RF.

Claim III: Let n be sufficiently large. If x is polynomial in n, then there is some S, € S such that
bgi) € D and for every T' € S, there is some S’ € S\ {S.} that also contains T and we have

b(sz,) e D.

Proof: Clearly, D contains at least 22" /2% = 22"=% domain elements. Hence, |§| > 22"k,
Moreover, we observe 22"_"“A> 22(n+1) for sufficiently large n, if & is polynomial in n. By
Claim I, there is some S, € S such that for every T' € S, there is some S’ € §\ {S.} with
T € S'. Claim III follows by definition of D and S. O

We fix some S, € S as described in Claim TII. Let B_g, be the substructure of B induced by the
domain B, := B\ {bg*)}. By Claim IT (extended to B), there is some maximal nonempty set J C [m]
such that for every j € J we have B_g, ¥~ Vz3y.n;(z,y). Consequently, for every j € J there is
some domain element ¢ € B, such that B, [z+—-c, y»—)bg*)] = n;(z,y) and B, [z—c, y—d] = n;(z,y)
for every d € B\ {b(SQ*)}. Regarding the domain element c, we distinguish two cases.

Consider any j € J and any ¢ € B, \ {bg) | S € &} for which we have B, [z—c, y—d] = n;(z,y)
for every d € B,. Let S’ be some set from S that is different from S, and for which c #* bg,).
Notice that n; is quantifier free and, hence, exclusively contains atoms over the variables z,y.
Moreover, for every binary atom A of the form P;(z,y), P;i(y,z), Qi(z,y), or Q;(y,z) we have
B, [z—c,y—d] & A for every d € {bg) | S € Sz}, including bgj and bg). Since all other non-

equational atoms occurring in 7; are monadic and because of bgi), bg, € 6, we conclude the

following. For every non-equational atom A occurring in 7; we have B, [z—-c, yb—>bg2*)] E A(z,y)
if and only if B, [a:»—)c,yl—>b592,)] = A(z,y). Consider any equation x ~ y. Because of ¢ € B_g_,
we have B [~ ¢ = b(;*). On the other hand, we also have B_g, [~ c~ b(sg,). But then, we all in
all get B_g,, [z—c, y>—>b(32,)] = n;(z,y), which entails B_g_, [z—c] = Jy. n;(z,y). This leads to a
contradiction and there, hence, cannot be a pair 7, c as described.

Consider any j € J and any c € {b(sl) | S € 81} for which B, [z—c,y—d] & n;(z,y) for

every d € B,. Hence, there is some set T € &; such that ¢ = bg}). Suppose T' ¢ S,. Then,
for every binary atom A(z,y) of the form P;(z,y), Pi(y,z), Q:(x,y), Qi(y, ), or z ~ y we have

B~ A(c, bg*)) but also B = A(c, bg)) for every S € &\ {T'}. Like in the above case we conclude
B_s.,[x—c] = 3y.nj(z,y), which yields a contradiction. Suppose T € S,. By Claim III, there is

some S’ € 8\ {9, } such that T € §' and b(Sz,) €D\ {bg*)} C B... Then, we have

B, [x»—)bg}), y»—>bf92*)} EQi(z,y) ifandonlyifieT



3.13. SEPARATENESS AND FLUTED FORMULAS 99

and
B, [x»—)b(Tl),y>—>b(S2,)] EQi(r,y) ifandonlyifieT .
For every other binary atom A of the form Q;(y,x), P;(z,y), Pi(y,x), or z =~ y we have

B, [meg}),y»—)bg] e A(x,y) and B, [be(Tl),yHb(SQ,)] K A(x,y). For every monadic atom A
occurring in 7; we have

B, [zb) ysbP) = A if and only if B, [zbl, y—b)] = A
All in all, this leads to

B, [beg}),yr—)bgi)] Enj(r,y) ifand only if B, [zr—>bg}),yr—>bg.2/)] E=ni(z,y) .

Therefore, we get B_g_, [a:»—>b(T1)] = Jy. n,(x,y), which constitutes a contradiction.

This means, the number « of unary predicate symbols occurring in ¢pg2 cannot be polynomial
in n, for otherwise we get B_g, |= ¥po2 and A_g, |= ppg2. Since k € O(len(ppp2)), it follows
that len(ppn2) cannot be polynomial in n but must be at least exponential, in order to satisfy
22" < 22(ntD)+~k for growing n. O

3.13 Separateness and Fluted Formulas

The main characteristic of fluted formulas can be crisply described as follows: “the order of
quantification of variables coincides with the order in which those variables appear as arguments of
predicates” ([PST16], page 1). The sentences in Herzig’s ordered fragment can in fact be described
in the same intuitive way. Herzig has put it like this: “the ordering of the quantifiers must be that
of the variables in the predicates they govern” ([Her90], page 1). Nonetheless, the two fragments
differ syntactically, as the details of their respective definition differ.

Example 3.13.1. The following FL sentence constitutes a definition of the concept married
couples all whose children are married — mwmc(z1,22):

Va1, mwme(z1, z2) <> married(x1, x2) A (ng. haveChild(z1, z2, 23) — E|x4.1narried(x3,ac4)) .

This exemplary sentence is taken from [HSGO04]. It belongs to FL but not to Herzig’s ordered
fragment. The reason is that the atom married(xs, x4) contains the variables xs, x4 whose quantifiers
lie within the scope of Y1 and Vxa, but neither x1 nor xo occur (left of x3,x4) in the atom
married(zg, z4).

The following sentence lies in the intersection of FL and Herzig’s ordered fragment. It defines
the concept of married couples that do not have any children together — mwoc(x1,x2):

V1. mwoc(z, Ta) <> married(x, x2) A ~Jxz. haveChild(x1, x2, x3) .

A simple variation of this sentence, however, does not satisfy the syntactic restrictions of FL, while
it still falls into Herzig’s ordered fragment:

V129, mwoc(zy, Ta) <> Vaz. married(zq, 2) A —“haveChild(x1, x2, x3) .

As the two fragments seem to be so similar, one could ask whether they are equivalent in
expressiveness. Indeed, using the concept of separateness of variables, we can reconcile the two
fragments while, at the same time, extending both of them to a common superclass, called the
separated fluted fragment (SFL).

In the first-order formulas in this section we allow bound variables to reappear in distinct
occurrences of quantifiers in the same formula. Before we formulate the definition of SFL, we adapt
the following notation from the definition of Maslov’s fragment K (cf. page 25). Let ¢ (uq, ..., um)
be any subformula of a first-order sentence ¢. We assume that wuq, ..., u,, are exactly the variables
occurring freely in ¢ and that they are pairwise distinct. The -prefiz of 1 is the sequence
Q101 ... Qmun, of quantifiers in ¢ (read from left to right) that bind the free variables of 1, in
particular, we have {v1,..., 0} = {u1,..., um}.



100 CHAPTER 3. NOVEL DECIDABLE FIRST-ORDER FRAGMENTS

Definition 3.13.2 (Separated fluted fragment (SFL)). Let V1, Vo, Vs, ... be disjoint ordered se-
quences of pairwise distinct variables V; = %, xb, x%,. ... In what follows, we occasionally treat the
sequences V; as sets.

The separated fluted fragment (SFL) comprises all relational first-order sentences ¢ without
equality in which every atom A satisfies the following properties.

(a) A is of the form P(z%,...,x}) for some predicate symbol P and certain integers i, k,{ with
i1>1,k>0,and1 <{<k.

(b) The p-prefiz of A is of the form Qxl, ..., Qpat with Q; € {3,V}.

Although separateness is not explicitly mentioned in the definition of SFL, it implicitly plays
an important role. For every atom A in any SFL sentence ¢, we find one sequence V; from which
all variables in A stem, i.e. vars(A) C V;. Since the V1, Vs, Vs, ... are pairwise disjoint, they are,
hence, also pairwise separated in .

It is not hard to see that every FL sentence also belongs to SFL. The simple monadic sentence

Vo322, P(z]) < Q(23)

is neither fluted nor does it belong to Herzig’s fluted fragment. However, it belongs to SFL. Indeed,
every MFO sentence can be turned into an SFL sentence by renaming bound variables. Consider
any MFO sentence ¢ and suppose that all quantifiers in ¢ bind distinct variables. Let uq, ..., ug
be an enumeration of all the first-order variables occurring in . Let ' be the sentence that results
from ¢ by renaming every u; into x%. This sentence ¢’ clearly belongs to SFL.

Finally, consider any sentence v that belongs to Herzig’s ordered fragment. Let P(uq, ..., uy)
and Q(v1, ...,y ) be two atoms in 1. Let 7, j' be any two indices with 1 < j <mand 1 < j <m/
such that u; and vj are bound by the same quantifier Q;u; = Q;-/vj/ in 9. By definition of Herzig’s
ordered fragment, these quantifiers Q;u; and Q;—,Uj/ are exactly in the scopes of Qiu1,..., Qj_1uj_1
and Qjvy,..., Q;,flvjf_l, respectively, and no other quantifier scopes. As the quantifiers Q;u;
and Q% v;s coincide, the sets {u1,...,u;} and {v1,...,v;/} must be equal. Applying this argument
iteratively, we infer j = j/ and that the sequences u1,...,u; and v1,...,v;s coincide. Suppose
jx« > 1 is the maximal index such that u;, and v;, are bound by the same quantifier. For any
indices ¢, ¢ > j, we have that neither of the quantifiers Qu, and Q’vy binding the variables wu,
and vy, respectively, lies in the scope of the other. For otherwise, assume that Qu, were in the
scope of Q'vy. Hence, £/ < £ and there is some uys with ¢ < £ such that wug is also bound
by the quantifier Q'vy. By the above argument, we have that ¢/ = ¢ and that the sequences
Ui, ..., up and vy, ..., vy must coincide. But since j, is maximal and j, < £, we get a contradiction.
Consequently, we can rename the bound variables in v in such a way that every atom A has the
form P(z1,...,z}) for some k and the -prefix of A is of the form Qyx1,..., Qrx}.

Proposition 3.13.3. SFL properly contains (modulo renaming of bound variables) FL, MFO, and
Herzig’s ordered fragment.

The following lemma stipulates that every SFL sentence has an equivalent in FL. As usual, this
result is established by giving an effective equivalence-preserving translation from SFL into FL.

Lemma 3.13.4. Every SFL sentence is equivalent to some FL sentence.

Proof. As a primer we adapt some notation from the definition of the fluted fragment (cf. page 26).
For every nonnegative integer k and every positive integer i we define the set FL(k)(Vi) inductively
as follows. Any atom P(z},...,z}) with 1 < £ < k belongs to FL*)(V;). The set FL®*)(;) is
closed under Boolean combinations, i.e. if ¢ and 1 belong to FL*)(V;), then so do -, ¢ A ¥,
Vb, o — 1, @ <> Y. Given any FLE+D (V) formula o(zf, ..., 2}, ), then Vayi1. ¢ and Jxpi1. ¢
belong to FL®*) (V).

Consider any SFL sentence ¢ and let m be the smallest integer such that vars(p) C Vi U...UV,,.
Then, all V4, ..., V), are pairwise separated in . Without loss of generality, we assume that ¢ is
in negation normal form.

We prove an auxiliary result that is an adapted version of Claim I from the proof of Lemma 3.12.3.
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Claim I: Consider any subformula ¢ = Qz%.x of ¢ with Q € {V,3} that satisfies the following
properties:

(a) x is a Boolean combination of formulas from Jj, , FL*)(V;) — which we shall call

basic formulas in what follows; basic
(b) each of these basic formulas that contains %, is an FL(*)(V;) formula; formulas

¢) every subformula of y that is of the form Q”z%.x” is an FL*~1 (V) formula.
E
Then, we can construct a formula v’ such that

(1) ¥’ is equivalent to 1,
(2) ¢’ is a Boolean combination of formulas from (Jy, ; FL*)(Vy/), and
(3) every subformula Qz%.x’ occurring in ¢’ belongs to FLE=D (V).
Proof: We treat the case where Q is an existential quantifier; the case of @ =V can be treated
dually.

First, we transform x into an equivalent disjunction of conjunctions of basic formulas that is

of the form ' , y }

\/nj,i)k(le, CLT) A /\ /\77;‘,1",1@'(3511 ey Thr)

J 1</ <m k'

i/ i

where we group the basic formulas in accordance with their belonging to the sets FL(k/)(Vir).
More precisely, the conjunctions 7;; » contain exactly those basic formulas from the j-th
disjunct in which the variable bound by Qzj, occurs freely. Moreover, any basic formula
from FL*)(V;) that occurs in the j-th disjunct and does not contain zt as free variable is
a conjunct of 7} ;, ;,. By assumption, each 7 belongs to FL®*) (), as we assumed that
every basic formula in which x% occurs is an FL*)(V;) formula.

Hence, 9 is equivalent to a formula of the form

i i i if if
Jzj,. \/"7j,i,k (:1:1, . ,xk) A /\ /\nj,i',k' (x%,...,x}) .
J 1<i'<m K’
i’ i

We shift the existential quantifier 3z inwards so that it only binds the (sub-)conjunctions
nj.ik- The emerging subformula 3z .7n;; , belongs to FL®*=1(V;). The result

\/(Ele€ Njik (x’l, e ,x}c)) A /\ /\nj,i/’k/ ($§/, e ,:rz,)

J 1<i'<m K’
i i
is the sought ' that is a Boolean combination of formulas from (J, , FL*)(Vy). O

By Definition 3.13.2, every atom in ¢ is an FL(*)(V;) formula for certain k’,7’. Hence, every
subformula Qz%.y of ¢ with quantifier-free x satisfies the conditions of Claim I. Consider any
subformula 1 := Qz}.x of ¢ such that y is a Boolean combination of atoms and of formulas
=9 z}'c/,. X’ that satisfy the preconditions of Claim I. By Claim I, we can transform all these
1)’ into equivalent formulas 1" in such a way that 9, after all these transformations, satisfies the
preconditions of Claim I. Due to this observation, we can iteratively apply Claim I to transform
the sentence @ into an equivalent sentence ¢’ that is a Boolean combination of sentences from
Upr FL®*) (Vy). Since every sentence x € FL®*) (V) is equivalent to the sentence Va?} ... 2%,
we can transform ¢’ into an equivalent sentence " that is a Boolean combination of sentences from
U, FLO (Vy). In ¢” the sets Vi, ..., V,, are pairwise strictly separated. Hence, we can rename
bound variables in ¢” in such a way that the result ¢’ is a Boolean combination of sentences from
FLO)(V;). This sentence " belongs to the fluted fragment. O
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Since FL enjoys the finite model property [PST16], Lemma 3.13.4 implies that the same holds
true for SFL. Hence, the satisfiability problem associated with SFL (SFL-Sat) is decidable.

Theorem 3.13.5. SFL possesses the finite model property and, hence, the satisfiability problem
for SFL sentences is decidable.

3.14 Decidable Fragments with Function Symbols

In the previous sections our focus was relational first-order formulas, and function symbols have only
played a marginal role. In the present section, we shall briefly consider first-order fragments that
admit function symbols under certain constraints but still have decidable satisfiability problems.

3.14.1 Unary Functions in Arguments of Monadic Atoms

Our first observations are inspired by the step from MFO to the Lob—Gurevich fragment — MFO
with unary function symbols, cf. page 23. Adopting a method already used by Léb in [Lob67] and
also by Grédel (cf. proof of Proposition 6.2.7 in [BGG97]), we can handle unary function symbols
under certain restrictions.

Proposition 3.14.1. Let p be a first-order sentence without non-unary function symbols (constant
symbols are admitted). If the unary function symbols exclusively occur in atoms starting with
a unary predicate symbol, then we can find an equisatisfiable sentence ¢’ without non-constant
function symbols such that any model B of ¢’ can be transformed into a model A of ¢ over the
same domain. The length of ¢’ lies in O(len(yp)).

Proof. The proof is an adaptation of the proof of Proposition 6.2.7 from [BGG97].

Let fi1,..., fr be an enumeration of all unary function symbols that occur in ¢. We apply the
following transformation iteratively. Assume ¢ contains the atom P(f;(t)) for some term ¢. We
transform ¢ into ¢[P(f;(t)) / R(t)] AVz. P(f;(x)) +> R(z), where the R is a fresh unary predicate
symbol and @[P(f;(t)) / R(t)] is the formula we obtain from ¢ by replacing every occurrence of
P(f;(t)) by R(t). Starting from ¢, exhaustive application of this transformation yields a sentence ¢’
of the form w/\/\f:1 N, V. (P;(fi(z)) <+ R; ;(x)), where ¢ does not contain any of the f; anymore.
If we conceive the f; in ¢’ as Skolem functions and revert the Skolemization, the f; vanish completely
and we end up with the equisatisfiable sentence ¢’ := 1 AVzIy; ... yg. /\f=1 N, (Pj(y:) <> Rij(z)).

Because of len(¢) < len(p) and since for any occurrence of an f; in ¢ at most one new conjunct
of a fixed length is introduced, we get len(y’) € O(len(yp)). O

The construction used in the proof of Lemma 3.14.1 only requires that the unary function
symbols exclusively occur in the arguments of unary predicate symbols. It is not required that
all occurring predicate symbols are unary. If we were to consider, for instance, an SF sentence in
which unary function symbols occur in the arguments of unary predicate symbols and nowhere
else, then the sentence ¢ A Vady; ... ys. /\f=1 N, (Pj(yi) <> R; j(z)) belongs to SF as well (after
shifting all quantifiers to the front).

Similarly, the construction can be applied to GBSR sentences with unary function symbols in
monadic atoms. Although the final result is, technically, not in GBSR, it can easily be converted
to GBSR by shifting quantifiers. The same holds true for GAF, GGKS, and SFO?. Even for
the generalized guarded fragments SGF, SLGF, and SGNFO the construction is applicable, if we
add trivial guards in the spirit of Propositions 3.10.4 and 3.11.3. For SFL only renaming bound
variables is necessary to obtain an SFL sentence in the end. Hence, all of the mentioned fragments
do not only (almost) contain MFO, but could be extended so that they (almost) become a proper
superset of the Lob—Gurevich fragment.
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3.14.2 SF and GBSR with Stratified Occurrences of Function Symbols

Decidable extensions of BSR with non-constant function symbols have been investigated mostly in
the realm of sorted logic. Two examples are Abadi et al.’s stratified vocabularies [ARS07, ARS10]
and Korovin’s non-cyclic sorts [Kor13b]. A third approach is developed in [GAMO09], where sorts
are not the primary source of finiteness of the set of relevant terms. The cause for this limitation
is rather the syntactic structure of the formula at hand. Technically, the same effect could be
realized by extracting implicit sort information from the occurrences of function symbols in certain
argument positions. In the end, it is not surprising that all three approaches (almost) lead to the
same fragment: BSR with function symbols that occur only is a stratified fashion.

Definition 3.14.2 (GBSR with stratified occurrences of function symbols). Consider any vocab-
ulary X = (I, Q) and let p be a X-sentence that adheres to the requirements of GBSR with the
exception that we allow function symbols to occur. The sentence ¢ is considered to be a GBSR
sentence with stratified occurrences of function symbols if there is a mapping Ivl, : (HUQ) xN — N
that maps argument positions, i.e. pairs of the form (P, k) with P € II and 1 < k < arity(P)
or (f, k) with f € Q and 1 < k < arity(f) + 1, to nonnegative integers such that the following
conditions are satisfied.

(a) For every m-ary function symbol f € Q and every i with 1 < i < m we have Wl (f, i) >
Wl (f,m+1).

(b) For every (sub)term g(si,...,Sk—1,f(t1,--. tm), Skt1,---,Sms) occurring in ¢ we have
Wi, (f,m+1) =1Wl,(g,k). This includes the case where f is a constant symbol and m = 0.
Moreover, this also includes the case where g is replaced with a predicate symbol P.

(¢) For every equation f(s1,...,8m) =~ g(t1,...,tm/) occurring in ¢ we have Wl,(f,m + 1) =
vl (g, m' + 1). This includes the cases where f or g or both are constant symbols (with
m =0 orm’ =0 or both, respectively).

(d) Ewery variable v that occurs in ¢ is associated with a fived nonnegative integer £, such that
we have the following

o for every (sub)term f(s1,...,86—1,0,Sk+1,--.,5m) in @ we have Wl (f, k) = £,
o for every atom P(s1,...,8k-1,V,8k+1;--.,8m) in @ we have vl (P, k) = £y,
o for every equation v = g(ti,...,ty) in ¢ we have Ivl,(g,m+1) = £,, and

e for every equation v ~ v’ we have £, = Ly .

Intuitively, the main characteristic of collections of terms in which function symbols only occur
in a stratified fashion is that any function symbol f does never occur directly or indirectly in the
arguments applied to f. An example for a direct occurrence is f(51, g(t1, f(¥'),%2), 52), in which
f occurs in an argument in a term f(...). Indirect occurrences require, for instance, two terms
f(51,9(t),52) and g(5}, f(t'), 5,) where f does not occur in 51, 52,1, 8}, 55,t'.

Definition 3.14.2 resembles an a-posteriori variant of the definition of stratified vocabulary
defined in [ARS10] for a sorted setting.

Definition 3.14.3 (Stratified vocabulary — Definition 1 from [ARS10]). A wvocabulary ¥ for
many-sorted logic is stratified if there is a mapping lvly, from sorts to nonnegative integers such
that for every function symbol f : & X ... X & — Em1 we have Wls (&) > Wls(&n41) for every
1< m.

Stratified vocabularies are essentially the same objects as non-cyclic vocabularies, which are
defined and investigated in [Kor13b]. A conceptually different approach, which yet leads to
essentially the same first-order fragment is developed in [GAMO09], Section 3. Instead of the
mapping lvl, the authors use set constraints for the analysis of the syntactic structure.

Proposition 3.14.4 ([ARS10, GAMO09, Kor13b]). The satisfiability problem for multi-sorted 3*V*-
sentences over a stratified vocabulary is decidable.

lvl,
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The main argument for proving Proposition 3.14.4 is that any Herbrand domain over many-
sorted stratified vocabularies is finite. Exhaustive Skolemization of an 3*V*-sentence ¢ over a
stratified vocabulary only introduces constant symbols. As this again leads to a stratified vocabulary,
Lemma 1.0.4 entails that any Skolemized version of ¢ has a finite Herbrand model, if ¢ is satisfiable.
In other words, the class of many-sorted 3*V*-sentences over a stratified vocabulary enjoys the
finite model property.

Although Definition 3.14.2 does not rely on sort information, it ensures that a formula is
constructed in accordance with Definition 3.14.3, based on implicit sort information that can be
reconstructed a posteriori by an analysis of the occurrences of function symbols in terms.

Proposition 3.14.5. Consider any %-formula o that satisfies Definition 3.14.2. Then, the single-
sorted vocabulary X can be turned into a many-sorted vocabulary X' such that (a) X' and X contain
the same function and predicate symbols, (b) ¥ is stratified, and (c) ¢ is a X'-formula obeying the
sort restrictions of Y.

We have already pointed out earlier that the translations from SF and GBSR into BSR that
underly Lemmas 3.2.5 and 3.5.2 also works in the presence of function symbols. This also entails
that every GBSR sentence with function symbols satisfying Definition 3.14.2 is equivalent to some
BSR sentence that also satisfies this definition. Hence, Proposition 3.14.4 entails that the fragment
described in Definition 3.14.2 has a decidable satisfiability problem

Theorem 3.14.6. The satisfiability problem for GBSR sentences with stratified occurrences of
function symbols is decidable.

3.14.3 Monadic Horn Sentences in which Positive Literals are Shallow
and Linear

The monadic shallow linear Horn fragment (MSLH) (see page 27 for the exact definition) is quite
different from the other fragments we have treated so far. It has strong connections to certain
kinds of tree automata, see, e.g. [JMW98] and [Wei98], Section 4. MSLH can be conceived as an
extension of the class of Horn MFO sentences after exhaustive Skolemization. Given any Horn
MFO sentence 32Vx13y; ... Ve, 3y, A; Ci(X,¥), exhaustive Skolemization yields

v:L'l oo Ty /\Ci[z/cvyl/fl(xl)w"7yn/fn(x17"'7xn)} )

which belongs to MSLH, as every positive literal has one of three shapes: P(c), P(z;), or
P(fi(x1,...,2;)) with pairwise distinct z1,...,2;. On the other hand, it is easy to see that
MSLH allows a much richer term syntax than Skolemized MFO. For instance, terms in negative
literals may be arbitrarily complicated, including nested occurrences of non-constant function
symbols. Moreover, the order of variables may vary in distinct literals, whereas in Skolemized
MFO the arguments in Skolem terms adhere to a fixed order. Certain forms of symmetry can be
expressed in MSLH, which cannot be expressed in MFO, for example Vzy. P(f(z,y)) = P(f(y,x)).

The satisfiability problem for MSLH is known to be decidable in deterministic exponential time,
in fact, it is EXPTIME-complete [Gou05]. This also entails that the satisfiability problem for Horn
MFO sentences lies in EXPTIME. Although it is already known that the satisfiability problem for
Horn MFO sentences is also EXPTIME-hard [DL84b], it is instructive to show this by a reduction
to a basic problem over tree automata. This will highlight the close connection between the two
formalisms.

Proposition 3.14.7. The satisfiability problem for Horn-MFO is EXPTIME-complete.

Proof sketch. To derive the upper bound, we recall that exhaustively Skolemized MFO sentences
belong to the MSLH fragment for which a decision procedure is known that runs in deterministic
exponential time ([Gou05], Theorem 6).

The lower bound can be derived by a reduction to the intersection non-emptiness problem for
deterministic tree automata: Given a finite sequence of tree automata 21, ...,%,,, is there at least
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one tree that is accepted by all 2(;. This problem is known to be complete for EXPTIME (see, e.g.,
[CDGT08], Theorem 1.7.5).6

We stick to the basic definition from [Vea97a]. A tree automaton 2 is a quadruple A =
(Q,Q, R, F), where

Q is a finite set of states;

Q2 a set of function symbols, each equipped with a fixed arity my > 0; we require my = 0 for at
least one f €

R is the transition relation, containing transition rules of the form f(qi,...,qm,) — ¢ with f € Q
and qiy---5qmy,q € Q? and

F C @ is the set of final states.

We assume that the sets @ and  are disjoint. A tree automaton 2 = (Q,Q, R, F) is deterministic
if no rules in R have identical left-hand sides. Given I, the underlying tree language is the set
of all syntax trees of ground terms over the function and constant symbols in €2. The rules in
R can be conceived a rewriting rules that turn (sub)trees into states. The starting point of this
process are the leaves of a tree, which are represented by constant symbols from Q. Given ¢ € €2, a
rewrite rule starting from c looks like ¢() — ¢ — we usually drop the empty list of arguments ()
for convenience. A term t is accepted by 2 if repeated application of the rewrite rules from R
eventually turns ¢ into a final state ¢ € F. For example, consider the term ¢ = g(c, f(c,d)) and
suppose the rules ¢ — q1; d = qo; f(q1,92) — q1; 9(q1,q1) — g2 belong to R. Then ¢t is rewritten
as follows

o T 2 2A
g(c, f(e,d)) —  g(q1, f(q1,92) — g(q1, 1) — q2 -
The term t is accepted by 2 if and only if ¢; € F.
Let 2y,...,2, be a sequence of tree automata 2; := (Q;, 2, R;, F;) that share the underlying

tree vocabulary. Without loss of generality we assume that the sets @1, ..., @, are pairwise disjoint.

Let ¢1 be the following sentence

n

pr= N\ Voo, N\ A Pu@) A APy (@) = Paf @)
feq =1 f(q1,...qm;)—q € R
which encodes all the rules from the transition relations of all tree automata 2y, ...,%,. Clearly,

1 can easily be converted into a Horn sentence. Since each of the clauses in that Horn sentence
contains some positive literal, the sentence is satisfiable. Hence, by Proposition 1.0.5, ¢1 has a
unique minimal Herbrand model H;. It is easy to verify that the language accepted by any 2A; is
resembled by the set JEF, P;“l. Put differently, for every ground term ¢ that is accepted by 2I; we
find some final state ¢ € F; such that H; = P;(t). In addition, we notice that ¢; is a Skolemized
variant of an MFO sentence that is (almost) Horn.
Next, we define the sentence @9 that introduces the predicate symbols Sy, ..., Sy:
n
p2:= N\ N\ Va. (Py(x) = Si)) .

1=1qg€eF;

For each of the S; we observe that the unique minimal Herbrand model Hs = ¢1 A @2 interprets
the S; so that the set SiH2 captures the language accepted by 2,;.

In order to also capture the intersection of the accepted languages in a single predicate, we
define the sentence

03 = Yo (S1(x) A ... ASy(x) = T(z)) A /\(T(x) = Si(2))

SExpPTIME-hardness of the intersection non-emptiness problem was already pointed out in [FSVY91] accompanied
by a very brief proof sketch. A detailed proof for the case of (bottom-up) deterministic tree automata is given
in [Vea97a] and [Vea97b], Lemma 5.4. More references and historical background can be found in [Vea97a] and in
the bibliographic notes in Section 1.9 of [CDG108].

tree
automaton
A

tree
language
accepted
by A
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Still, the conjunction @1 A o A o3 is satisfiable and, hence, has a unique minimal Herbrand model
Hs3. Then, we observe that the set 773 comprises exactly the terms that are in the intersection of
the languages accepted by 2y, ..., 2,.

Finally, consider the sentence ¢ := ©1 A a3 A p3 AVa. =T (x). It is equivalent to the Skolemized
variant of a Horn-MFO sentence and, if ¢ is satisfiable, it has a unique minimal Herbrand model
H.. Such a model exists if and only if the intersection of the tree languages accepted by 24, ..., 2,
is empty. Consequently, ¢ is unsatisfiable if and only if the intersection of the languages accepted
by 201,...,2, is not empty. In addition, the length of ¢ is linear in the sum of the lengths of any
reasonable representation of the tree automata 2Ay,...,%,. O

It seems that treatments of the semantics of MSLH sentences, and their close relatives from
the fragment Hy (cf. page 27), mainly consider Herbrand structures and the correspondence to
tree automata. This is the case in [Wei99, NNS02, Gou05, TW15, TW17, Teul7]. Obviously,
Herbrand structures for MSLH sentences with non-constant function symbols have an infinite
domain. Nevertheless, these structures might be representable by finite means. In the present
section we shall see how to construct models with finite domains for satisfiable MSLH sentences.
Hence, we show that this fragment enjoys the finite model property. More precisely, every satisfiable
MSLH sentence containing k constant symbols, p predicate symbols, and function symbols of arity
at most m has a model B whose domain contains at most k + (m + 1) - 2P elements. The finite
model B we shall construct can be conceived as a finite representation of the minimal Herbrand
model H — every element in B’s domain corresponds to an equivalence class over ground terms in
‘H’s domain. The underlying equivalence relation is determined by the interpretation of the unary
predicate symbols under H.

Fix some vocabulary ¥ = (II,2) and consider a finite set N of pairwise variable-disjoint
¥-clauses for which the sentence ¢ := VX. A,y C(X) is satisfiable and belongs to the MSLH
fragment. The following is an immediate consequence of Lemma 4 from [Wei99].

Proposition 3.14.8. There is a finite set N, of pairwise variable-disjoint X-clauses such that
N C N, and the sentence p, :=VxX'. \oey. C(X') belongs to MSLH and is logically entailed by .
Moreover, there is some Herbrand model H = . such that for every ground X-atom A of the form
S(f(sl, cee sm)) we have H = A only if there is some clause C' in N, and a variable assignment
B that satisfy the following properties:

(a) C has the form =Py (z1)V...V =Py (x,)VS(f(y1,- .-, ym)) where {z1,...,2,} C{y1,...,Ym}
and f(y1,...,Ym) 18 linear, i.e. the Y1, ..., ym are pairwise distinct; n =0 orm = 0 is allowed;

(b) we have B(y;) = s; for every i, 1 <i < m; and
(c) we have H, B = Pj(x;) for every j, 1 < j < n.

Since ¢* is Horn and satisfiable, Proposition 1.0.5 entails that it possesses a unique minimal
Herbrand model . The property described in Proposition 3.14.8 provides the key to construct a
finite model for . The following example is intended to illustrate the underlying ideas.

Example 3.14.9. Consider the following set of clauses:

N :={P(a), Q(b),

=P(u) V=PV P(f(u,u)),
—Q(v) V=Q') vV Q(f(v,v")),
~P(x) V R(f(x,y)),

~P(y) v R(f(z,y)),

~Q(z) vV R(f(z,y)),

~Q(y) vV R(f(z,y)),

~P(2) V=Q(z) V ~R(2)}
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where a and b are constant symbols. The sentence ¢ := Yuu'vv'zyz. Noey C(x,y, 2) is satisfied by
the Herbrand structure H with

Pt = {a,f(a,a),f(a,f(a,a)),f(f(a,a),a),f(f(a,a),f(a,a)),f(a,f(a,f(a,a))),...} )
Q™ = {b, f(b,1), f (b, (b)), f(£(b,0),b), F(£(b;1), f(D, D)), f(b, f(b, f(D,D)))---}
RM = {f(s,t) | s, t are any ground $-terms} .

The model H is not minimal in the sense that the set R™ is larger than necessary. When we
fiz the interpretations of P and Q under H, the clauses in N enforce only the terms f(s,t) with
s € P and t € Q™M to occur in R’s interpretation. In other words, the Herbrand structure H' with
PY .= pPH Q" = QN and

RM .= {f(s,t) | s€ P orteQ™}

is a model of ¢ whose interpretation of R is a proper subset of R*™. In contrast to H, the structure
H', together with N, := N, satisfies the conditions of Proposition 3.14.8: for every term f(s,t)
that belongs to R™" we have that one of the clauses ~P(z) V R(f(z,y)) or =P(y) V R(f(z,y)) or
—Qx)VR(f(z,y)) or =Q(y)VR(f(x,y)) enforces H = R(f(s,t)) because of H |= P(s) or H = P(¢)
or H = Q(s) or H = Q(t), respectively. Similarly, the presence of any term f(...) in PH or Q¥
is enforced by one of the clauses =P(u) V =P(u') V P(f(u,u’)) and =Q(v) V =Q(v") vV Q(f(v,v")).

These requirements towards the minimality of H' provide us with a certain knowledge about
distinct terms f(s,t) and f(s',t'). Suppose the terms s and s' are indistinguishable with respect
to their belonging to the predicates PH/, QH/, R™ . Further suppose that the same holds for the
terms t and t'. Then, f(s,t) and f(s',t') are also indistinguishable with respect to their belonging
to PH/, QH/, and R*'. A formal statement of this property is given in Lemma 3.14.10.

Based on this observation, we can use H' as a blueprint for a finite model A, which is depicted
in Figure 3.6. The domain of A shall be A := {a,b,c,d, e}, and we set a* := a and b* :=b. The
predicate symbols are interpreted by PA = {a,c}, QA := {b,d}, R* := {c,d,e}. Moreover, we
define

fAa,a):=c fAa,c)i=c fA(c,a) :=c fA(c,c):=c
fA(b,b) :=d fA(b,d) :=d fA(d,b) :=d fA(d,d) :=d.

For all other inputs, f* shall yield e as output. Every domain element in A represents one
equivalence class of the terms in H'’s Herbrand domain with respect to membership in the sets
PP QM and R™'. The domain element a represents the class [a] := {a} of terms that belong
to P and to no other set. Similarly, b represents [b] := {b} of terms that belong to Q™' and
to no other set. The element c represents the class of all terms belonging to PH' N RH,, 1.e. to
the class containing f(a,a), f(a, f(a,a)) and so on. The class of terms belonging to QM NRM is
represented by d. Finally, e corresponds to the class of all terms that are member of R™ but of
none of the other predicates, e.g. f(a,b), f(a, f(b,a)).

We next describe formally how to construct a finite model for the given MSLH clause set N. Let

N., ¢, and H be the objects described in Proposition 3.14.8. Then, we have H |E ¢, and H = .

Let H be the domain of H, i.e. H is the set of all ground terms over 3. We aim at constructing a
finite model B |= ¢ = ¥x. A,y C(X) starting from H.

Recall that IT is the set of all predicate symbols occurring in N, and that II contains only unary
predicate symbols. Let P(II) denote the power set of II. We define the coloring v : H — P(II) such
that v(s) := {P €I | s € PM} for every ground term s € H. Based on v, we define the equivalence
relation ~, on H such that we have s ~,, t if and only if v(s) = v(t). For every color C C II for
which H contains at least one element s with v(s) = C, we pick one representative ac € H with
v(ae) = C.” Hence, for every non-empty equivalence class [s]., in the quotient set H/.  we have
that [a,(5)]~, = [s]~, and v(a,)) = v(s).

v

"Technically, this definition would generate a further domain element f € A for the color C = () in Example 3.14.9,
which we have not added for simplicity.

N, sy H

ac
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terms yielding a: P Q terms yielding b:
a P\ R Q\R b
a b
terms yielding d:
R c . £(b,b), £(b, (b,1)),

f(f(b,D),b), ...

terms yielding c: ikl A

f(a,a), f(f(a,a),a), terms yielding e:

faf@a),...  \EAPLQ) F(a.b). f(b,a)
f(a, f(a,b)),...

Figure 3.6: Ilustration of the model A of ¢ from Example 3.14.9.

Lemma 3.14.10. For every non-constant function symbol f € Q of arity m and all tuples (s1, ...,
Sm), (t1, ... tm) € H™ for which v(s;) = v(t;) holds for every i we have v(f(s1,...,sm)) =
V(f(tla"'atm))'

Proof. By Definition of H and v, for every S € v(f(s1,...,sy)) there is a clause C' of the
form =Py (z1) V...V =Py (2,) VS(f(y1,...,ym)) in N, and a variable assignment 3 that satisfy
Properties (a) to (¢) from Proposition 3.14.8. Let v be a variable assignment for which we have
~v(y;) :=t; for every i. Notice that such a v with <’y(yl)7 . ,'y(ym)> = (t1,...,t;,) always exists
because the yi, ..., ym, are pairwise distinct. Since we assume v(s;) = v(t;) for every 7 and because
of {w1,..., 2} S {y1,...,ym}, Conditions (b) and (c) of Proposition 3.14.8 require 3(z;) € P}*
and, hence, we also have y(z;) € PjH for every j. Since H is a model of ., we have H,~ |= C.
This together with H,~ = P;(z;), for every j, entails H,~ = S(f(y1,...,ym)). Put differently, we
have S € v(f(t1,...,tm))-

Consequently, we obtain l/(f(Sl, o sm)) - V(f(tl, ... ,tm)). The converse direction can be
shown by a symmetric argument. O

We now construct the finite structure 5. Let m, be the smallest positive integer such that
every function symbol occurring in NV has an arity of at most m,. We define B’s domain B to be
the disjoint union of m, + 2 subdomains By, B1,..., By, +1. Together with these subdomains we
define a coloring A : B — P(II) as follows. By contains exactly one element a. for every constant
symbol ¢ occurring in N, and we require A(a.) := v(c). Moreover, we set ¢® := a.. This guarantees
that ¢® # dB for all distinct constant symbols ¢, d occurring in N. Let im(v) be the image of v, i.e.
im(v) := {C C II | there is some s € H for which v(s) = C}. For every color C € im(v) each B,
1 < < m, + 1, shall contain exactly one element a for which we set A(a) :=C.

We define the interpretation of each predicate symbol P € II under B such that for every a € B
we have a € P? if and only if P € \(a). Regarding the non-constant function symbols f occurring

in N, we proceed as follows. Let m be the arity of f. Consider any tuple (a1,...,a,,) € B™.
Let C := v(f(axr@y)»---»>Q(,)))- Pick some index j, 1 < j < m, + 1, such that none of the
ai,...,an belongs to Bj; then f5(a1,...,a,,) € B, guarantees that f5(ay,...,an) # a, for every

¢,1<¢<m. Let b be the (unique) element in B; such that A(b) = C. We set f5(a1,...,an) :=b.
This ensures )\(fB(al, ce am)) =v(f(ar@y)r > U@m)))-

Notice that the number of elements in B’s domain could potentially be reduced by taking only
the elements that are generated via the functions f? starting from the elements in By. Then, B
would more closely correspond to the Herbrand domain H.

Lemma 3.14.11. Let v be any variable assignment over B’s domain. Let 8 be the variable
assignment over H’s domain defined such that for every x we have B(x) := qx(y(z))- Then, for
every term t in N we have v(H(B)(t)) = M(B(v)(1)).



3.14. DECIDABLE FRAGMENTS WITH FUNCTION SYMBOLS 109

Proof. We proceed by induction on the structure of the term ¢. For the base case, assume that t is
cither a variable x or a constant symbol c. In the former case, we get v(H(8)(z)) = v(B(x)) =
v(aa(y@y)) = A(v(x)) = A(B(7)(x)). In the latter case, we get v(H(B)(c)) = v(c) = AMa.) =
AMcP) = M(B()(c)).

For the inductive case, assume that t is of the form f(t1,...,t,). Let s; := H(B)(t;) for every
i. Moreover, let a; := B(7)(¢;) for every i. By induction, we have v(s;) = A(a;) for every i. By
virtue of Lemma 3.14.10, we thus get

Z/(f(sl, A sm)) L3.14.10 V(f(a,,(sl), o a,,(sm))) 4 u(f(oo\(al)7 .. 7a>\(am))).

By definition of 2, we obtain V(f(cu\(al), ce a,\(am))) = )\(fB(al, cey am)). Put together, this
yields u(f(sl,...,sm)):)\(fB(al,...,am)). O

For the special case of ground terms, we can reformulate Lemma 3.14.11 into a simpler form: for
every ground term ¢ and every predicate symbol P € II we have H = P(¢) if and only if B = P(t).
Using Lemma 3.14.11, it is easy to show that ¢ is satisfied by the finite structure B.

Lemma 3.14.12. B is a model of .

Proof. Let C be any clause in N. Since ¢ is satisfiable, C' cannot be the empty clause. Suppose
there is some variable assignment v over B’s domain such that B,~ }= C. Let 3 be the variable
assignment over H’s domain defined by 3(z) := ax(y(a)) for every z. Consider any atom P(t) in C.
The structure B is defined such that B, = P(t) holds if and only if P € A(B(7)(t)). Moreover, by
definition of v, we have H, 8 |= P(t) if and only if P € v(H(8)(t)). Hence, Lemma 3.14.11 entails
that B,v = P(t) holds if and only if H, 8 = P(t) does. But then, B, v = C entails H, 5 |~ C. This
contradicts our assumption that #H is a model of ¢. Hence, we must have B = C. O

Theorem 3.14.13. FEwvery satisfiable MSLH sentence ¢ has a finite model whose domain contains
at most k+ (m+1) - 2P elements, where k is the number of constant symbols in ¢, p the number of
predicate symbols in @, and all function symbols in ¢ have an arity of at most m.

Put differently, the MSLH fragment enjoys the finite model property.
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Chapter 4

The Semantic Side: Weak
Dependences and Model Checking
(Games

In the present chapter we aim to develop a better understanding of the semantic properties of
GBSR and GAF sentences. The semantic counterpart of separateness is weak dependence. We
have already pointed out in Chapter 2, pages 19 to 20, that existentially quantified variables can
in general depend on universally quantified variables. Applying standard Skolemization to the
existentially quantified y in the first-order sentence ¢ := Vz2z3y. P(z) < (Q(z) <+ R(y,z)), for
example, leads to the replacement of every occurrence of y with the Skolem term f(x,z). The
result is the sentence ggx := Vzz. P(z) <> (Q(z) <> R(f(z,2),2)) in which the Skolem function
f is implicitly existentially quantified. In some sense, a model B of pgx must be a bit more
specific than any model A of ¢ in that B needs to explicitly provide a mapping f2:B x B — B
that returns some suitable domain element fZ(a,b), given any two elements a and b that have
been assigned to z and z, respectively. We do not expect such an explicit semantic object from
A. The semantics definition merely says that every variable assignment § := [x—a, z—b] can
be extended to some variable assignment v := S[y—>c| such that A, satisfy the matrix of ¢,
in symbols A,v E P(z) < (Q(w) ~ R(y,z)). This means that we only implicitly ask for the
existence of some strategy o for finding suitable extensions v = Sy—c| for all § = [x+—a, z—b].
The main difference is that A is not expected to give us a concrete semantic object that embodies
the strategy, while B needs to explicitly provide such an object, namely f5.

Viewing this picture of ¢ through the lens of separateness, we observe that the variables x and
y do not co-occur in any atom in ¢ and neither do z and z. Moreover, we noted on page 19 that
there is the equivalent sentence

¢ = ((Fz1. P(z1) AQ(z1)) = Vz13y1. R(y1, 21))
A ((3za. P(z2) A =Q(x2)) — Vz2Ty2. ~R(y2, 22))
((33@3 —P(x3) A Q(gcg)) —>Vzgﬂy3.ﬁR(y3,z3))
A ((3%4. = P(x4) A —\Q(x4)) — VZ4EIy4.R(y4,Z4))

in which each existential quantifier occurs in the scope of at most one universal quantifier. This
raises the question of whether y in the original ¢ really depends on two universally quantified
variables and, if so, how strong this dependence is. The short answer is: yes, y in ¢ depends on
x and z. However, while the dependence of y on z could be considered of the “usual” kind, the
dependence of y on z is of a weaker form. To verbalize this distinction, we shall call the former
kind of dependence strong and the latter kind weak, as already proposed in Chapter 2.

111
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Definition 4.0.1 (Weak dependence). Recall that we tacitly assume that distinct quantifiers in
formulas bind distinct variables and that no variable has free and bound occurrences.

Consider any satisfiable relational first-order sentence v in negation normal form that contains
some subformula x := Jy. x' (T, V,X,y) such that the variables from G and X are universally quantified
in P, and the variables from v are existentially quantified in . Let gk be the result of replacing
every occurrence of y in 1 with the Skolem term f(@,X) for some fresh Skolem function f. Then,
y depends weakly on the variables in X, if every model A |= sk can be turned into a model
B |= sk by replacing fA with some mapping fB that satisfies the following property. There exists
a finite family of mappings (gi SAlE A)iel and some mapping h : Al — T such that we have
fP(a,b) := gp5)(a) foralla e Al and b € AIXI.

Let us go back to the exemplary sentence ¢ = Vaz3dy. P(z) + (Q(m) > R(y,z)) and the
insight the every model of A is equipped with some strategy o : A x A — A that, given any two
values a and b for z and z, respectively, provides a suitable value for y such that A = P(a) <
(Q(a) > R(U(a, b), b)) The syntactic structure of the quantifier-free part of ¢ is such that we
can group all the domain elements a that can be assigned to x into four categories: Category I
satisfies P(a) A Q(a), Category II satisfies P(a) A =Q(a), Category III satisfies =P(a) A Q(a),
and Category IV satisfies -P(a) A =Q(a). In order to make the sentence true under A, the
strategy o does not have to distinguish different elements a,a’ that belong to the same category.
Let S := {{P(2),Q(x)}, {P(x), ~Q(x)},{~P(z),Q(x)}, {-P(z),~Q(z)}} be a collection of sets
representing the Categories I to IV. We shall call such sets fingerprints. From the perspective of o,
any input individual a in ¢’s first argument is sufficiently characterized by its fingerprint. Therefore,
we can find a finite family of component strategies (TS) ses containing one strategy 7g : A—A
for each of the Categories I to IV, such that the combined strategy 7 : A x A — A — given by
7(a,b) := 75(b) whenever a’s fingerprint is S — also yields A |= P(a) <+ (Q(a) +» R(7(a,b),b)).
This point of view highlights the fact that a good choice for y’s value does not depend on the
individual a assigned to x but rather on a’s fingerprint S,. Hence, the strategy witnesses the fact
that y depends only weakly on x.

Although Definition 4.0.1 suggests a more general notion of weak dependence, we shall focus on
the kind of weak dependence that can be phrased in terms of fingerprints. An important property
of the different sorts of fingerprints we consider in the present chapter is that there are only finitely
many fingerprints available at a time. Our concept of fingerprints shall always be based on the
syntax of the formula at hand and the number of fingerprints is always bounded by some function
in the length of the formula or a similar quantity. If we speak of weak dependences in a given
formula ¢, then it is understood that they are weak with respect to all models of . We will
encounter strong dependences, however, that behave similar to weak dependences in certain models.
In particular, classes of sentences with strong dependences may still enjoy the finite model property,
i.e. any satisfiable sentence in the class possesses a finite model. This is, for instance, the case for
GAF. We shall occasionally refer to the dependences in such classes as finitely controllable!.

Let us, once more, go back to the above example. As the case distinction 7(a,b) := 75(b),
where S denotes a’s fingerprint, ranges over a finite number of fingerprints S € S that is bounded
irrespectively of A, we can also express the idea entirely at the syntactic level using second-order
quantifiers: 3g; ...g4. V2. \/?:1 P(z) +> (Q(z) <> R(gi(2),2)). This sentence can be read as the
result of applying to ¢ a non-standard form of Skolemization that is sensitive to the difference
between weak and strong dependences. To this end, we introduce more than one Skolem term for
the single quantifier Jdy, each of which has only the variable z as argument. In the field of proof
complexity it is known that using different forms of Skolemization can have dramatic effects on
the length of shortest refutation proofs [BL94, Egl94]. Hence, the proposed form of Skolemization
might be an interesting object of study in that context. In Section 7.2, we will briefly look into the
topic.

In the rest of the chapter, we shall concentrate on the description of syntactic criteria that
entail weakness of dependences in the context of SF, GBSR, and GAF. Indeed we will observe

1This notion is also used in the literature, e.g. in [DG79], to refer to classes of first-order sentences that enjoy the
finite model property.
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that in GBSR sentences all occurring dependences between existentially and universally quantified
variables are weak. In GAF sentences, on the other hand, also strong dependences might occur,
namely between existentially quantified variables and their respective reference variable.

The main tools for studying dependences in SF, GBSR, and GAF sentences will be developed
in the framework of model-checking games in the spirit of Hintikka [Hin73] and Henkin [Hen61].
Roughly speaking, Hintikka ([Hin73], Section II1.8) defines such games as follows. We a priori fix a
prenex sentence, e.g. ¢ from above, and some structure 4 and play against some opponent, “some
recalcitrant malin génie making the most of his chances of frustrating us.” ([Hin73], page 63) Our
goal in a play is to create an assignment for the variables in ¢ that makes the quantifier-free part
of ¢ true under A. The values for the variables are successively chosen from left to right in the
order the respective quantifiers appear in ¢’s quantifier prefix. Our opponent picks the values for
the universally quantified variables, we have control over the existentially quantified ones. It is
easy to see that we have a winning strategy (also: satisfying strategy) for this game if and only if
 is satisfied under A in the standard semantics. In the presence of weak dependences, there are
winning strategies that consider the fingerprints of the elements chosen by our opponent rather
than the particular individuals. Individuals have to be considered only where strong dependences
occur. We shall call such special kinds of winning strategies (semi-)uniform, cf. Definitions 4.2.6
and 4.3.3. They respond uniformly to moves by our opponent that result in identical fingerprints.

4.1 The Simple Case of SF

As a starter, we investigate the dependence patterns that emerge in SF sentences. We will do this
on a rather informal level to get acquainted with the basic ideas. The formal treatment for GBSR
in the subsequent section will of course subsume the case of SF.

As it turns out, all dependences of existential on universal variables in any satisfiable SF
sentence @ are weak. By Definition 4.0.1, it follows that the sentence ¢gy, which is the result of
exhaustively Skolemizing all existentially quantified variables in ¢, has a model A that interprets
all Skolem functions f in g with some function f# whose image { fA3) ‘ a € Axity(f )} is finite.
This has an interesting consequence: any model A = ¢ contains some finite substructure B that is
also a model of ¢. This certainly already follows from our earlier observation that there is some
BSR sentence equivalent to . But this time, the argument emphasizes a semantic point of view
and the original sentence need not be transformed syntactically.

Next, we outline the reasoning that leads to the above observation. Consider any satisfiable SF
sentence ¢ = Vr13y; ...V, Iy, ¥ where 1 is quantifier free and let A be any model of ¢. Then,
the two sets {x1,...,2,} and {y1,...,yn} are separated in ¢. In order to show that there is a
finite substructure of A that still satisfies ¢, we consider the model-checking game associated with
the pair ¢, A. Recall that we play against some opponent: we take turns while constructing a
variable assignment for the variables in ¢’s quantifier prefix. In the i-th round, our opponent picks
the same value for z; from A and right afterwards we are to choose a value for y; from A. The play
ends, as soon as all variables are assigned a value. If the resulting variable assignment is satisfying
for the matrix ¢ under A, we win. Otherwise, our opponent wins. Evidently, since ¢ is satisfied by
A, there must exist a strategy that guarantees our victory, if we adhere to it.

The proof of the existence of the satisfying finite substructure B of A rests on two aspects:

(1) There exists a mapping u that labels tuples of domain elements of A with suitable fingerprints
taken from a finite supply.

(2) There exists a winning strategy o for us that is uniform in the following sense. Consider
the i-th move, in which our opponent has already assigned values to x1,...,x;. Based on
these values, the strategy o now proposes a value for y;. o is uniform if for all sequences
ai,...,a; and by,...,b; of domain elements that could have been assigned to z1,...,x;, we
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have o(ay,...,a;) = o(by,...,b;), whenever

,u(al,...,ai_l,ai) = M(bl,...,bi_l,bi) s
,u(al, . .,ai,l) = M(bl,. cey bifl) s

p(ar,a2) = p(by, ba) , and
p(ar) = p(b) .

In other words, the strategy o is uniform if it proposes the same response for all inputs whose
prefixes are labeled identically by p. As p can assign only finitely many labels to sequences of
domain elements, this means that a uniform winning strategy o gets along with only finitely
many different moves, even if the universal player has infinitely many moving options.

From this point on the argument for the existence of a finite substructure of A that is still
satisfying for ¢ roughly proceeds as follows. If we Skolemize ¢ exhaustively, and thus replace every
occurrence of an existentially quantified variable by an appropriate Skolem term, the strategy o
induces an interpretation for the introduced Skolem functions. As ¢ is uniform, the image of each
of these functions is finite. The Skolem functions then generate only a finite subset of A’s domain,
and thus, by the Substructure Lemma, induce a finite substructure of A that is still satisfying for
®.

It remains to discuss the mapping p and the available fingerprints. Let At, be the set of atoms
in ¢ which contain at least one variable from the list x1,...,2z,. Then, At, comprises exactly
the atoms in ¢ that are affected by the values assigned to x1,...,z,. We define u recursively as
follows:

Base case: for every sequence aq,...,a, of domain elements we set
wlag, ... ay) = {A(xl, cey Tp) € Aty ‘ Al Aay, ... 7an)}.

Inductive case: for any sequence ay,...,a; of domain elements we set
w(ag, ... a;) = {S | S = u(ay,...,a;b) for some domain element b}.

Hence, u ranges over iterated power sets of the set At,; the nesting becomes deeper the fewer
arguments p gets as input, i.e. u(ay,...,a;) € PP HLAL,.

From the perspective of the argument sketched above, the i-th move a uniform strategy o
proposes based on p is determined by the set of atoms that are factually or potentially satisfied by
the domain elements our opponent has chosen for x1, ..., x; and is potentially going to choose for
ZTit1,---,Zn. 1t is one peculiarity of SF that this set of atoms is not affected by the choices made
for y1,...,yn. This leads to the existence of uniform winning strategies whenever the SF formula
at hand is satisfiable.

Example 4.1.1. Consider the SF sentence
@ = Vr13y1Vzadys. (P1($1,£U2) A Ql(@/hyz)) A (P2(5U17962) ~ Qz(y17y2)) .

Let A be the structure with domain A := {1,2,3,4} that interprets Py, P>, Q1,Q2 by symmetric
relations depicted below, which we, in addition, assume to be reflexive without depicting it.

2 2 2 2
P: 17 P z Qf: 1 Qs 1\-
é.l 4 o/z.l ° 4
3 3 3 3

Based on A, we get the following fingerprint function . The pairs (1,2) and (2,3) are assigned
the fingerprint { Py(z1,x2), Pa(z1,22)} by p. The same fingerprint is assigned to their symmetric
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counterparts (2,1),(3.2,) and to the reflexive pairs (1,1), (2,2), (3,3), and (4,4). The pairs
(1,3),(2,4), (3,4) and their symmetric counterparts are assigned the fingerprint {Pg (xl,xg)} by .
Finally, the pairs (1,4) and (4,1) have the fingerprint . Concerning the single elements, we get
the fingerprints

1(4) = {{Pi(z1,22), P2(21,22) }, { P2(21,22) },0} , and

1(3) = {{P1(x1,22), Pa(x1,32) }, { Pa(w1,22) } }

Having all this, a satisfying strategy that is uniform with respect to p is given, for instance, by
setting o(a) := 4 and

4 if u(a,b) = {Pl(zl,xg),Pg(:rl,zg)},
o(a,b) = 3 if u(a,b) = {Pl(xl,xg)},
T 1 if p(a,b) = {Pa(x1,22)}, and
2 ifp(a,b)=10

for alla,b € A. Then, we get

AE (Pi(a,b) & Qi(c(a),0(a,b))) A (P2(a,b) ++ Q2(c(a),o(a,b)))
for any choice of a,b € A, which entails that o is indeed a winning strategy.

Remark 4.1.2. In his thesis [Her30], Section 9 of Chapter 2, Herbrand gave a proof of the decidabil-
ity of MFO using an approach which differs from the ones published by then by Lowenheim [Lowl5],
Skolem [Sko19], Behmann [Beh22], and Hilbert and Ackermann [HA28] (page 77). Herbrand’s
proof uses an equivalence-preserving transformation of MFO sentences into a normal form in which
no quantifier occurs in the scope of another quantifier. This part is similar to the approaches we
took in Chapter 3 to devise translations from our novel extended fragments into the respective
original fragment.

Starting from this normal form and the following arguments, Quine [Qui69] extrapolated his
proof of the decidability of the class of homogeneous k-adic sentences, i.e. the class of FL sentences
in which all occurring predicate symbols have arity k. In retrospect, it seems fair to say that
Quine was on a track that eventually could have lead to the discovery of SF and to a proof of
its decidability. Quine’s arguments for the decidability of homogeneous k-adic sentences are very
closely linked to the concept of fingerprints. For example, given a homogeneous dyadic sentence ¢ ¢
containing the atoms P(z,y), Q(x,y), R(z,y), Quine defines super-constituents to be sentences of
the form 3z. \,[-]3y. [-]P(z,y) A [-]Q(z,y) A [-]R(z, y), where [=] means that the negation sign
may be present or not and where every conjunct differs from every other conjunct in the presence
or absence of at least one negation sign within the scope of Jy. It is easy to see that such a sentence
corresponds to a fingerprint. For instance, the super-constituent

Jz. —Jy. ( Plx,y)A Qz,y)N R(x,y)
A Ty ( Plz,y)A Qz,y)A-R(z,y)
A Ty ( Pz, y)A=Q(z,y)A R(z,y)
A=3y. ( P(z,y)A=Q(z,y)A=R(z,y))
/\_'Ely' _'P(xay)/\ Q(m,y)/\ R(x,y)
A Ty (=P(z,y)A Qz,y)A-R(z,y)
/\ﬁﬂy, ﬁP(LC,y)/\ﬁQ({E,y)/\ R(x,y)
A=Fy. (=P (z, y) A—Q(z,y) A—R(z,y))

corresponds to the fingerprint {{P(z,y),Q(z,y)}, {P(z,v), R(z,y)},{Q(z,y)}}. One can now
arque that every sentence /\ j [-]C;, where C; ranges over all super-constituents with respect to ¢’s

vocabulary, induces a finite structure and that it is sufficient to consider only such structures in
order to find a model for .
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We shall use fingerprints in a different way, though, when constructing finite models from
uniform winning strategies. Nevertheless, in the light of the above said, it might have been pure
coincidence that Quine has extrapolated Herbrand’s ideas in the direction of the fluted fragment
rather than the direction of the separated fragment. In Section 7.1 we will establish a formal link
between fingerprints and sentences that are similar to the generalization of super-constituents for
k-adic sentences.?

4.2 GBSR Sentences and the Existence of Uniform Win-
ning Strategies

It is obvious that all dependences in any satisfiable BSR sentences ¢ := 3yVX. ¢ are trivially weak:
existential quantifiers never occur within the scope of universal quantifiers. Hence, each y € y is
independent of any z € X, and for any model A we need at most a supply of |§| domain elements
from which suitable values for the y € y can be picked. Concerning expressiveness, BSR sentences
are in the following sense prototypical for the class of sentences with only weak dependences.

Theorem 4.2.1. Consider any satisfiable relational sentence ¢ in which all dependences of
existentially quantified variables on universally quantified variables are weak. Let g be the
sentence that results from ¢ by exhaustive Skolemization of all existentially quantified variables.
Suppose € is the set containing exactly all the Skolem functions introduced in psk. Then, we
observe the following.

(i) There is some positive integer m such that for every model A |= @gi there is some model
B = sk that differs from A only in the interpretation of the Skolem functions in Q and for
which the set UfGQ{fB(é) | a € BN} contains at most m domain elements.

(i) There is some BSR sentence ¢’ that is equivalent to .
Proof sketch.

Ad (i). Suppose that there is no such integer m. For every positive n let z1, .. ., z, be fresh variables
that do not occur in ¢ and let ¢!, be the sentence that results from ¢ by iteratively replacing
every subformula Jy. ¢ with \/, ., ¥[y/z]. Due to our assumptions — ¢ is satisfiable and
m does not exist —, for every positive integer n the sentence pgx A—321 ... 2,,. ¢!, is satisfiable.
But then, by compactness of first-order logic, the set of sentences {pgk} U {—3z1...2,. ¢}, |
n > 1} is satisfied by some model A. Moreover, there is no model B |= pgi that differs
from A only in the interpretation of the Skolem functions f € Q and for which the set
UfeQ{fB(é) lae Bari(f)} is finite. This contradicts our assumption that all dependences
in ¢ are weak, as the latter entails that every model A = ¢gi can be turned into some model
B = psi by replacing every f4 with some mapping fZ with a finite image. O

Ad (ii). Let m be the integer whose existence is stipulated in (i). Then, under any of ¢’s
models each existential quantifier dy in ¢ needs to range over at most m domain elements.
Hence, we can replace any subformula y of the form Jy. ¥ (y, V) in ¢ with a finite disjunction
Vit ¥(z;, V), where the z; are fresh variables, and add the quantifier block 3z ... z,, to the
front. The resulting sentence 3z1 ... zp,. ga[x / Vit vz, \7)] is equivalent to ¢. Applying
this transformation exhaustively eventually leads to an equivalent BSR sentence. O

As we already know from Theorem 3.2.7, the sentence ¢ Theorem 4.2.1 may be non-elementarily
more succinct than any equivalent BSR sentence, as the numbers m in part (i) of the theorem may
be very large.

In contrast to BSR sentences, GBSR sentences may contain non-trivial weak dependences. We
aim to show in the present section that GBSR sentences may, on the other hand, not contain

2See also Remark 7.1.4 on page 187 for a brief discussion of the connection between fingerprints and the
model-theoretic concept of types.
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any strong dependences. We have already obtained indirect evidence that all dependences in a
GBSR sentence are weak in Section 3.5, when we devised the equivalence-preserving translation
from GBSR into BSR. However, this does not reveal much about the underlying semantic reasons.
A direct approach in the framework of model-checking games sheds more light on the involved
semantic properties and concepts, i.e. uniform satisfying strategies based on fingerprints.

The following are key concepts: fingerprints are, again, sets of sets of ...sets of atoms that
characterize certain classes of indistinguishable tuples of domain elements by finite means; fingerprint
functions pej, assign fingerprints to such tuples; u-uniform strategies select domain elements for
existentially quantified variables exclusively depending on the fingerprints of the values assigned
to preceding universally quantified variables. We base our considerations on some fixed GBSR

sentence ¢ := VX13y1 ... VX,3V,. ¢ in standard form. Let the sets At, X, and § be defined like in ¢

Definition 3.4.1. Then, At can be partitioned into (possibly empty) sets Atg, ..., At,, such that
Conditions (i) and (ii) of Definition 3.4.1 are met. Let A be any structure over the vocabulary of
¢ and consider the model-checking game associated with ¢ over A. We next define the notion of
strategy in the context of GBSR.

Definition 4.2.2 (Strategy, satisfying strategy, outcome). A strategy o comprises a tuple of n
mappings (o1, ...,0,) with signatures o; : A¥1l x . x ARl — AIVil A strategy o is satisfying for
¢ (under A) if

.A, [)21'—)51, . ,inHén,yl’—)Ul(él)7 e ,ynl—ﬂfn(él, .. 7én)] ': 1/)

holds for every choice of tuples a; € A%l ... 3, € ARl
For all ay,...,a, with a; € A%l we denote by out, (a1, ...,a,) the set

{AR1, .. %0 ¥1,-- . ¥n) €AY | A A(ar, .. 80,01(31), ..., 0n(31,..,30)) }

called the outcome of ay, ..., a, under o. By Out, we denote the set of all possible outcomes under
o, i.e. Out, := {outg(él, ...yap) | 3, € /.\l)'(z'l}'

Satisfying strategies can be considered winning strategies against our opponent in the model-
checking game associated with ¢ over A. If we adhere to a satisfying strategy o during a play, then
every possible outcome in Out, represents a satisfying assignment of truth values to the atoms in
1) — an atom A is true if and only if is belongs to the outcome. Hence, the structure A satisfies ¢
if and only if there is a satisfying strategy for ¢.

Every strategy o induces a structure A|, that is given by the substructure of A with the domain

Al, = {a €A ’ ox(by,...,br) = (... a,...) for some 61,...,5k} .
As we assume ¢ to be relational, such a substructure A|, exists.

Lemma 4.2.3. If a strategy o is satisfying for ¢ under A, then o is satisfying for ¢ under Al .

Proof. Tt is easy to show by induction on the structure of ¢ that for every variable assignment 3
over Al,’s domain A, 8 |= ¢ implies Al,, 8 = ¢. Since o is satisfying for ¢ under A, we have

A, X131, .., X230, 71201(31), .- o, Tn—=0n (31, .., 30) B @
for any choice of tuples ai,...,a, with a; € (A|s)/*! C A%l Hence, we get
Al K131, o, =30, 7101(31), - - s T2 (31, .., 30)] F @
for any choice of ay,...,a, with a; € (A|a)|f‘i‘. In other words, o is satisfying for ¢ under A|,. O

If ¢ is satisfied by A, and if all dependences in ¢ are weak, then there must be a special form
of satisfying strategies whose image only covers a finite portion of A’s domain. Such a strategy o
induces a finite substructure A|, of A that also satisfies ¢. In order to find o, we need to identify
the key features of domain elements that make them distinguishable by the formula . We express
these features by suitable fingerprints.

Als
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Definition 4.2.4 (Fingerprint functions ue ). We define the family of fingerprint functions i g
with 0 < ¢ < k <n as follows:

o s AV AVl s ARl o ARl P Aty such that for all tuples ay, . . . ,a, B£+1,~;~ , by,
and every atom A(Y1,...,5e,%et1,---,%n) € Aty we have A € g n(ar, ... ae,borr, ..., by) if
and only if A= A(ay,...,a, boy1,...,by);

freg—1 2 AT AR ARl e ARn=al — P2AG, such thatfor allay,...,ap,bop1, ... by s
and every S € PAt, we have S € pen-1(a1,..-,a,bey1, ... bp1) if and only if there 18
some b, for which ten(at, ..., ag, brit, ... bn1,b,) =S;

e s AL o AVl s AlRenl y pr—tag, such that for all tuples ay, ..., ay, B_g+1 and every
S e prt- 1Atg we have S € pip¢41(a1,...,ag,bey1) if and only if there exists byyo for which
fe,e+2(a1, ..., a0, ber1, beyo) = S.

We denote the image of a fingerprint function py r, under a strategy o = (o1,...,05) by

im, (pes) == {per(01(b1), .., 0e(br,. ... be), besr,....bx) | b1 € ARl by e AR

Example 4.2.5. Consider the sentence ¢ := Va1223y1VuyoVo. R(x1,u) V (P(22,v) AT (y1,y2))-
We partition the set At = {R(x1,u), P(x2,v),T(y1,y2)} as follows: Aty := {R(xz1,u), P(x2,v)},
Aty = 0, Ate := {T(y1,y2)}, Atz := (0. Regarding the images of the fingerprint functions
Mk, g, we observe the following. Let o be any strategy, based on any structure. Then, we have
img M23 {{} {T Y1,Y2 }}

im, /1'03 {{} {R .%'17 )} {P(mQ’U)}’{R<x17u)7p($27v}}:

img (pi0.2) C {{{}},{{R e, )} {{P (w2, 0)} ), {{R(w1, 1), P2, v)} ),
{1 AP @2, )} ) {{ Ry, w)} R w), Plas, )} .

One aspect that restricts the image of po 2 compared to the full set P?Aty is the fact that u and v
do not co-occur in any atom. For every fingerprint S € im, (p,2) either R(x1,u) occurs in each
and every set S" € S or in none, since the truth value of R(x1,u) does not depend on the value of
v. Therefore, ﬁngerprints such as

{{} {R Z1,U IQ; }} or {{R T, u } {P(I27 )},{R(I17U),P(I27v)}}

cannot be the result of ,uog

Having a suitable notion of fingerprints at hand, we next define a special kind of strategies that
highlight the weak nature of dependences in GBSR sentences and, hence, have a finite image.

Definition 4.2.6 (u-uniformity). A strategy o = (01,...,04) is p-uniform if for every k < n
the following holds. For all tuples b,b! € Alxl . bk,b' e Al we have op(by,... by) =
ok(bh, ..., b)) whenever for every k' <k all of the followmg conditions are met:
,Uo,k’(Bla .- bk/) = Mo, k’(Bll’ sy _;c/) )
pit e (o1(b1),ba, ... brr) = pur e (01(bY), bh, .. bl

Mk —1,k' (Jl(bl), . 7016/,1(51, ey Bk’fl); Bk/) = W' —1,k’ (0'1(5/1), ey Uk/,1(5/17 ey 52/71)7 _;C/) .

Intuitively, p-uniformity of a strategy o means that o responds in the same way to inputs that
have identical fingerprints. The next lemma provides the key argument to infer the existence of
some satisfying p-uniform strategy from the existence of any satisfying strategy.

Lemma 4.2.7. For every strategy o = (01, ...,0,) there is a p-uniform strategy 7 = (T1,...,Tn)
such that Out, C Out,.



4.2. GBSR SENTENCES AND UNIFORM WINNING STRATEGIES 119

Proof. We start with two preliminary results.

Claim I: Let ¢, k be two integers such that 0 < ¢ < k < n. Let ay,...,3p,bgy1,..., by be tuples of
domain elements, where 3; € AVl b; € A%l for every i. Let €yy1,...,¢p and djyq,...,dy
be sequences of tuples with ¢;, d; € A%l Assume that Ck+1,---,Cpn and ak+17 ...,d,, coincide
in all positions that correspond to variables x € X occurring in At,. We have

,Ué,k’(éla coyagbeyr, o be, a1y Sl ) = ,u&k/(él, ceoyagbeyy, .o bk, dgy, o di)
for every k' with k < k' < n.

Proof: We proceed inductively from k' = n downwards.

Let k' = n. By definition of the sequences €11,...,¢, and dgq1,...,d, we have
A ): A(él,...,ég,bg_H,...,bk,ék+1,...,én)
if and only if

A):A(élw-~u§f764+17"'36kvak:+17"'7dn)

for every atom A(¥1,...,5¢,Xe41,-.-,%n) € Aty. Hence, we have

,ug,n(él, ..., ag, Bg+1, ceey Bkaék—i-l, L. ,En) = N@,n(éla ...y, Bg+1, R Bk,ak+1, .. ,an)
Let k' < n. Consider any set S € py (a1, ..., ag, beyt,. .., bk, Chats. .- ,Ck’). By definition
of pe, s, there must be some tuple €41 such that

S = ,ug7k./+1(51, <oy ag, B[.;,_l,;. . ,_Bk,ék+1, e 2 Chy Chor 1)

By induction, S = ,Ul,k’—i-l(él, .yagbey1, .o bk, dgy, .. de, Cer1) and thus we have
S e ,u,g’k/(ﬁl, ..., ag, BZ+17 ceey Bk, ak+1, ceey Elk/)
Since this argument is symmetric, we obtain fig x (a1, ..., 30, bes1, ..y by Chg1ys oy Chr) =
/M,k’(éla ..., ag, Bg+1, ceey Bk,ak+1, - ,ak/). O

Claim II: Let ¢, k, k" be three integers such that 0 < ¢ < k < k' <n. Let ay,...,ap,bpq1,...,bp
be tuples of domain elements, where 3; € Al¥il b; € A%l for every i. Consider two sequences
of tuples Cxi1,...,¢x and di41,...,dr that coincide in all positions that correspond to
variables & occurring in At,, where ¢;,d; € Al%il for every i. We have

pe (31, .80, bog, ooy bg Chg, o Chr) = pe g (A1, ..o, 30, bogr, o be, iy, -, dir).

Proof: For ¥’ = n Claim II follows immediately from Claim I. For &' < n we simply pad the
sequences Cg1,...,Ck and dgy1,...,dy with tuples &y41,...,&,. Then, Claim II follows
from Claim I applied to the sequences ay,...,a7,bgs1,...,bg, Chsts- - Chts€hig1s.-.,8n and
at, ... aebey1, .oy br,dpgr, .o dir, €krg1, ., Ep O

Fori=1,...,n we define A; as abbreviation of Al¥tl s s AR We construct certain repre-

€ A, inductively as follows. The gl(»k) stand for sequences Sflzll e SZ-(’]Z:)
k)

of fingerprints satisfying Sﬁ) € Sg b1 €... € 52(’2_1

sentatives o, —mx) =k
k(887,50

Let k = 1. We partition A; into sets A with S((]l) € im,(po,1) by setting A

1,(Sé1)> = {bl S
from every part.

(s§)

AR o1 (by) = Sél)}. We pick one representative o €A,

1,(55") (86

Let £ > 1. We construct subsets Ak’ C A, with S[(,Z») S ima(u07j),...,S,(€k) S

< (k =(k
(B8, 58

img (ptr—1,5) for every j < k by setting A, GEP.FE =
A00 o ~1

{<61, ey Ch1, 5k> ’ by € A%l and there is some Oy G, Gk =

<El, ceey Ek_1> with ¢; € A%l for every i such that
:U'O,k(élwuaékfla Bk) = So,

Nl,k(01(51),527 ey Clo1, Bk) =5,

-2,k (01(C1), .- -, op—2(C1, . .., Ch2), Cho1, bi) = Sk—2,
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pe—1,k(01(C1), - .-, ok—1(C1, ..., Cp1), br) = Sk—1,
507 =350""s0,

S =5 Vs, . and

—(k

S =S ).

We pick one representative « from each nonempty A X

<= (k =k = (k RORE
k(55" Sh) (567 500

Having all the representatives 4 EW | FW at hand, we inductively construct 7, starting
{20 Taeens k=1

from 71 and going to 7,.
Let k = 1. For every b; € ARl we set 7 (by) := o1(ai,(s,)), where Sy := pig 1 (51).

Let k > 1. For all tuples b; € A1l ... by € ARl we set 7(by,...,bx) := 04 (C1,...,Ck), where
<61, R Ek> =, =) = . and we have
k(S SkZ1)

,,,,,

S§8) = 110 (br....,bj) for every j, 0 < j <k,
S:{{Cj) = Ul,j(Tl(Bl)762,...,Bj) for every j, 1 < j <Kk,

S,(C}i)zj = Uk—2,; (7’1(51), ooy Thea(by, . br_2),bp_1,..., bj) for every j, k—2 < j <k,
S,(ck,)m = p—1,5(T1(b1), ..., To—1(b1, ..., br—1),b) ,

if such an a, GE® . FE exists — we shall show in Claim IV that this is always the case.
) 0 P k—1

Claim IIT: For all £k, 0 < ¢ < k < n, we have im, (M,k) C im, (M,k)-

Proof: Fix some gy and let S € im,(ugr). Hence, there are tuples bi,...,by such that
71(b1),...,7k(b1,...,by) are defined and we have
S = ‘Ll,g7k(7'1(51), e ,Tg(Bl, caey Bg), Bg_H, ey Bk)
By definition of 7, there are representatives @D, FD T <§(1j)7 o ,E§j)>, 1< <2, for

which we observe the following properties.

(a) For every i, 0 < i < ¢, all the ?Ej) are prefixes of §Z®. This means, if we write ?Z(-Z) for
the sequence S; j+1,...,5;¢, we have
SiiireSie = SVSiin0. Sip = SSiivs.. Sip =...= 8 Vg, = 5.

(b) For every j, 1 < j < ¢, we have 7j(b1,...,b;) = gj(ggj)’”wégj))'

Because of (a) and due to the construction of the O D Dy = (Egj), ce E;j)), we have
s\00 a1
(‘:EJ) = (‘:Z(-j ) for every 7, 1 <¢ < ¥, and all j,j', 1 < j,j < . Hence, we can write ¢y,...,Cp
instead of Egj), e ,Egj) (for any j). Therefore, (b) entails
S = peg(m1(b1), ..., 7e(br, .. ~7b€)7b€-_'r1,~--;bk_)
= /Leﬁk(cfl(al)7 ceey00(Cry ey Co)ybpg, ey bk).

Consequently, S € im, (te,x)- O
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Claim IV: For every k, 1 < k < n, and all tuples by, ..., by there is a representative QU (So,....Tr 1)
such that

So,j = ,qu(Bl, . .7bj) for every j, 0 < j <k,
S1; =1, (m1(b1),ba, ..., b;) forevery j,1<j <k,

Sk—2,j = pk—2,5(T1(b1), ..., Th—2(b1,...,br—2),bp—1,...,b;) for every j, k—2<j <k,
Bl) ~-7Tk—1(517~-~75k—1),5k)-

Proof: We proceed by induction on k.

5.
5.

Se—1k = -1,k (71 (

Let k£ = 1. Consider any tuple b; € A®1l and set S 1=7M0,1(51)- Hence, Sy € im, (o,1) and
we thus have defined the partition A, (g ). Since by € Ay (g, the set is nonempty and
there is a representative oy (s,) € Ay (g,)-

Let k& > 1. Consider any sequence of tuples b; € A%l .. b, € ARl and defing S;, j
as in the claim. By Claim III, we have S;; € im,(u; ;) € img(p; ;) for all 4,5 with
0 <i < j <k and, therefore, we have constructed the subset Ak,@o,...,?k_l) C A, when
we have been defining representatives. It remains to show that this set is not empty.

(k=1 . . .
For every ¢, 0 </ < k—1, we set S; ) = S¢¢41-.-Se,k—1. By induction, there is a
representative QG Gk = (€1,...,Ch1)-

As one consequence, the definition of 7 entails

m1(b1) = 01(c1) = 11 (c1)

Ti—1(b1,...,bg_1) = op_1(C1,. .., Cho1) = Tho1(C1s- ., 1)

which entails

(*) /kal,k(’rl(él), - ,kal(él, - ,Ekfl), Bk)

= Uk—1k (7‘1(51), NN 7Tk,1(51, ey kal); Bk)

= Si—1,k-
By definition of the 1 and since we have Sy € Sor—1,...,%—2.& € Sk—2,k—1,
the properties of QO GED gk = (C1,...,Ck—1) entail the existence of tuples

a,(f), e a;k_Q) e A%l such that

NO,k(Ely~--aEk—1aa§CO)) = S0,k

:Ufl,k(Tl(él),EQa-~-vék—17a/(€1)) =51k

_ _ _ _ H(k—
Nk—z,k(ﬁ(cl),--~7Tk—2(C1,---,Ck—2),Ck—1,d;(€ 2)) = Sk_2k , and
-1,k (71(C1), -, Th—2(C1, .+, Ch2), To—1(C1, - - - k1), br) = Sk—1k

(the last equation follows from (x)).
Due to SO,k S Pn_k+1At0, .. .,Sk_ng S Pn_k+1Atk_2, and Sk—Lk S Pn_k+1Atk_1,
Condition (ii) of Definition 3.4.1 entails pairwise disjointness of the sets vars(Sp ) N
X,...,vars(Sg—2,x) N X, and vars(Sy_1 x) NX. Consequently, we can define a new tuple
d}, by setting
d,(cjz if 2 ; € vars(S;x) NX with j <k —1,

;CJ =4 bi if Tk € VarS(Sk,Lk) nx,

by: otherwise (we could use any value here).
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Due to the pairwise disjointness of the sets vars(Sp ) NX, ..., vars(Sk—1x) NX, Claim II
implies that for every £, 0 < /¢ <k —1,
,Ué,k(Tl(El), L ,Tg(él, - ,Eg),ég_H, vy Ch—1, a;)
= [k (7'1(61), . ,Tg(él, .. ,Eg), Cogly---s Ek,l,a,(f))
= Sk
and
-1 (T1(€1), .o, Tho1(C1s -, Chmn), df)
= Wk—1k (Tl(El), . ,Tk_l((_ll, RN Ek—l), Bk)
= Sk—1,k- ~
Consequently, the set Ak,<§07‘__,§k71> contains at least the tuple (Cq,...,Cx_1,d}). There-
fore, there exists some representative (S, Br1) € Ak,(§0,4..,§k,1>‘ O

Claim V: 7 is p-uniform.

Proof: By construction of 7. O

Now let S € Out,. Then, there exist tuples by,...,b, such that S = out,(by,...,b,).
We partition S into sets Sp := S N Atg,..., S, := SN At, and thus obtain the fingerprints

Sy = /J.[’n(Tl(Bl),...,Tz(Bl,...754)76[+1,...,bn) C Aty for every £, 0 < £ < n. Claim IV
guarantees the existence of some representative /- A (61, .. .,En> such that S, =

M@,n(01(51)7 cey00(C1y o3 C)y Cogty e e s En) for every £, 0 < { < n.

Consider any A(¥1,...,5e,Xe+1,---,%Xn) € At, and fix the ¢ for which A € At,. We distinguish
two cases. Suppose that £ < n. The definition of «,, (&),S ) and the fingerprint functions gy,
entail that A € S, if and only if ) ) o )

A ’: A(Tl(bl), e ,Tg(bl,. . .,bg),bg+1, ey bn)
if and only if
A ): A(O‘l(61>,. .. ,0‘(((_:1, e 7(_:g>7(_:g+1,. .. ,(_:n).
In case of £ = n, we have A(y1,...,¥,) € Sy, if and only if
A ': A(Tl(bl), ce ;Tn(bh ey bn))
if and only if
A '? A(O—lgél)a ey O'n(al, N ,En)).

In both cases, we get A € out,(by,...,b,) if and only if A € out,(cy,...,¢,). Consequently, we

have S = out,(by,...,b,) = out,(¢1,...,C,) € Out,. Altogether, it follows that Out, C Out,. O

Corollary 4.2.8. If there is a satisfying strategqy o for ¢, then there is also a p-uniform strategy
T that is satisfying for ¢ (under A).

Proof. Let o be a satisfying strategy for ¢. By Lemma 4.2.7, there is a p-uniform strategy 7 such
that for every S € Out, we have S € Out,. Since o is satisfying for ¢, every S € Out, can be
conceived as an assignment of truth values to the atoms in ¢’s quantifier-free part ¢ such that ¢
is satisfied. If this applies to every S € Out,, then it certainly applies to any S € Out, C Out,.
Therefore, 7 is also satisfying for . O

The guaranteed existence of p-uniform satisfying strategies for all models of GBSR sentences
confirms that all dependences in GBSR sentences are weak. On the other hand, it entails that
GBSR enjoys the finite model property. In order to formulate the induced bound regarding the
cardinality of small models accurately, we introduce another notion of degree for GBSR sentences
that is suitable for this purpose. This time the degree is based on co-occurrences of universally
quantified variables in atoms. This notion complements the notion introduced in Section 3.5
(Definition 3.5.1).

Definition 4.2.9 (Degree of interaction of universal variables). We denote by Oy(p) the degree of
interaction of universal variables in ¢, defined to be the smallest nonnegative integer meeting the
following condition. For every At;, 0 < i < n, there are at most Oy(p) pairwise distinct indices
i+ 1<g1<...<Joyp) <n such that X;, N vars(At;) # 0.
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Notice that we have 0 < dy(¢) < n. Moreover, in this definition the degree dy(y) implicitly
depends on the currently chosen partition of At into the sets Atg,..., At,. Consider, for instance,
an MFO sentence pppro. We could partition its atoms into two parts Atg, At,,, where Aty contains
all atoms with a universally quantified variable and At,, comprises all other atoms. Clearly, Aty will
cause the highest possible degree for p\ro, since all universal variables occur in Atg. We get a lower
degree, if we partition At as follows. For every i, 0 < i < n, we set At; := {P(w) € At | x € )’(Z-H},
and the set At, again contains the rest of the atoms. This partition induces the potentially much
lower degree dv(¢pmro) = 0. Although this dependence on the current partition of At could be
eliminated by minimizing the degree over all possible partitions, compare also Definition 3.5.1, the
weaker notion given in Definition 4.2.9 suffices for the moment.

Lemma 4.2.10. If there is a satisfying p-uniform strategy o for @, then the substructure Al, of

2
A is a model of p. Moreover, A|, comprises at most n - |y| - (2T8V("°)+1(|At|))n elements.
Proof. We start with two preliminary results.

Claim I: Let £,k be two integers with 0 < ¢ < k < n. For all tuples a1,...,apboy1,. .., by
with 3; € Al¥il and b; E_A"f"?| for every ¢ we observe that, if vars(Aty) N Xxy1 = 0, then
\1te,1(a1, ..., a7, bey1, ..., bg)| = 1 and, consequently, [im, (pex)| < [ime(pek41)]-

Proof: Suppose there are sets S;,5; € ,Ug’k(éh...,54,5z+17...,bk) that are distinct. Hence,
there are tuples €11, drr1 € AF*+1l such that S; = tes+1(at, ... a0, bey1, ..., by, Cry1) and
So = g g+1(31,---,30,bps1, ..., by, dry1). But since X1 Nvars(At,) = 0, Claim II from the
proof of Lemma 4.2.7 entails S; = S5. This contradicts our assumption that S; and Sy are
distinct. Consequently, ugyk(él, ...,ay, B£+1, R Bk) contains at most one set.

It remains to show that g x(31,...,as,bet1,...,bx) is nonempty. This is easily done by
induction on k < n, starting from k =n — 1. O

Claim II: Let ¢,k be two integers with 0 < £ < k < n. We have [im, (j1g )| < 21ime (el

Proof: For all tuples by, ...,..., by with b; € A%l and for every
S € /1,[7]6(01(51)7...,0[(51,...75[)7B[+1,...,5k)

we know that S = M,k+1(€1(51)7 e ,gg(Bl, .ooybg),bey1, ... b, Cry1) for some tuple €py .

Hence, ﬂg,k(dl(Bl), coy0e(br, .o, be) bega, .o br) Cime (e kg1 )- O
Due to Claim I and Claim II, we observe that
() for all integers ¢,k with 0 < £ < k < n we obtain |im, (p )| < 270 F1(|Aty]).

Let 7, be the target set of o, defined by T, := |J;_, Tk, where To, Th
Tk = {a €A | there are tuples by, ..., by such that oy (by,...,bx) = (...,a,.. >} .

Notice that T, coincides with the domain of A|,. Since o is p-uniform, we know that 7, is a finite
set. By definition of the fingerprint functions j 5, we get the following upper bounds, where we
write im, (1 ;) to abbreviate imy (1t i41) X img (fi,i42) X ... X imy(p, ;) for all 4,7, 0 <i < j <mn. im,(p; ;)
ITi] < [91l- |im, (0,0)] < [91]- 2™ (JAto]) < 1] - 2T (JAt)),
2| < (52l [im, (o,2) X im, (u2)| < [52] - 21" (JAto]) - 2T (JAto]) - 2T (JAt4 )
_ 3
<[5l - (2T(|A))"

’7;1’ < |§7n| : |iﬂa(ﬂ0,n) X... X iﬂa(ﬂnfl,n)‘ < ‘yn‘ : H?gol H;L;zl 2Tn_j(|AtjD

’I’L2
< yal - (2M(1AL])"
When we combine these bounds with the bound formulated in (x), it follows that 7, contains
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2
at most S, [y - [Ty [T} 2Mmin@ )+ 1n=i) (Ag;)) < n-Jy| - (21911(|At])" domain
elements.
Now consider the structure A|,. We have already noted that A|, = T,. Hence, the above
bound also applies to the number of elements in A|,’s domain. By Lemma 4.2.3, A|, is a finite
model of . O

Theorem 4.2.11. FEvery satisfiable GBSR sentence ¢ := VX13y1 ... VX, 3V, ¥ with quantifier-free

2
Y has a model with at most len(p)? - (2T8V(‘”)+1(len(g0)))n domain elements. More precisely, every
model A = ¢ contains a substructure that satisfies ¢ and whose domain size is bounded as stated.

It is worth noticing that Theorem 4.2.11 states a small model property for GBSR that is, in
contrast to Corollary 3.5.4, not based on the equivalence with BSR but is solely inferred via the
analysis of weak dependences and the existence of y-uniform satisfying strategies for satisfiable
sentences. Moreover, when applied to SF sentences, the bounds in Theorem 4.2.11 might be smaller
than the bounds given in Theorem 3.2.6, or vice versa, as for any SF sentence 1) the two degrees
03(¢) and Oy (¢) are largely independent from each other.

Remark 4.2.12. The second part of Theorem 4.2.11 emphasizes the fact that all models of a
GBSR sentence @ contain a finite substructure that satisfies ¢ as well. This observation is trivial
for BSR sentences, and, via the equivalence of GBSR and BSR, the property follows already from
syntactic arguments.

What is also easy to verify for any BSR Y-sentence i is the following. Let Ay,..., A, be
any chain of X-structures where every A; 11 is a proper substructure of A;. If Ay and A, are
models of 1, then each and every A; in the chain satisfies 1. In general, there is no guarantee that
non-trivial chains of such satisfying (sub)structures can be extended to the right until A,, comprises
only a single domain element. The Los—Tarski Theorem [Tar5j, Los55] (see also Theorem 6.5./
in [Hod93]) stipulates that this is possible if and only if 1 is equivalent to some V*-sentence.

In [SC10], Section 3, the above property of BSR sentences is described as “preservation under
substructures modulo a bounded ‘core’” and the close relation to the Los—Tarski is pointed out.
Moreover, the authors propose a generalization of this property as a semantic characterization of
BSR.

By Theorems 3.5.3 and 4.2.1, all of the above said also applies to GBSR and the class of
first-order sentences in which all dependences of existentially quantified variables on universally
quantified variables are weak.

4.3 GAF Sentences and the Existence of Semi-Uniform Win-
ning Strategies

In the present section we investigate the dependences occurring in GAF sentences. Evidently,
strong dependences may occur, like the simple Ackermann sentence Va3y. E(z,y) illustrates. Its
Skolemized variant V. E(x, f(x)) has a model A with A :={0,1,2,...}, B4 := {{k,k+1) | k > 0},
and fA(k) = k+1 for every k, where altering f* to any function with a finite image does not result
in a model of the sentence. Nevertheless, we will see that strong dependences in GAF sentences
are finitely controllable, i.e. infinite models cannot be enforced. This coincides with our earlier
observation that GAF enjoys the finite model property. In contrast to sentences with only weak
dependences, not every model of a given GAF sentence admits satisfying strategies with finite
images.

Consider any GAF sentence ¢ := VX13y11; . .. VX, 3ynUn- ¥. As usual, we set X :=X; U...UX,,
y:=v1U...U¥y,,and 0 :=13 U...UT,. Recall that, according to Definition 3.7.1, every variable
u € U that occurs in ¢ is associated with exactly one reference variable z € X, determined by the
set At, in which u occurs. When we investigate the occurring dependences in the framework of
model-checking games, we observe that the only strong dependences in ¢ occur between variables
u and their respective reference variable z. All other dependences in ¢ are weak, in particular the



4.3. GAF SENTENCES AND SEMI-UNIFORM WINNING STRATEGIES 125

ones between any y € y and any variables from X. Satisfying strategies may need infinitely many
options for variables from 1 to appropriately respond to all possible values of variables from X,
just like in the case of the above described model A for Va3y. E(z,y). Example 4.3.1 illustrates
this observation in a slightly more involved setting. This means, we cannot always find uniform
satisfying strategies in the sense of Definition 4.2.6 with respect to appropriate fingerprints for
GAF. In order to compensate for this, we introduce the weaker notion of semi-uniform strategies,
which exist for every model of . Although semi-uniform satisfying strategies do not directly induce
finite models, they do facilitate the construction of finite models.

We base our considerations on a fixed GAF sentence ¢ := VX;3y113 . . . VX, 37,0y ¥ in standard

form with quantifier-free ¢». The set At and the tuples X,¥, 0 are defined as in Definition 3.7.1.

Then, At can be partitioned into sets Aty and At,, x € X, in accordance with Definition 3.7.1. In
addition, we define the set U, := vars(At,) N1 for every = € X. Recall that we have vars(At,) C
Y1U. .. UFidx(z)—1 U {2} UTjax(e) U ... U, for every z, and that for any two distinct z, 2" € X we
have U, NU, =0

Let A be any structure over the vocabulary of ¢. We adapt the definition of strategy and
related notions from Section 4.2 as follows. In the GAF setting, a strategy o is a tuple of
mappings (o1, ...,0,) with the signatures o; : A%l x ... x ARl - Al¥il x Al%l For convenience,
we sometimes split o; into two parts: a y;-part o} : ARl ox ARl 5 AVl and a w;-part
o2 s Al o AR 5 Al A strategy o is satisfying for o if

A [R1—a1, ..., Xp—an, y1u1—01(a1), -« -, Yoln—on (31, ..., an) ] E Y

holds for every choice of tuples ay, ..., a, of appropriate length. The other related notions, such as
outcomes, are adapted accordingly.

Example 4.3.1. Consider the GAF sentence

1= A2VrIy1ya. Q(2) A ~R(z,x) A R(x,y1) A Q(y1) A R(x,y2) A —Q(y2) -

We partition the set of atoms of ¢ into Aty := {Q(2)} and At, := {R(x,z), R(z,y1), Q(y1),
R(z,v2),Q(y2)}. One possible model A is given by A := {0,1,2,3,...}, Q* := {0,1,3,5,...},
RA = {(i,i+1),(i,i+2) | i even } U{(i,i+2),(i,i+3) | i odd }. A satisfying strategy is the
canonical o with o1 () := 0, where () denotes the empty list of arguments, and o3(i) := (i + 1,7+ 2)
for even i, 02(i) := (i+2,i+3) for odd i. The model A is depicted in Figure 4.1, and the strategy o
1s indicated by the arrows together with their annotation. Notice that none of the finite substructures
of A is a model of ¢. Hence, there is no satisfying strateqy with a finite image.

L 3y, 3 3y 9 3y

2 2 4 Fy2 g T2

Figure 4.1: Tllustration of the structure .A. An arrow from a to b indicates (a,b) € RA. The

annotated existential quantifiers indicate which elements could be selected by a satisfying strategy.

All domain elements above the dotted line belong to @4, the elements below do not.

A fingerprint characterizes a class of tuples of domain elements that cannot be distinguished by
a given GAF sentence. Again, there will be only finitely many such fingerprints.

Definition 4.3.2 (Fingerprint functions A, (). We define the family of fingerprint functions A, ¢
as follows. For every k, 1 < k < n, and every x € X; we define the mappings

Aot A AT R=1T s A Al 5 X_A“_‘"| — PAt, such that for every atom A(y1,...,¥k-1,
T, Uy, ..., Uy) € Aty we have A€, (b1, ... br_1,3,Ck,...,Cn) if and only if A= A(by, ...,
bk*haaéka"'aén) ;
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Azt t Ao AFR=al e A ARl e Alnal — P2AG, such that for every S € PAt,
we have S € :\w,n_l(bl, eoybg—1,2,Ck, ..., Cuo1) if and only if there exists some T, for which
Azn(br,... br_1,3,Cpy 0 Cot,Cn) = 5

Az k A‘yll X ... ><7A|5”*‘*1| x A x Alisl — pr=k+1 At such that for every S € P"_fAtg; we have S €
Az (b1, ..., br_1,a,Ck) if and only if there is some Cyi1 for which Ay g41(b1,...,bg_1,2,C,
Ek+1) = S;

Az : A‘5’1J X ... X Alvs=1l 5 A — Pr=k+2 At such that for every S € Pﬁ*k+1Ayz we have S €
Az,0(b1,...,br_1,a) if and only if there exists some Ty, for which Ay g(b1,...,bg_1,3,¢) = S.

img(Az0) For every x € X;, we define the image of A\, o under strategy o by
ima()\%g) = {A}70(0%(§1), R ,O']iil(él, ceyak—1), a) | a; € Alil‘, ...,adk—1 € A|’?k—1|,a S A}
Ao The notation Ay, ,(b1,...,bx_1,a,Ck,...,Co) abbreviates the tuple
<)\m1,£(b1a ey bk*ly alvéka ceey El)v ) )\xm,Z(blv ceey bk‘flaamvékv e ,E€)>}

where (r1,...,Tm) =Xk and (a1, ...,a,) :=a. For k>0 we denote the image of A, o under o by

img(Apo) == {Apo(0l@1),...,00_1(31,...,ak-1),3k) | a1 € ARl 5, € AR}

Definition 4.3.3. (A-semi-uniformity) A strategy o = (01,...,0,) is A-semi-uniform if for every

¢, 1 <t <n, the following property holds. For all tuples a,,ay € Al ... 3, 3, € A%l we have

(a) of(a1,...,a,) = o4(a,...,a}) and

(b) for every k with 1 < k < £ we have

Mee(01(@1), .., 0h 131, ..., 81), 3k, 00 (1, -, 3k), .-, 07 (31, .., ap))

1)s-
= Xeo(01(a), .- ok (3, 8% 1), 3, 0030, .3, -, 07 (3, .., 3)))
whenever all of the following conditions are satisfied:

31,0 (51) = 31,0 (5I1) ’

Ao o(01(a1),32) = Ay o(01(3}),33)

Xo(o1(@r), .. 001 (a1, ... 80-1),30) = Ao (01(a)), ... 001 (a1,...,85_1),a))

Consider a A-semi-uniform strategy o. The images of the mappings o} are finite. This indicates
that every y € ¥ is only subject to weak dependences. For the mappings ai the situation is different.
This can be observed in Example 4.3.1, for instance, where o is indeed A-semi-uniform. Hence,
A-semi-uniform strategies do not necessarily induce finite substructures — in contrast to p-uniform
strategies. We shall see later, however, that a model A of ¢ and a A-semi-uniform strategy o can be
used as blueprint for constructing a finite model B for ¢ equipped with a satisfying A-semi-uniform
strategy 7 that has a finite image.

Lemma 4.3.4. For every strategy o = {(01,...,0,) there is a A-semi-uniform strategy T =
(T1,...,7Tn) with Out, C Out, .

Proof. We start with two preliminary results.

Claim I: Let k be any positive integer with & < n and let by, ... 7§’f—1’ aj be tuples with b; € Al¥il
for every i and a, € ARl Let (S15-+ 5 8%,)) = Apo(b1,...,bg_1,ax). Consider any
fingerprint T' = (S7,. .., S"i”) for which we have S} € S; for every i. There exists some tuple

¢, € Altl guch that Ak,k;(Bh ooy bp_1,a,c) =T
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Proof: Recall that for every z; in Xx = (z1,...,2)5,) we have defined the notation U,, :=
vars(At,,) N G. By definition of the fingerprint functions A, o, for every z; the fact that
S! € Mg o(by,..., br_1,3a;) entails the existence of some tuple ¢,, € Al such that
Ami,k(Bl, e Bknl, ak,Cq,) = Sj. Since we have U, NU,, = 0 for all i ;é J, we can merge the
tuples C;,,...,Cqy, into one tuple ¢ of length |ty in such a way that Ay, & (b1,...,bx_1,ay,
Cr) = 5! holds for every x;. Then, ¢ is the sought tuple. %

Claim II: Let k and £ be positive integers with 1 < k < ¢ <n—1. Let by,...,bg_1,ax,Cx,...,C¢ be
tuples with 5_1 € AWl for every i, a, € A**l and ¢; € AlWl for every j. Let (S, .. s Szel) =
Apo(b1, ... br1,3k,Ck, ..., C). Consider any fingerprint 7 = (Sj,..., S|x ) for which we
have S} € S; for every i. There exists some tuple €,y such that A, e+1(b17 o b1, 3,
Ck Cz, Cf—i—l) T.

Proof: Analogous to the proof of Claim I. O

For k =1,...,n we define A, as abbreviation of A%l x ARl We inductively construct
certain representatives ot . 1,y € Ay as follows.

Let k = 1. We partition A into sets A; (p,y with T1 € im, () o) by setting A; = {a; e Al |

Ao (51) = Tl}. We pick one representative oz, € Ay (7, from each nonempty part Ay iy

Let k > 1. We construct subsets Ay 7, 7y C Ay with 71 € ims (A o), ..., Tk € img(Ay o) by
setting Ak,(Tl,...,Tk) =

{<61, .. .,Ek_1,§k> ‘ ar € ARl and there is some QT Thy) = <61, .. .,Ek_1>
with ¢; € A% for every i such that
A o(C1) =Tn,
Az,o(‘f%(al)aﬁz) =Ty,

Ak—l,o(o-%(él)7"'?O./}:—Q(El?"'? ) E ) Tk 1

Meo(01(@1), . ok (Cr, .o Cho),a,) = Th} -

We pick one representative aqr, . r,) from each nonempty Ak,<T1,...,Tk>'

Having all the representatives Ty, Ty) at hand, we inductively construct 7, starting from
i, 7% and going to 7,1, 72, and show that 7 is A-semi-uniform.

Let k = 1. For every a; € A1l we set 7{(a;) := of(or)), where T' := Ao(ar). Let TV :=

A (aqry, 0f(aqry)). Hence, there are fingerprints Si, ..., Sjz,|, 51, .., Sl;,| such that T’ =
(Stsv s Spsyp), TM = (S1,-.., S[g,)), and S} € S; for every i. Since A o(a1) = T, Claim I
entails that there must be some by € A"t such that 3171(51, bi) =T’. We set 7£(a1) := by.
In case of a; = a7y, we make sure that by = 0% (cry), i.e. we then set 7Z(cry) = o7 (1))
By construction, 7 is A-semi-uniform up to this point.

Let k > 1. Given tuples a, € AXtl .. 3, € A%l let

Ty =M o(a1)
T = A270 (7—11(51)752) ’

Ty = Ak,o(Tf(él); . ,7;71(51, .. .,ak,l),ak) .
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Based on these fingerprints, let (Cy,...,Ck) = (... 1) With ¢; € A%l for every i. (We argue
in Claim IV that such a representative ar, .. 7,) always exists.) We set T(ay,...,aE) =
o4(€1,...,¢k). Hence, Condition (a) of the definition of A-semi-uniformity is satisfied for 7.
Moreover, we set 77(C1,...,Ck) = 02(C1,...,Ck). In order to define 72(ay,...,ax) in cases
where (ay,...,3,) # (€1,...,¢,), we proceed as follows.
Let

T{ := A (€1, 07(€1), ..., 0% (C1s- - k)

TQI = A2,k:(7-11(61)7623 03(61762)7 B O-Izc(éla cee 7Ek)) 3

T = N (71 (€1), - ey (€1, oo Chm1), Ck)
By induction, i.e. by A-semi-uniformity of 7 for 7Z,...,77_; and by definition of 7,...,77 |,

we observe that

TJ/I =k 1(71(51)7 773'1—1(517 vérl)ﬂéwa(éh '"53')""’7’3*1(51""’51“71))
:Aj,k—l(Tll(El)w"77-]'1—1((:13-"véj—l)?EﬁTjQ(Elw'~7Ej)a'--77-]3—1(617'--3616—1))
=X (@)@, 6m1), 605 (€1, GG)s 0 (€1, Cre))

for every j = 1,...,k — 1, and we have T}’ = (S{’,...,Sl’;”) and T} = ( {,...,SI’&M with
S! € S! for every i. By virtue of Claims I and II, there exist b}, ...,bF € A%l such that

A1,k: (5177-12(51)’ ce aTI?—l(élv sy 5k—1)7 Bllc) = Tll P
AQ,k (7'11(51), 52, T22(51, 52), N 77—]371(517 ey 5]@,1), Bi) = T2/ s
Mo (ri@1), . iy (@1, .o 3km1), 3k, b)) = T),
Since the sets At, do not share any variables from 1, we can merge the tuples 5,1€7 ey 5’,:

into one by such that

A1,k (51,7'12(51), cee aTI?—l(éla cey ék—1)7 Bk) = Tll 5
AQ’k (7—11(51)7 52; 7—22(517 52)7 cee 77—]371(517 ey 5]671)’ Bk) = T2/ 5
Ak,k(Tll(él)a---77'1§—1(éla-~-75k—1)a5ka5k) =T .

We set 72(a1,...,a) := bg. Then, 7 satisfies Condition (b) of the definition of A\-semi-

uniformity.
Notice that, by construction of 7, every representative a(r, .. 1,y =: (C1,...,C;) satisfies
Mee(T1 @), T (Cr, o Che1), G TR (C1s -y CR)s -5 T (L -, C0))
= Aeo(of (@), ..., 00 (C1, .o ko), Ch 0 (€1, oo C), oo, 05 (€1, ) (4.1)

for all k,¢ with 1 <k < /¢ <i.
Claim IIT: For every k, 1 < k <n, we have im, (Ak,o) C im, (Ak,O)'

Proof: Fix some k and let T € im- (), ). Then, there are tuples a; € AFil ... 5, € AR+l such
that 7 (a1),..., 7} ,(a1,...,3k_1) are defined and we have
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T =Xeo(ri@1), iy (a1, ... ak—1), k).
By definition of 7, there is some ar, .. 7, _,y = (C1,...,Ck—1) for which we observe

(@) = oi(c1)

T 1(3a1,...,3k1) = 0p_1(C1,. . Ch1) -
Consequently, T' = A, , (a% (€1)s-vvy0p_4(C1y. . Cho1),s §k) € im, (Ak,o)' o
Claim IV: For every k, 1 < k < n, and all tuples a; € A¥1l, ... 3 € A%l there is a representative
oy ...y such that
= )‘1,0(51) ,

Tk,1 :Akfl,O(Tll(él)w"77—1%72(517" ) 5 ) s

Ty :Ak,O(Tll(él)v""Tli—l(éla" ,Ak—1 5)

Proof: We proceed by induction on k.

Let k = 1. Consider any tuple a; € A1l and set T} := ALo (51). Then, T} € img(gl’o) and
we thus have defined the partition A; (7). Since ai € Ay 7y, the set is nonempty and
there is some representative a(r,) € Ay (7).

Let k& > 1. Consider any sequence of tuples a; € A%l ... 3, € AR+l By Claim III, we have

Ty € im7 (A o) Cimg(Ay ) ,

T € imT(Ak’O) C imU(Ak,O) )

and, therefore, we have constructed the subset Ay (r, 7,y € A, when defining repre-
sentatives. It remains to show that this set is not empty.

By induction, there is a unique representative ag, . 7, _,y =: (C1,...,Cr—1) With

T, 1= Ak—l,O (Tll(él), e 77’]%72(61, ey Ch—2), Ekfl)
= A]4:—1,0 (U%(El)a R 01%—2(61) R Ek—Q)a Ek—l) .
This entails 7} (¢4, ...,¢;) = 7(a1,. .., 3;) for every i with 1 <i < k — 1. Therefore,
T, = Ak’O(Tll(él), ceey T%_l(él, ey ap—1), 51@)
=XMeo(m (@), 71 (Crs oo Chm1), 3R)
= Ak’o(o'%(él), R 0’%_1(61, RN Ek—l)a ﬁk) .
Hence, we have (C1,...,Ck—1,31) € Ay i1y, . Since Ay (1, .1,y contains at least one

element, there exists a representative oy, T ). O
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At this point we have finished showing that the constructed strategy 7 is well defined and
A-semi-uniform. It remains to prove Out, C Out,. Let S € Out,, i.e. there exist tuples a; €
Alxl 03, € A%l such that S = out,(ay,...,3a,). We partition S into sets Sy := S N Aty and
Sz = SN At, for every z € X. Doing so, for every k, 1 < k < n, and every = € X}, we obtain the
fingerprint

Sm = ALn(Tll(él),...,7,3_1(51,...,ak,1)7a,7,f(51,...,ak),...,Tﬁ(él,...,én)) y

where a from aj corresponds to x in X;. Combining the sets S, for one Xj into one tuple, we

construct sets Ty, := (Suy, ..., Sa, ) for every Xp = (21,..., 7)5,)). Hence,
Ty =X (T1@1), o e (A1, 3—1), 38, TR (1, -, 8R), -, Th (31, -, )
forevery k=1,...,n.

Let T}, = A o (7'11(51), cooy (31, agm), ék) for k =1,...,n. By virtue of Claim IV, there
is some representative aqry . 17y = (C1,...,Cn). Because of A-semi-uniformity of 7 and due to
Equation (4.1), we have

Meo(ri@1), - 1A, Akm1) Ak, TR (AL, s 3R), - TH(AL, - )
= Moo (T1 @), ooy (C1, o Chm1), s T (G0 - k)5, TR (1L - C0))
*A}g,[(o—%(cl)w"7Jli_1(617 '7Ek—1)7ékao—k(éla ,7Ek)’,,.70'[?(61, aEZ )

for all k,¢ with 1 < k < /¢ < n. Consequently, for every k we get

Men(01(@), 01 (C1ye e Cho1), Chy O (C1s oo )y OR(Cs o5 Cn) ) = T
When we decompose T}, into its constituents S, ,. .., Sm\ka we get for every = € X;, that

Se =Xem(01(€1),...,04_1(C1y. v Cho1), € 00(C1, s Ch), vy 02(C1y i C) ),
where ¢ from Cj corresponds to z in Xg. Since the union over the S, yields .S, this entails
S = out,(C,...,C,) € Out,. Altogether, we thus have shown Out, C Out,. O

Consider a A-semi-uniform strategy o under 4. Since o does not necessarily have a finite
image, we cannot expect that the substructure A|, of A is finite. However, starting from A we
can construct another, possibly infinite structure B accompanied with a satisfying A-semi-uniform
strategy 7 with a finite image. Then, B|, is a finite model for .

Theorem 4.3.5. Fvery satisfiable relational GAF sentence @ = Vxidyits .. VR 3y Y in
standard form with quantifier-free 1 has a model with at most (p(len(ga)))mx‘ . (2T”+1(|At\))2lx‘+2
elements, where p is some polynomial, X :=X1 U ... UX,, y:=y1 U... Uy, and where we assume
x| > 1 and |y| > 1.

The theorem is a consequence of the following lemma.

Lemma 4.3.6. Suppose that A is a model of ¢. Let o be a A-semi-uniform strateqy that is

satisfying for ¢. Then, @ has a finite model C with at most (p(len(gp)))mil . (2T”+1(|At\))2|i‘+2
domain elements, where p is some polynomial and where we assume |X| > 1 and |y| > 1.

Proof. We take over the definition of the sets A, from the proof of Lemma 4.3.4, based on A’s
domain. Let 7,1 be the target set of the mappings o}, which we define by
Tor:={beA|oi(ar,...,a,) = (...b...) for some k and some a; € ARl .. 3, € ARl
Notice that, since o is A-semi-uniform, 7,1 is finite.
We start by defining an equivalence relation ~ on tuples taken from the sets A;. Let (31,...,ax)
and (a},...,a)) be tuples in A, for some k, 1 <k <n. We say (ai,...,ag) ~ (a},...,a}) if and
only if the following conditions are satisfied:

€ To

(1) For all indices 4, j we have a; ; € 7,1 if and only if a} ; € T51. Moreover, if a, ;,a
then a; ; = ag,j.

!/
2,
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(2) For every i, 1 <i <k, we have
Ai,O (U%(él)a cee 50'1'171(517 s aéi—l)a éz) = Ai,O (U%(éll)a s 70-1'171(5/1’ sy é271)7 52)
Since 7,1 is finite and because there are only finitely many fingerprints, the relation ~ induces
finitely many equivalence classes that partition the set A; U...UA, . For each nonempty equivalence

class [(a1,...,ax)]~ we fix some representative aygs, .. 3,. such that there are tuples ¢i,...,C
with ¢; € A%l and (c1) = (a1 (C1,C2) = Qf(a1,32)] s (€1,...,Ck) = Q(ay,... 500~ - The
existence of such representatives is a consequence of the following claim, Claim I, and the fact that
(C1,...,Ck) ~ (a1,...,ag) entails (Cq1,...,¢;) ~ (a1,...,a;) for every ¢ with 1 <14 < k.

Claim I: Consider any positive integer £ and two tuples (by,...,bg) ~ (dy,...,ds) with b;,d; € Al%il.
For every k with ¢ < k < n and all dg41,...,d, with d; € Al we have (by,... b, dei1,
o de) ~ (@1, di).

Proof: As Condition (1) of the definition of ~ is obviously satisfied, we concentrate on Condition (2).
Our assumption (by,...,bg) ~ (dy,...,ds) entails

3170(51) :Al,o(al) )
32,0(0%(51), 52) = Al,o(Ui(al)jz) )

Mo(0(Br), - oty (Br. . bu_1)be) = Ao (M@)o or oty (@, der). )

Hence, A-semi-uniformity of o leads to o1(b1) = o (d1), ..., of(b1,...,bs) = o (dq,...,de).
We next Shgw for every 1, 14 <i< k, tha:G o
(a) Ai’o(a%(bl), “- 70'}(b1, “eey bg), U[&Ll(bly vy bg, dg+1), “eey
= 71»70(0'%(&1), ey O'Z-lil(al, cee
and o - ~ -
(b) O'il(bl, ey b[,d@+1, N ,dl) = Jil(dl, RN 7dz)
We proceed by induction on ¢. For the base case i = £ there is nothing to do, as the above
observations already state what we have to show. Consider the case i > £ + 1. By induction,
Equation (b) for £,...,i — 1 entails B B B
Ai,O(U%(dl)J"'70'1'171(d177""d1'—71)77di) B B
= Ai’O(O%(bl), N ,O'il_l(bl, ey b(, dg+1, ce 7di—1)a dl)
By A-semi-uniformity, this together with the previous observations and (a) for ¢,...,i — 1

,di—1),d;)

implies o} (by,...,be,der1,...,di) = a}(dy,...,d;).

This finishes the inductive proof of (a) and (b). Now, part (a) for i = k immediately entails
that Condition (2) for (by,...,bs,det1,...,dg) ~ (dy,...,dg) is satisfied. O

Next, we construct a certain structure B from A. Let W denote the disjoint-union operator. We
compose the domain of B by setting B := D_; W Dy W D1 W Dy for four subdomains D_1, Dg, D1, Do
. Every D; with ¢ > 0 is a disjoint union of layers: one layer D; ¢, for every equivalence class
C induced by ~ on the set A; U...UA,, and every u € @i. Each of these layers D; ¢ is a copy D_1,D9,D1,D2
of A’s domain A. We impose a similar layered structure on D_;, however with references to D;c.u, D_1,cy
y € ¥ instead of u € 6. Given any domain element a € D_; W Dy & Dy W Dy, we denote by at the at, at, g
element a’ € A from which the copy a originated. We extend this notation to tuples a by setting by
at = (a%, cey alé‘>. We further extend the notation to variable assignments, i.e. for every variable

assignment 3 over B’s domain we write 8+ to address the variable assignment over A’s domain

that is defined by setting 5+(v) := (,6’(1)))i for every variable v.
Based on the strategy o = (01,...,0,), we construct a new strategy 7 := (7y,...,7,) with
7 BE x . x BIKil — BIVil x BIuil ag follows. T=(T1,. . Tn)

Consider any tuple a € B%tl. Let C := [at]. C A, be the equivalence class to which a* belongs
and let (€) := a¢ be the distinguished representative in C. We define 7 in such a way that
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NN il _
(a) (71(3)" =0i(c) and (£(3))" = 07 (c),
(b) every domain element b in the tuple 7{(a) belongs to D_1,c,y where y is the variable in
y1 to which b corresponds, and

(c) for every x € X3 we have that if the corresponding a € a stems from D, then every
element b in the tuple 72(3) that corresponds to some variable u € U, Ny is taken
from D (11 mod3),c,u-

Let k > 1. Consider any sequence of tuples a, . . ., a with a; € BI¥il. Let C := [(5%, cee 5t>]w CA,
be the equivalence class to which (3}, .. .jt) belongs and let (¢1,...,Ck) := a¢ be the
distinguished representative in C. We define 74 in such a way that the following conditions
are met:

_ e _ _ _ NN _
(a) (ti(a1,...,ar))" =op(C1,...,ck) and (77(a1,...,ax)) = 0p(Cr,...,Ch).
(b) Every domain element b in 7}(ay,...,a;) belongs to D_; ¢, where y is the variable in
yx to which b corresponds.

(¢) For every x € X with 1 < £ < k we have that if the corresponding a € a, stems from
D, then every element b in the tuple 72(ai, . ..,ax) that corresponds to some variable
u € Uy N1y is taken from D41 mod3),c,u-

Claim IT: For every k we have o} (at,...,a;) = (7 (a1, .. ., ék))i.

Proof: We prove this claim by induction on k.

For the base case k = 1 the claim holds due to our assumption that ¢ is A-semi-uniform.
More precisely, we have (7] (51))i = ol(¢,) = o}(a}) where ¢, = Q-
e

In the case k > 1let Tj := A o ((r{ (31))*, - .., (T} 1(31,...,3-1))", &) for every i, 1 <i < k.

Since we have o} (a %, cee 5%) = (7’}(517 ...,a ))i for every i = 1,...,k—1 by induction, we get

Ti:Ai,O(Ul( ) 0‘1 (5%7"'75%—1%5%)

for every 4, 1 < i < k. Let (C1,...,Cx) := a[< ¢>] By A-semi-uniformity of o and due
IRRREC T

a
= ~ ~ - N
{/7 ) *J]}:(Clw",ck) = (Tkl:(alv"'vak)) .

to the construction of 7, we then have o} (a
Hence, the claim follows.

We next define how B interprets predicate symbols. For every predicate symbol P occurring in
¢ we define P to be the smallest set satisfying the following properties for all tuples ay, ..., a,
with 3; € B%il. Let (¢;,...,¢,) =« Qb sty
1 09n

(i) For every atom A(¥1,...,¥,) € Ato we require B = A(7{(a1),...,71(a1,...,3a,)) if and only
if A= A(oi(c1),...,00(C1,...,S)).

(ii) For every k, 1 < k < n, every = € X, and every atom A(J1,...,5-1,%,Ug,...,Upn) € Aty
we require
BEA(r@E), ... 1@, ak-1),a, 72 (31, -, 3k), -, T2(31, -, 3))
if and only if
A A(ol(@),...,00_1(€1, ..., E-1),¢,02(C1, ..., Ck), ..., 02(C1, ..., Cn)),

where a from a; and ¢ from ¢; correspond to = € Xg.
Notice that the last line implies

AeXpn(oi(©), .. 01,6 08(C1, ..., Ch)s ., 02(C1, 0.0, Cn))
where ¢ corresponds to = in Xg.

Claim III: The structure B is well defined.
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Proof: We assume to the contrary that the definition of B is contradictory while A is well defined.
Consider any two sequences of tuples ai,...,a, and aj,...,a), with a;,a) € BI%+! for every ay, aj,
k. Let B be the variable assignment that maps every Xy to ag, every yi to 71 (a1,...,ax), 3,5
and every i to 77(a1,...,a,). Let 3’ be defined analogously based on a},...,3a,. Suppose

there are atoms A, B occurring in ¢ such that B, 3 = A and B, 8’ £ B. Moreover, suppose A, B, s;,t;

that A has the shape P(s1,...,8y,) and B has the shape P(ty,...,t,) and that we have
B(se) = B'(te) for every . Recall that, since ¢ is relational, all the terms s, and ¢, are in fact

variables.
Let T1,...,T, be the unique sequence of fingerprints defined by Ty
1/= 1= _
Tk = Ak,O((Tl (al))i, ey (kal(al, ey ak,l))i,a )
:Ak’o(()’%(éi),...,0'1171(5%7..., a t)
for every k. Let (¢1,...,Cp) := TR and let v be the variable assignment that maps (¢1,...,C,
every Xy, to Cx, every ¥ to oL (C1, .. ck) and every Uy, to 03(Cy,...,c,). We define 77, ..., T}, <E//13 e 7/677,
and ¢}, ...,c,, and 4/ analogously, based on aj,...,a,. Ty v,y

By Requirements (i) and (ii), our assumptions entail

A,y E Aand A+ |~ B. (4.2)

Consider the variable assignments 4+ and ﬁ’L. Clearly, for all variables v,v’ we have that
B(v) = B'(v') implies B+(v) = B4 (v'). Hence, we have

ABYA) = P(BY(51)s -, B4 (sm)) = P(B™(t1), ., B (tm)) = A(BN)(B).  (4.3)

Regarding the atoms A and B, we distinguish several cases.

Case (A1l). If A(§1,...,Vn) € Atg, we observe the following. By definition of v, A,v = A
translates to A = A(cf(c1),...,04(C1,...,Cy)). Since 7 is defined such that o} (cy, ...,
¢) = (ri(a, ..., éi))i for every 4, we thus obtain

AEA((r @)Y, (a1, .., a30))Y).
By definition of 3, this translates to A, 5+ = A.

Case (A2). If A(F1,.-.,Vk—-1,%k, Uk, - - -, Up) € At, for some x € X, we observe the follow- z, k
ing. By definition of v, A,y |= A translates to

A|:A(o}(él),...,a,ﬁ,l(él,...,Ek,l),ébai(él,...,Ek)7...,03(61,...,En)) .
Because of (Cy,...,Cn) ~ (5%, ...,at), A\-semi-uniformity of o entails
A€ Ngp(of(€1),e o vop1(C1yeyCho1)sChy Op(C1se e Ch)sen s 0o (Cls- -1 Cn))
= Nen (01 (@), 001 (3., 30 ), 35,023, ..., 3)), .., 02(3, ..., 3h))

Ak A(ol@)), ..., 0013}, 35 ), 38,023, 38), .., 02 (3], ..., 3Y)) -
By virtue of Claim II, this can be rewritten to

AEA((HGE))Y (11 (B 3em)) Y 8], 02 (3L -, 3E), -, 02(3T -, 3h))

Case (B1). If B € Aty, we conclude A, 8% j£ B in analogy to Case (Al).

),

/>’
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Case (B2). If B(V1,.-.,Vk'—1,Xk/, Uksy - - - , Uy ) € Aty for some 2’ € X/, we can derive

= - = = { + =4 4 i
A Fé B((Tll(all))i7'-~7(Tklr’—l(agJ"-aa;c’—l))l’a;c’ ak’(all 9. a;c’ ) (a& 7'--5321 ))

in analogy to Case (A2).

We next consider the four possible combinations of the above cases.

Suppose Cases (A1) and (B1) apply. We then have A, 3* = A and A, gt i~ B. But by

Equation (4.3) we also have

BHA) = P(BY(s1), -, BH(sm)) = P(B™ (1), ., B (tm)) = B (B).

In other words, the structure A is inconsistent, which contradicts our assumptions.

Next, suppose that Cases (A2) and (B1) apply. Since B belongs to Atg, we havety,... t, €§

and, hence, 8'(ty) € D_; for every £. This means that A cannot contain any variables
u € 1, for otherwise there would be some ¢ with s, = u leading to 5(s;) € D; with i > 0
and ('(t¢) € D_1, which would contradict our assumption S(s;) = 8'(t¢). This means,

we have

Al A @)Y (T @3k a)),
which translates to A, 8¥ = A(¥1,...,¥x_1,%x). As in the previous case, A, g+ = A
together with A, gt = B leads to a contradiction.

The combination of Case (Al) and Case (B2) also leads to a contradiction.

Finally, suppose that Case (A2) applies together with Case (B2).

First, we make two more observations:

(I) Consider any two variables y1 € Vi,, Y2 € Vk,. By definition of 7, 5(y1) = 8'(y2)
entails

+ +
(a) (By)) = (8 (y2)"
(b) k1 = ko and y1 = yo,
() (&tf,....at) ~ (@t,...,a})), and
(d) T; =T/ and ¢; =} for every ¢ with 1 < i < k;.
Moreover, the definition of the 7 also entails that (8(y1))* = y(y1) and (8 (y2))" =
v (y2).
(IT) Consider any two variables u; € U, ,us € Ug,. By definition of 7, S(u1) = £’ (us2)
entails

() (Blu))* = (F(u2))*,
(b) k1 = kg and u; = ug and z = 2’ and uy, ug € Uy,
(¢) k=k <k,
(d) (af,....af) ~ @,...,30),
)
)

e) T; =T/ and ¢; =, for every ¢ with 1 < < kq,

f) B(z) € Tor if and only if 3'(x) € T;1, and

) if B(x), B'(x) € Ty then f(x) = B'(x) and S(x) = y(z) and f'(z) = /().
Moreover, the definition of 7 also entails that (ﬁ(ul))i = v(u1) and (ﬁ’(uQ))i =
Y (uz).

We now derive contradictions the following cases (the remaining cases can be treated

analogously).

(
(
(g

Suppose there is some ¢ such that sy = u € @y, and ¢, = v’ € Ty,. According to
Observation (IT), this entails, among other things, that = = .
Now, let k. be the largest index for which there is such an ¢ with s, = u € Ty,
and ty = v’ € Uy, . Then, we know that k. > k. Moreover, T; = T and ¢; = ¢, for
every ¢ with 1 <14 < k,. Hence, v and ' coincide on all variables in ¥;, X;, 0i; with
1 <4 <k,.
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By definition of 7, there is some D; with ¢ > 0 to which all elements S(u”) with
u” € vars(A) N U, and all 8'(v") with " € vars(B) N U, belong. Moreover, 8(x)
and 8'(x) cannot belong to this D;. Therefore, there is no ¢ such that sy is a variable
from @ and ;4 is not from 1 or vice versa. Hence, every u € @ that occurs in A or in
B stems from Gy U... U Ty, .
Consequently, v and 7’ indeed coincide on all variables that occur in A or in B. This
leads to A,y [~ B (as A,y &£ B and v(B) =+/(B)) and A,y = A (ass A,y E A
and v'(A4) = v(A)). Moreover, by definition of 7, 8 and 3’ coincide on all variables
Due to the above observations and because of definition of 7, there are two variables
Y1, Y2 € ¥ such that for all arguments s, and t; one of the following cases applies:

sg =y = tg for a certain variable y € y,

s¢ =z and t; = yo,

s¢ =y1 and ty = x,

Sg =x =1y, or

s¢ = u =ty for a certain variable u € 1.
Let L be the set of all indices ¢ such that s, = x and t; = yo € y. Similarly, let
L' be the set of all indices £ such that s, = y; € y and ¢, = x. Suppose L is
nonempty, i.e. there is some ¢ with sy = x and t; = y,. Then, our assumption
B(x) = B(se) = B'(te) = B'(y2) entails B(z) € T,1. This leads to the following chain
of equations: v(z) = BH(z) = B’i(yg) = +'(y2). Hence, for every ¢ € L we have
¥(s¢) = ¥(x) = 7' (y2) = 7(y2) = ¥(te). Symmetrically, we have v/(z) = "*(z) =
B4 (y1) = v(y1) and y(se) = v(y1) = 7' (x) = v(x) = ~(te) for every £ € L', if L' in
nonempty.
Put together, the above observations entail

A(A) = P(3(s1), .-, 7(5m)) = P(3(t1).- - 1(tm)) = 1(B).

Recall that we have already inferred A, = A and also A,y & B. Together with
the equality of A and B under ~, this yields a contradiction with our assumption
that A is a well defined structure.

Suppose we have t; & 1 for every ¢ for which s, € G. Further suppose, there is indeed
some u € 1 such that s, = u. Since B(sg) = B'(t¢), the definition of 7 entails that
te = 2’. Let D; be the subdomain that contains 5’(z') and thus also 5(u). Then,
B(x) € D(i—1moas) and for any u’' € vars(B) N1 we have 3'(u') € D(;11mod3), Which
entails 5'(u') # B(x). Hence, B cannot contain any variable from G. Moreover, u is
the only variable from @ that occurs in A, since for any v” € @\ {u} with v” = sp
we would have B(u”) # B(u), on the one hand, but S(u”) = B(s¢) = B'(te) =
B'(z") = B(u) on the other hand.

Therefore and by definition of 7, there is some y2 € § such that for all arguments
sg, ty one of the following cases applies:

s¢ =y =ty for a certain variable y € y,

s¢ = x and t; = yo, Or

s =uand t, = '
Let k. be the largest index for which there is some ¢ with sy = t, = y € i, (let
k. := 0 if no such index exists). By virtue of Observation (I), we then get T; = T
and ¢; = ¢, for every 7 with 1 < ¢ < k.. Hence, v and +' coincide on all variables in
v; with 1 <7 < k,. By definition of ', this also applies to v and B’i.
If there is some ¢ such that s, = 2 and t; = y», then we have g+ (x) = p¥(s;) =
B (ty) = M (y2) € Toa. This leads to 8+(z) = v(z). Therefore, we have v(z) =
B (ya).
Finally, consider the £ for which s, = u and t, = 2’. Since y(u) = S+ (u) = ¥ (2),
we have v(u) = 8% ().
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Consequently, we have all pieces together to conclude

P(¥(51)- s 7(5m)) = P(B¥(51),- -, B (5m)).
In other words, A under v equals B under (' . Since we have A,y E A and
A, B'% b~ B (cf. Case (B2) together with the observation that B does not contain
any variable from @), this leads to a contradiction with the assumption that the
structure A is well defined.

Suppose neither A nor B contain any variable from t. According to the statements

derived for Case (A2) and Case (B2), we have

AE A @) (@ 3k)) 3.
and

A B((r @) (Tl B3k )) ).
Put differently, A, 5+ = A and A, BN £ B. As we, by Equation (4.3), already know
that A under 8+ equals B under 3’ L7 this contradicts our assumption that A is a
well-defined structure. O

Claim IV: Under B the strategy 7 is satisfying for ¢.

Proof: Let ay,...,a, be any sequence of tuples with a; € B/%il for every i. Let § be the variable
assignment that maps every %; to a;, every ¥; to 71(a1,...,a;), and every i; to 72(ay, ..., a;).
We intend to show B, 5 = .
Let €4,...,Cy be the distinguished representative of the equivalence class [(5%, ...,an)] . Let
7 be the variable assignment that maps every X; to ¢;, every ¥; to o} (c1,...,¢), and every
; to 02(c1,...,C;). Since we assume o to be a satisfying strategy for ¢ under A, we have
A,y E 9. Consider any atom A that occurs in ¢. By definition of B, we have B, 8 = A if
and only if A,y = A. This together with A, v = ¢ entails B, § = 1.

Consequently, under B 7 is satisfying for . O

Let 7, C B be the target set of 7, given by T, := |J;_, T, where
T = {b eB ‘ there are tuples ay, ..., ax such that
(a1, ... a) = (...,b,. ) or T(ar, ..., ak) = (...,b,.. )
Finiteness of the set T, follows from the following observations: Let S, be the set S, := UZ:1 Sk

where
S := {b € A | there is some equivalence class C € (A; U...UA, )/~ and its

distinguished representative (Ci,...,Ck) := a¢ such that

U;}(El,...,ak) = <,b,> or U%(Eh...,ak) = <,b7> }
Since the equivalence relation ~ induces only finitely many equivalence classes C' on the set
A U...UA,, the set S, is finite. By definition of the mappings 7} and 77, we have bt € S, for
every b € T.. The domain of B consists of finitely many subdomains D;, each of which comprises
finitely many copies of the original domain A. Hence, there are only finitely many domain elements
b € B with b € S,. Altogether, this entails that the target set 7, is finite.

Notice that 7, coincides with the domain of B|,. Hence, by Lemma 4.2.3, B|, is a finite
model of ¢ and it can thus serve as the sought model C. Finally, we give an upper bound
on the size of C’s domain. First, we bound the number of distinct sequences of fingerprints
(T1,...,Tk) € img (A o) X ... X img (X o). Let Atg, denote the set |J, oy At,. For every i with
1 < <k we have

TEX;

imo (A 0)| = [T limaOeo)] < T 2 2(A6D < 27742 (3 JAt]) < 27 2(|Aty,]) -

TEX, TEX; TEX;
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This leads to the following bound on the number of sequences of fingerprints:

n

Z‘img(gl,o) . X im, )‘kO
k=1

I A

IN
2 I wmﬁ

k
H gtn— z+2 ‘At |)

gtn+1 (Z Aty | )

< T"“(lAtD
Since ¢ is A-semi-uniform, this entails an upper bound regarding the cardinality of the set T, :
|To1| < || - - 2TF1(|At|). The number of equivalence classes induced by the relation ~ depends
on the cardinality of 7,: and the number of sequences of fingerprints:

|(A1 U... UAn)/~’ < (i(w—dll + 1)|i1\+...+|ik\) n- 2Tn+1(|At|)

k=1
n® - (| To] + 1) 2T (|Ag))

Given this, we can bound the number of elements in the set S,:
S0l < [Ton |+ |(Ay U-..UA)/<| - [al.
The last component that we need to establish an upper bound on the cardinality of the set 7, is
the number of copies of A that are used as building blocks for the sets D_1, Do, D1, D2. An upper
bound for this number is |y] - ‘(Al U... UAn)/N} +3-|9|- ‘(Al U... UAn)/~|. All in all we obtain
the following upper bound:
_ _ 2|x| " 2[x|+2

T < 1S5 ([ +3 - [a]) - [(Ay U...UA,)/~| < (pllen(p))) ™ - (21 (JAL)) ™,

where p is some polynomial and where we assume |X| > 1 and |T,1] > 1. O

In analogy to Theorem 4.2.11, the bound given in Lemma 4.3.6 and Theorem 4.3.5 could be
refined using a notion of degree for GAF sentences, cf. Definition 4.2.9. For ¢ the degree dgar(p)
is the smallest nonnegative integer m such that for every At,, x € X;, there are at most m distinct dgar(p)
indices j1,...,Jm with ¢ < j; < ... < jn < n such that G;, N vars(At,) # 0.
We conclude this section with an example that illustrates the construction of a finite model
from the proof of Theorem 4.3.5.

Example 4.3.7. Consider again the sentence ¢ and its model A from Example 4.3.1:

= F2VeIy1y2. Q(2) A R(z,z) A R(z,y1) A Q(y1) A R(z,y2) A —Q(ya2) .

We observe that all elements in A have the same fingerprint. More precisely, for every a € A we have
Ae0(01(),a) = P(Aty \ {R(z,2)}) and Az1(01(),a,03(a)) = {R(z,y1),Q(y1), R(z,y2)}. As we
have already pointed out, none of the finite substructures of A is a model of ¢. Nevertheless, we can
use parts of A as a blueprint for constructing the following structure C that is finite and satisfies ¢.
The domain of C consists of the disjoint union D’ {wDwD] WD, = {0}w{1,2,3,4}wW{3,4}wW{3,4},
which results in C := {0,1,2,3,4,3',4',3",4"}. The interpretation of the predicate symbols Q and
R under C is depicted in Figure 4.2. The canonical satisfying strateqy T for ¢ under C is indicated
by the arrows and their annotation.
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[ ]
9 Jya 4 Jy2 4 Jy2 "
3

Y2

Figure 4.2: Illustration of the structure C. The arrows indicate RC, as in Figure 4.1. The annotated
existential quantifiers indicate the elements selected by the strategy 7. All elements above the
dotted line belong to Q°, the others do not.



Chapter 5

Computational Complexity of
SF-Sat and GBSR-Sat

The investigation of the classical decision problem has not stopped at the point where fragments had
been found to be decidable. The computational complexity of the satisfiability problem associated
with a decidable class is of interest as well. Systematic investigations in this direction were started
in the late 1970s [Lew78, Lew80, Fiir81, Pla84, DL84a, DL84b].} There is an easy route to upper
bounds whenever we know that the fragment under consideration enjoys a small model property.
The following lemma links bounds regarding the size of models with the computing time that is
required to decide satisfiability.

Proposition 5.0.1 ([Lew80], Proposition 3.2, see also [BGG97], Proposition 6.0.4). Let ¢ be a
first-order sentence in prenex normal form containing n universally quantified variables. The
question whether @ has a model of cardinality m can be decided nondeterministically in time
p(m" . len(@)) for some polynomial p.

With this lemma at hand, it is enough to prove a small model property for a given class
of first-order sentences, in order to bound the worst-case time complexity of the corresponding
satisfiability problem from above. This approach yields good upper bounds in cases where the
Boolean structure of the considered sentences is not restricted. As we shall see later, namely in
Sections 5.1 and 5.2, certain prefix classes of Horn or Krom sentences are complete for deterministic
time complexity classes or for space complexity classes. Then, a small model property alone does
not immediately lead to good upper bounds and one needs more sophisticated arguments.

In the present chapter, we aim to investigate the computational complexity of SF-Sat and
GBSR-Sat. Considerations regarding the other decidable fragments that we have introduced in
Chapter 3 remain future work.? Recall that we have shown several small model properties for SF
and GBSR, cf. Theorem 3.2.6 for SF and Corollary 3.5.4 and Theorem 4.2.11 for GBSR. More
concretely, any satisfiable SF or GBSR sentence ¢ with degree k has a model whose domain is of a
size that is at most k-fold exponential in the length of . Therefore, Proposition 5.0.1 immediately
supplies us with upper bounds regarding the computational complexity of SF-Sat and GBSR-Sat.
If we use the (various) degrees of interaction of variables as parameters, we obtain upper bounds
for infinitely many subclasses SF<; and GBSR<; with k > 0, as depicted in Figure 5.1. The
set SF<y, collects all SF formulas ¢ with 93(¢) < k or dv(p) < k or both. The satisfiability
problem associated with any fragment SF<j, is denoted by SF<j-Sat. The set GBSR<y, is the

1The foundations of computational complexity theory can be found in many standard textbooks, e.g. [HU79,
Pap94, Gol08, AB09]

2Tt seems safe to assume that the satisfiability problem for each of the decidable relational first-order fragments
introduced in Chapter 3 lies in TOWER (cf. Definition 5.0.2). Intuitively, the translations of the separated versions
into their respective base fragment lead to a blowup that is at most p(n)-fold exponential in the length n of the
formula for some polynomial p. Moreover, the satisfiability problems of the base fragments usually do not go beyond
2-ExXPTIME, except for FL, whose satisfiability problem lies in TOWER. But even SFL-Sat should lie in TOWER.
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collection of all GBSR sentences ¢ with d3v(p) < k or dy(¢) < k—1 or both. GBSR<-Sat denotes
the satisfiability problem associated with GBSR<j. Our results then entail for every positive
k that SF<j-Sat and GBSR<y-Sat are in k-NEXPTIME. The decision problems SF<g-Sat and
GBSR<-Sat belong to NEXPTIME. If we consider SF or GBSR without universal quantifiers,
we obtains the fragments 3*-SF and 3*-GBSR, which coincide with the existential fragment of
relational first-order logic, see also Section 5.1. The corresponding decision problems 3*-SF-Sat
and F*-GBSR-Sat coincide as well and belong to NP.

We shall complement these upper bounds with matching lower bounds, which in the end will
lead to a hierarchy of computationally hard satisfiability problems that are even complete for
k-NEXPTIME. Recall that ELEMENTARY := | J,~, k-EXPTIME is the complexity class containing k-
ExXPTIME, k-NEXPTIME, and k-EXPSPACE for every positive k. The unrestricted problems SF-Sat
and GBSR-Sat lie even beyond ELEMENTARY. Indeed, both are complete for the complexity class
TOWER, which contains ELEMENTARY but is slightly larger [Sch16]. In contrast to ELEMENTARY,
TOWER contains problems that are complete for the class.

Definition 5.0.2 (TOWER, [Schl6]). First, we define the following functions F; : N = N for i =
0,1,2,3, where Ff(n) := F;(F;(... Fj(n)...)) denotes k-fold application of F; to the argument n:

k times

n+1,

(n) =
(n) :=F}*t(n)=2n+1,
(n) =
(n) =

G

Fptim)y=2"" . (n+1)-1,
Fy(n) = Fytt(n) > 21(2) .

n

Let FELEM denote the set of elementary functions f : N — N, i.e. of all functions that can be
bounded from above by 2% (n) for some constant k. The complexity class TOWER is defined by

TOWER := U DTIME(F5(f(n))) -
f(n)EFELEM

Since F3 is a non-elementary function that grows faster than 27 (2) ([Sch16], page 4), the
complexity class TOWER properly contains ELEMENTARY.
We now state the main result of the present chapter.

Theorem 5.0.3. The decision problems 3*-SF-Sat and 3*-GBSR-Sat are NP-complete and the
problems SF<o-Sat and GBSR<p-Sat are NEXPTIME-complete. For any positive integer k the
problems SF<j and GBSR<; are complete for k-fold nondeterministic exponential time. The
problems SF-Sat and GBSR-Sat are TOWER-complete (with respect to elementary reductions).

Proof. The upper bounds and hardness results for 3*-SF-Sat and 3*-GBSR-Sat will be derived in
Section 5.1, in particular in Proposition 5.1.4. The upper bounds for SF<;-Sat and GBSR<-Sat
with nonnegative k follow from Proposition 5.0.1 together with the small model properties given in
Theorem 3.2.6, Corollary 3.5.4, and Theorem 4.2.11. These bounds also lead to the observation
that the unrestricted problems SF-Sat and GBSR-Sat belong to TOWER.

In Section 5.3 we derive corresponding lower bounds. More precisely, Theorem 5.3.11 establishes
k-NExPTIME-hardness for SF<;-Sat for every positive £ and thus also for SF-Sat. According
to [Sch16], Section 3.1, k-NEXPTIME-hardness of SF-Sat for every positive k entails hardness for
the class TOWER. NEXPTIME-hardness for SF<( follows from NEXPTIME-hardness of BSR-Sat.
As for every nonnegative k the set SF<;-Sat is a subproblem of GBSR<;-Sat, we get the same
lower bounds for every GBSR<-Sat and for GBSR-Sat, respectively. O

Recall that we have already derived a general reducibility result in Theorem 3.3.11, which entails
that SF-Sat inherits computational hardness from the satisfiability problems of other first-order
fragments that exhibit a small model property with a bound 2t¢1e*(¥)(d - len(y)). Although this
already entails that SF-Sat is, e.g., as hard as the satisfiability problem associated with the fluted
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SF-Sat o GBSR-Sat
TOWER
/ ELEMENTARY
SFSk-Sat GBSRSk-Sat
SFSQ-Sat —o— GBSRSQ-Sat
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SFSl—Sat,
SFgo—Sat

3*-SF-Sat

GBSR<;-Sat,
GBSRgo—Sa‘E

F*-GBSR-Sat

Figure 5.1: The computational complexity of the subfragments of SF and GBSR scale over the
major nondeterministic complexity classes in ELEMENTARY, while the unrestricted problems SF-Sat
and GBSR-Sat even go beyond.

fragment, which is known to be non-elementary [PST16], Theorem 5.0.3 is much more accurate
and yields better lower bounds than what we could derive from Theorem 3.3.11. Moreover, the
lower-bound proof for SF-Sat that will be presented in Section 5.3 is more instructive in that it
provides a better understanding of how large models can be enforced with SF sentences.

It is worth mentioning that Theorem 5.0.3 adequately accounts for the known complexity
of MFO-Sat. This works in spite of the fact that monadic sentences may contain arbitrarily
nested alternating quantifiers. For every MFO sentence ¢ we trivially have d3(¢) = 1, since all
occurring predicate symbols have an arity of at most one. Theorem 5.0.3 entails that MFO-Sat is in
NExPTIME, which is well known. Moreover, we have introduced the strongly separated fragment
(SSF) as the set of SF sentences that have degree one, see Definition 3.2.3 and the short paragraph
preceding it. SSF contains BSR and MFO as subfragments and, by Theorem 5.0.3, shares their
computational complexity.

Corollary 5.0.4. The satisfiability problem for SSF is NEXPTIME-complete.

Theorem 5.0.3 establishes two hierarchies of computationally hard problems that are complete
for infinitely many subclasses of ELEMENTARY and as a whole form a problem that is complete for
TowEgR. The overall structure is depicted in Figure 5.1.

Apparently, non-elementary satisfiability problems are not very widespread among the decidable
fragments of classical relational fist-order logic known today. We have argued that SF and GBSR
fall into this category. To the present author’s knowledge, the only known companion in this
respect is the fluted fragment. Indeed, Pratt-Hartmann, Szwast, and Tendera showed in [PST16]
that satisfiability of fluted sentences with at most 2k variables is k-NEXPTIME-hard. Moreover,
they argue that satisfiability of fluted sentences with at most & variables lies in k-NEXPTIME.
Although a significant gap between these lower and upper bounds remains to be closed, the fluted
fragment seems to comprise a similar hierarchy of hard problems as SF does, and the unrestricted
problem FL-Sat is TOWER-complete as well. Another candidate for a first-order fragment with
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such a high computational complexity might be Maslov’s fragment K.3

Remark 5.0.5. In computational complexity theory, several hierarchies have been defined where
the hardness of problems is suspected to grow with the number of quantifier alternations that are
admitted in the formal problem description. One example is the polynomial-time hierarchy (PH)
(cf. Definition 3.8 in [Gol08], or Definition 5.8 in [AB09]). Another example is the exponential-
time hierarchy (see, e.g. [Har87]).* It is well known that the problem of determining validity of
quantified Boolean formulas (QBF) has a complete subproblem for every level of PH. Consider a
quantified Boolean formula ¢ := ArVp13qy ... VDp3Gn- ¥, n > 0, with quantifier-free 1, which is a
Boolean combination of propositional variables from the set FUp U...Up, U@ U...UqG,. All
valid formulas of this shape together form a complete problem for the (2n + 1)-st level of PH. When
we remove the trailing existential quantifier block, we obtain a problem that is complete for the
(2n)-th level.

A weaker form of Theorem 5.0.3, based on the number of quantifier alternations allowed in SF or
GBSR sentences rather than the admitted degrees of variable interaction, leads to a similar pattern
of increasing computational difficulty, yet based on a different hierarchy of complexity classes. More
concretely, for every positive k the set of satisfiable SF-sentences restricted to the quantifier prefix
I*(V*3*)k gives rise to a k-NEXPTIME-complete problem, cf. Figure 5.2 on page 149. The same
applies to GBSR. This is easy to see, as every SF or GBSR sentence with at most n Y3 quantifier
alternations has a degree of at most n. On the other hand, the SF sentences used in Section 5.3 to
encode k-NEXPTIME-hard decision problems need exactly n V3 quantifier alternations.

We have already demonstrated that an analysis of the computational complexity of satisfiability
problems can greatly benefit from an analysis of how variables co-occur in atoms instead of exclusively
considering the number of occurring quantifier alternations. One instance was the derivation of
NEXPTIME-completeness of MFO-Sat by virtue of Theorem 5.0.3. The reason is simply that the
degree of variable interaction might be considerably lower than the number of quantifier alternations.

What we have not yet taken into account is the Boolean structure of sentences. This may
widen the scope of our methods considerably and may moreover help understand where the hardness
of satisfiability problems stems from. For example, consider a quantified Boolean formula ¢ :=
Vp13qy - .. VDpAqn- Y with quantifier-free . As already indicated above, the validity problem for
such formulas is complete for the (2n + 1)-st level of PH. But what if, say, 1 has the form
(/\l Ki) A (\/J Lj), where the K; and the L; are literals and none of the existential variables in
N; K occurs in \/j L;? Since two distinct Boolean variables can never co-occur in any atom, ¢ can
be transformed into the equivalent formula 3G ... G, VD1 - - - Pn- ¥ by quantifier shifting. Apparently,
@ belongs to a class of sentences that resides on the second level of the polynomial hierarchy
rather than on the (2n + 1)-st. Indeed, propositional variables in quantified Boolean formulas are
as separated as first-order variables are in MFO sentences. It is, hence, easy to see that every
quantified Boolean formula can be converted into an equivalent 3*V* formula. However, this might
come at the cost of a super-polynomial blowup in the length of the formula, like we have seen for
the MFO case in Theorem 3.2.7. If no such blowup were to occur necessarily, this would indicate a
collapse of some levels of PH. Still, it might be worth to reconsider some of the definitions that are
based on the shape of quantifier prefives alone. The ideas sketched in Section 3.6 might also give a
good starting point for this endeavor.

5.1 Computational Complexity of the Existential Fragments
of SF and GBSR

A special case that is worth considering are the 3* subfragments of SF and GBSR. It is easy to
see that these two classes are the same and coincide with the existential fragment of relational

3This was suggested to the author by Ian Pratt-Hartmann during a discussion at the Seventeenth International
Workshop on Logic and Computational Complexity (LCC’16) in Marseille, France, in September 2016.

4The exponential-time hierarchy should not be confused with the hierarchy of k-fold (nondeterministic) exponential
time for increasing k. The exponential-time hierarchy lies completely within EXPSPACE, just like the polynomial-time
hierarchy lies entirely within PSPACE.
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first-order logic. The latter, in turn, is a close relative of propositional logic. We shall refer to
this fragment as JFO and we shall write Horn-9dFO and Korm-3FO to address its Horn and Krom
subfragments, respectively. As IJFO without equality is essentially as expressive as propositional
logic, it is an easy step to reduce the satisfiability problems associated with equality-free IFO and
its Horn and Krom subfragments to the corresponding fragments of propositional logic. This even
applies to 9FO and Horn-3FFO with equality.

Let SAT, Horn-SAT, and Krom-SAT denote the satisfiability problems associated with the
sets of all propositional formulas, propositional Horn formulas, and propositional Krom formulas,
respectively. In the literature, Krom-SAT is often called 2SAT. Recall the following well-known
results.

Proposition 5.1.1. SAT is NP-complete [Coo71, Lev73], Horn-SAT is P-complete [JL77, Kas86,
Pla84], and Krom-SAT is NL-complete [JLL76].

In the remainder of the present section we intend to show that (i) satisfiability for IFO is
NP-complete, (ii) satisfiability for Horn-3FO is P-complete, (iii) satisfiability for Krom-3FO without
equality is NL-complete. Moreover, we shall see that (iv) satisfiability for Krom-3FO with equality
is complete for NP. The proof of (i) — (iii) proceeds by reductions to the corresponding satisfiability
problems for propositional logic and back. This is straightforwardly done by Skolemization as long
as we consider only JFO sentences without equality, see Lemma 5.1.2. If equality is present in
the given JFO sentence ¢, we first Skolemize exhaustively, thus producing ¢gna, which is ground
and contains only Skolem constants and no non-constant function symbols. Then we use the
standard trick to eliminate the equality predicate ~. We introduce a fresh binary predicate symbol
E and replace every equation ¢ & d with the atom FE(c¢,d). Moreover, we add the axioms of a

congruence relation for F, i.e. reflexivity, symmetry, transitivity, and compatibility with predicates.

Of course, we do not use the universally quantified axioms but rather add their ground instances
with respect to all the constant symbols that occur in ¢gnq. To avoid an exponential blow-up in
the case of the axioms regarding compatibility with predicates, we only add the instances that
affect non-equational atoms which really occur in ¢gnq. The result is called ¢4 Let @prop be
the propositional formula that results from g@’gnd by replacing every ground atom A with the
propositional variable ps. We observe that len(¢pop) € O(len(¢)?). Moreover, if ¢ is a Horn
formula, then ¢p,op is Horn. Notice that the outlined elimination of equality does not preserve the
Krom property.

Lemma 5.1.2.
(i) Satisfiability for IFO sentences without equality can be decided nondeterministically in
poly(len(p)) time.
(ii) Satisfiability for Horn-3FO sentences without equality can be decided deterministically in
poly (len(y)) time.
(i4i) Satisfiability for Krom-3JFO sentences without equality can be decided nondeterministically

using space that is logarithmic in len(y).

Proof. We reduce the above satisfiability problems for JFO (sub)fragments to the respective
satisfiability problems for propositional logic and vice versa.

Let ¢ be an FFO sentence without equality. Skolemization of all its existential quantifiers leads
to the equisatisfiable ground sentence @gnq in which every atom has the shape P(cy,...,¢y). Let

Ay, ..., Ay be a complete enumeration of all the atoms — without duplicates — that occur in @gnga.

Let ¢1,...,qx be a list of pairwise distinct propositional variables. We construct the propositional
formula @prop from @gng by replacing every atom A; with g;. Clearly, any model A of @gnq induces
a model B of ¢pop: B = ¢; if and only if A = A;. Conversely, any model B’ of ¢y, induces a
Herbrand model A’ of ¢: A’ |= A; if and only if B’ | ¢;. Consequently, deciding satisfiability of ¢
can be reduced to deciding satisfiability of ¢prop. Moreover, we observe the following properties:

(a) len(@prop) < len(yp) and [[@propll < [l¢]-

JrO
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(b) If ¢ is a Horn formula, then ¢pop is Horn.

(c) If o is a Krom formula, then ¢y, is Krom.

Conversely, any propositional formula over the propositional variables ¢, ..., ¢qr can be straight-
forwardly transformed into an equisatisfiable JFO sentence Jy. ¢ with quantifier-free i) over the
monadic atoms Q1 (y), - .., Qr(y). O

Lemma 5.1.3. There is an effective translation T from IFO with equality to IFO without equality
such that for every IFO sentence ¢ we have that

(a) every model A of ¢ contains a substructure that can be extended to a model B of o AT (p)
over the same domain,

(b) from any model B of T(p) we can construct a model A of ¢ whose domain contains at most
as many elements as B’s domain does,

(¢) len(T(¢)) € O(len(y)?®) and T(y) can be computed deterministically in polynomial time,

(d) if ¢ is Horn, then T(p) is Horn as well.

Proof. We describe the translation T" informally. Let ¢ be some JFO sentence with equality. Let
sk be the result of Skolemizing all existential quantifiers in ¢. Notice that pgi does not contain
any non-constant function symbols. Let E be a binary predicate symbol that does not occur in gy
and let 2 be the set of all constant symbols occurring in ¢six. We construct the following ground
formulas:

Pref 1= /\ E(e,c)

ce

'(/szmm = /\ (E(07 d) - E(d7 C)) )
c,d e

'(/}trans = /\ (E(C7 d) N E(da 6) - E(Ca 6)) :
c,d,e €

Let tcong be the conjunction of all ground formulas of the form E(ci,di) A ... A E(cm,dn) A
P(cr,...,em) — P(dy,...,dy;,) where ¢1,dy,...,Cm,dn € Q and P is an m-ary predicate symbol
in psk. We write éong to denote the restriction of ¥cong to formulas E(ci,di) A ... A E(cm,dm) A
P(ciy...,em) — P(dy,...,dn) whose constituents P(cy,...,¢n) and P(dy,...,d,) actually
occur in gy (and are distinct).

Let ¢’ be the result of replacing every equation ¢ = d in ¢gy with the atom E(c, d).
Claim I: gy is satisfiable if and only if ¢’ A ¥re A Ysymm A Yirans A Yeong 1S satisfiable.

Proof: Let A be any model of pgx. By the Substructure Lemma, we may assume that A’s domain
is {C‘A ‘ c€E Q} We now construct a model B = ¢’ A ¥ret A Ysymm A Ytrans A Yeong from
A. We take over A’s domain and its interpretation of the predicate symbols and constant
symbols. We define E’s interpretation under B such that EB := {(a, a) ‘ ae A}. Hence, for
all ¢,d € Q2 we observe B = E(c,d) if and only if B = ¢ ~ d. Consequently, B must be a
model of gk and also of ¢ A Yrei A Ysymm A Ytrans A Yeong-

Let B be a model of ¢’ A ¥rei A Ysymm A Ytrans A Yeong. By the Substructure Lemma, we
may assume that B’s domain is B = {c? | ¢ € Q}. We now construct a model A = ¢gi
from B. Because of B = ¥rei A Ysymm A Yirans A Yeong, We know that EPB is a congruence
relation over B. We define the domain of A to be the quotient set A := B/gs. Moreover,
we define ¢ := [cB]gs for every ¢ € Q. For every congruence class [a]zs we know that two
domain elements d?, B € [a]gs are indistinguishable by the relations PB for which P occurs
in ¢’. Therefore, we can use the following definition for every m-ary predicate symbol P
in ¢’ (including E): PA = {{[a1]gs,...,[am]ps) | (a1,...,am) € PB}. This yields A |= ¢/
and for all ¢,d € Q we observe A = F(c,d) if and only if A= ca d. Hence, A = pgk. ¢
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It now remains to show equisatisfiability of ¢’ A e A Ysymm A Ytrans A Yeong and @ A e A
Ysymm A Verans A wéong. The direction from left to right is obvious.

Claim II: Any model B = ¢’ A tret A Ysymm A Ytrans A Yeong gives rise to a model A = ¢’ A thren A
wsymm A 'l/)trans A Q;Z]cong'

Proof: Again, by the Substructure Lemma, we may assume that B’s domain is {cB ’ ceE Q} Let
P(cyy...,0m) and P(dy,...,dy) be two atoms that occur in ¢’. We observe the following
property:

(x) If EB contains the pairs (cZ,d¥),... (B dB), then B |= ..., entails that B =

mr “Ym cong

P(ey, ..., ¢m) holds if and only if B | P(dy,...,d,) does.

We define A such that A := B, EA := EB, and ¢* := & for every ¢ € Q. Moreover, for
every m-ary predicate symbol P occurring in ¢’ and every tuple (aj,...,a,) € A we set
(a1, ...,a,) € PAif and only if there is some atom P(cy,...,cy) in ¢’ for which we have
(cf,a1),...,{c a,) € BEA and B |= P(cy,...,cm). Due to (%), we know that A |= ¢ still
holds. By construction of A, we moreover observe A = ¥re A Ysymm A Yirans A Yoong- O

We set T(¢) := ¢’ A Yrei A Ysymm A Ytrans A ’L/}éong for every dFO sentence . It is easy to see
that if ¢ is Horn then T'(p) is Horn as well. Moreover, the length of T'(¢) is bounded from above
by k- (len(y) + [Q* + len(y) - |At(psk)|?) for some positive integer k, where At(psk) denotes the
set of all non-equational atoms that occur in @sy. O

Proposition 5.1.4.
(i) Satisfiability for AFO is NP-complete.
(ii) Satisfiability for Horn-3FO is P-complete.
(#ii) Satisfiability for Krom-3FO without equality is NL-complete.
(i) Satisfiability for Krom-IJFO with equality is NP-complete.

Proof sketch. The membership in the respective complexity classes is settled in Lemmas 5.1.2
and 5.1.3 for (i) — (iii). The membership part of (iv) follows from (i). In order to show hardness for
these cases, it remains to reduce the respective SAT problems to the corresponding satisfiability
problems for SF.

Let ¢prop be some propositional sentence and let ¢, ..., g be a complete list of all propositional
variables occurring in ¢prop (Without duplicates). Let y1,...,y, be pairwise distinct first-order
variables. We construct the first-order sentence 3y. ¢ from ¢prop by replacing every ¢; by the atom
P(y;) and adding the quantifier block Jy; ... yx to the front. By similar arguments as we have used
in the proof of Lemma 5.1.2, we can show that ¢p.op is satisfiable if and only if ¢ is satisfiable.
Moreover, we observe the following properties:

(a) len(p) € O(len(¢@prop)) and ¢ is computable deterministically in polynomial time.
(b) If @prop is a Horn formula, then ¢ is Horn.
(c) If pprop is a Krom formula, then ¢ is Krom.

The outlined construction polynomially reduces SAT, Horn-SAT, and Krom-SAT to the respective
satisfiability problems for 3FO, Horn-dFO, and Krom-3FO, all without equality.

It remains to show the NP-hardness part of (iv). We reduce 3SAT — the satisfiability problem
for propositional formulas in CNF in which each clause contains at most three literals —, which
was shown to be NP-hard by Cook [Coo71].®> Let ¢ := @3 A p<2 be any propositional formula in
conjunctive normal form where 3 is a conjunction of clauses that contain exactly three literals each

5The idea underlying the reduction was suggested to the author of the present thesis by Christoph Weidenbach
during a discussion in October 2018.
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and @< is a conjunction of clauses with at most two literals each. Our first step will be to transform
© into an equisatisfiable formula such that all clauses with three literals are Horn and do not share
any propositional variables. To achieve this goal, we introduce fresh propositional variables together
with definitions of the form p <+ ¢ or p <> —q, each of which can readily be transformed into two
two-literal clauses, respectively. Put more precisely, we construct two propositional formulas ¢}
and @g4er such that

(d) @der is a conjunction of formulas of the form p <> ¢ or p <» —¢ with p # ¢;
(e

(f) every clause in ¢4 contains exactly three literals, exactly one positive literal, and exactly
three pairwise distinct propositional variables;

~

% is a conjunction of pairwise variable-disjoint Horn clauses;

(g) none of the propositional variables in ¢4 occurs in ¢<o and each of the variables in ¢§ occurs
in exactly one clause in @gef,

(h) we have @4 A pger A 9<2 = @3 A p<o and every satisfying assignment for @3 A ¢<o can be
extended to some satisfying assignment for ¢4 A @ger A p<a.

Then, we have p5 = A\;,<,,(7pi V —g; V 1) for some integer m and pairwise-distinct propositional
variables p1,. .., PmsQly - -y GmyT1, -+, Tm- Let ¢ be the first-order formula

/! Pp— ~ ~ ~
g = /\ (aiNbi/\biwci—>a,’~ci)
1<i<m

such that all ay,...,am,b1,...,bm,c1,...,Cn are pairwise-distinct constant symbols. Moreover,
let @} result from @qger after the following transformations. We replace every atom p; with
a; ~ b;, every atom ¢; with b; ~ ¢;, and every atom r; with a; = ¢;. In addition, we replace
every propositional variable ¢ that occurs in @qer but not in ¢f with the first-order atom Py (d)
for some fresh predicate symbol P, and some constant symbol d that is different from all the
ai,b;,c;. Let ¢y be the result of repeating the latter replacement for ¢<s. Then, the JFO
sentence 3aj ... amb1 ... byci ... Cmd. 5 A P A peq is satisfiable if and only if @} A @aer A p<o
is satisfiable. Finally, notice that every clause in ¢ is an instance of the transitivity axiom of
equality and, hence, it is a tautology. Consequently, @3 A @qer A <2 is satisfiable if and only if
¢ i=3ar...ambr...bpcr ... cmd. Pl N @y is satisfiable, and the latter sentence is equivalent to
some Krom-3JFO sentence whose length is linear in len(y’). Moreover, len(’) is linear in len(yp).
Therefore, 3SAT is polynomially reducible to the satisfiability problem for Krom-3FO sentences
with equality. O

5.2 Horn and Krom Special Cases of SF and a Conjecture

It is well known that the restriction to Horn or Krom sentences can tremendously reduce the
computational effort required to decide satisfiability of first-order formulas, unless widely believed
conjectures in computational complexity theory fail to be true. We have already recalled in
Proposition 5.1.1 that this holds true when going from SAT to Horn-SAT or Krom-SAT. But the
effect is also known for Horn and Krom variants of BS-Sat and MFO-Sat. Table 5.1 provides an
overview of satisfiability problems that are complete for the complexity classes NL, P, NP, PSPACE,
ExpPTIME, and k-NEXPTIME for £ > 1. When we understand 3*-sentences without equality —
after exhaustive Skolemization — as being essentially equivalent to propositional sentences — cf.
Lemma 5.1.2 and its proof —, then we can conceive SAT as a restricted case of SF-Sat, namely
F*-SF-Sat (= JFO-Sat). Following this train of thought further leads to the correspondence between
Horn-SAT and Horn-3*-SF-Sat (= Horn-JFO-Sat) and the correspondence between Krom-SAT
and Krom-3*-SF-Sat (=Krom-3FO-Sat).

Given the complexity hierarchies that result from Theorem 5.0.3 together with the fact that the
number of V3-alternations in an SF sentence ¢ bounds the degree 93(¢) from above, we conclude that
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Classes Complete problems References
NL Krom-SAT [JLL76]
P Horn-SAT [JL77, Kass6, Plas4]
Krom-MFO-Sat [DL84a)
NP SAT [Coo71, Lev73|
PSPACE Krom-BS-Sat [DL84a, Plag4]
Krom-BSR-Sat Proposition 5.2.1
ExpTIME Horn-BS-Sat [CLMS81, DL84a, Plag4]
Horn-BSR-Sat Proposition 5.2.1
Horn-MFO-Sat [DL84b], see also Proposition 3.14.7
Maslov-Sat [DL84a]
NExXpTIME  BSR-Sat [Lew80]

k-NEXPTIME SF<p-Sat and GBSR<;-Sat  Theorem 5.0.3

Table 5.1: Some basic complexity classes and corresponding complete problems. Recall that BS
stands for the Bernays—Schonfinkel fragment, i.e. BSR without equality. Maslov-Sat denotes the
satisfiability problem associated with the Maslov fragment, i.e. the set of satisfiable relational
3*V*3* sentences without equality that are Krom, cf. page 26. Except for Maslov-Sat, all mentioned
problems can be conceived as special cases of SF-Sat and GBSR-Sat. The lower-bound proof for
the Maslov fragment in [DL84a] is based on a V*3-sentence that is neither in SF nor in GBSR.

SF-Sat restricted to sentences with a 3*(V*3*)* quantifier prefix yields a k-NEXPTIME-complete
problem, where O-NExXPTIME is understood to be NP. With the results from Table 1, we already
know the computational complexity of certain special cases for SF-Sat when restricted to 3* and
3*V* quantifier prefixes and Krom or Horn form without equality. The following proposition shows
that also in the case with equality the restriction to Horn or Krom sentences yields computationally
less hard satisfiability problem, unless NEXPTIME equals EXPTIME and/or PSPACE.

Proposition 5.2.1. Horn-BSR-Sat is in EXPTIME and Krom-BSR-Sat is in PSPACE.

Proof sketch. The reduction of Horn-BSR-Sat to Horn-BS-Sat is even simpler than the reduction
of Horn-dFO-Sat with equality to Horn-dFO-Sat without equality. We again replace ~ with a
fresh binary predicate F and conjoin the equality axioms for E to the original formula: reflexivity,
symmetry, transitivity, and compatibility with predicates. As universal quantification is available
now, this can be done using BS formulas whose length is polynomial in the underlying vocabulary.

We now turn our attention to the case of Krom BSR sentences. Usually, upper bounds for
Krom fragments are shown via a chain argument (cf. [DL84a], and Section 8.3.1 in [BGG97]). We
recap the idea for Krom-BS-Sat before we use it for the case with equality. Let ¢ be a Krom
BS sentence without equality after exhaustive Skolemization. We assume that ¢ has the shape
Vx. Nijer(Li V K;) where the L; and K; are literals. This is not a restriction, as every unit clause
L is equivalent to L V L. We denote by G(v) the directed graph with the following components:
The vertex set V is the set of all ground literals that can be built from the predicate and constant
symbols in 1. The edge relation E contains an edge from L to K if and only if ¢ contains a
clause that has an instance equivalent to L — K. It can be shown that v is unsatisfiable if and
only if the graph G(¢) contains a cycle along which some ground atom A and its negation occur
(Lemmas 8.3.1, 8.3.4, and 8.3.5 in [BGGI7)).

A PSPACE decision procedure for Krom-BS-Sat then detects such a cycle by nondeterminis-
tically choosing the ground atom A as its starting point and then, again nondeterministically,
exploring a shortest path to —=A in G(¢) by constructing the appropriate instances of clauses
L vV K nondeterministically one after the other. Notice that such a shortest path is not longer
than |V| < len(yp) - 2'o8(en(¢))len(¢) which yields a termination criterion for the nondeterministic
procedure. During that process, the procedure at every step only needs to store the instance A,
(an instance of) the current clause LV K, including the direction of the considered edge from G (1)),
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and the length of the currently explored path. If a path from A to —A has been detected, the
procedure starts to seek for a path from —A to A. If it succeeds in both directions, the sentence v
is unsatisfiable. Conversely, the procedure succeeds whenever v is unsatisfiable. This entails that
checking unsatisfiability for Krom BS sentences is in NPSPACE and, hence, that Krom-BS-Sat is in
co-NPSPACE. But since the two complexity classes coincide with PSPACE, which is a consequence
of the famous theorems by Savitch [Sav70] and Immerman and Szelepcsényi [Imm88, Sze88], it
follows that both problems are in PSPACE.

We now extend this idea so that equality can be handled. Consider any Krom BSR sentence
@ := JzVx. x with quantifier-free x. As a first step, we construct the Krom BSR sentence ¢’ from ¢ as
follows. Consider each and every clause C' in ¢ and let {1, 2, 23, 24} C X be the set of all universally
quantified variables that occur in equations in C. Since C' is a Krom clause, this set contains at
most four variables. We replace C' with the conjunction /\21,22,23,2462 C[ml/zl, . ,w4/z4]. The

resulting sentence ¢’ is a Krom BSR sentence with len(p’) < (len(<,0))5 in which all variables
occurring in equations are existentially quantified. Moreover, it is easy to see that ¢ |= ¢’ and that
any model A = ¢’ contains some substructure that is also a model of ¢. Such a substructure of A
is induced by any set {a; € A | A, [z = a] = VX. x and a = (a1,...,a);)} — there exists at least
one such set if A is a model of ¢'.

For the rest of this proof we fix some strict linear order < on the variables in z and define
S to be the set {z = 2’ | 2,2’ € z}. Every subset T' C S induces an equivalence relation ~
over the variables in z. Although there are 271> such subsets T, there are only Bz equivalence
classes over |z|, where B, denotes the n-th Bell number, which is known to be bounded by

B, < (lg'(zlgi’f))n (Theorem 2.1 in [BT10]). Operationally, such an equivalence relation can be

represented by a rewrite function pr :Z — 7 that maps any z € 7 to the least 2z’ ~p z (with respect
to <). Storing pr requires polynomial space only.

The nondeterministic decision procedure for Krom BSR sentences employs the one described
above for Krom BS sentences as subroutine. Given any Krom BSR sentence ¢, the procedure
transforms it into some equisatisfiable sentence ¢’ in which all variables in equations are existentially
quantified, just as described above. Then, the procedure iterates over all rewrite functions pr
one after another, and considers the sentence ¢/, that is a copy of ¢’ = JzVx. x’ in which every
z €z in ' is replaced with the variable p(z). In case of p(z) # z, the quantifier 3z is removed
from the quantifier prefix. After these replacements, every trivial equation z &~ z is replaced with
the logical constant true, and every equation z =~ 2z’ with z # 2z’ is replaced with false. For
technical reasons the procedure afterwards removes all logical constants true and false in a way
that preserves semantics and so that in the resulting (equivalent) sentence every clause consists of
two non-equational literals. Hence, ¢/ is a Krom BS sentence. Now the procedure employs the
subroutine described above to check whether ¢/ is unsatisfiable or not, using polynomial space
only. If it is, the procedure deletes ¢/ from memory — recall that the original ¢’ was kept — and
goes on iterating over the rewrite functions pp. If ¢/, happens to be satisfiable, then the original
¢ is satisfiable as well. If all the ¢/, with T'C S are found to be unsatisfiable, then the original
 is unsatisfiable. To keep track of the iteration over all T' C S, a counter suffices that can be
represented with |z|? bits. This shows that Krom-BSR-Sat is in PSPACE. O

It is tempting to try to extrapolate a pattern from the observations in Table 5.1, Proposition 5.2.1,
and Theorem 5.0.3, and speculate that 3*(v*3*)*-Horn-SF-Sat is complete for k-ExPTIME for every
k > 1, and that 3*(v*3*)*-Krom-SF-Sat is complete for (k — 1)-EXPSPACE for every k > 2. The
overall picture of this conjecture is sketched in Figure 5.2. The conjecture can also be formulated
in a more precise way in terms of the degree d3(¢p) of SF sentences ¢, i.e. for Horn-SF<j-Sat and
Krom-SF<j-Sat. Then, the EXPTIME-completeness of Horn-MFO-Sat fits nicely into the picture,
as MFO sentences have degree at most one. The membership of Krom-MFO-Sat in P indicates
that this problem is very likely to be easier to solve than what one would have gotten from the
extrapolation.

Conjecture 5.2.2. For every positive k we conjecture that Horn-SF<y-Sat is complete for k-
EXPTIME. Moreover, we conjecture that Krom-SF <-Sat is complete for (k — 1)-EXPSPACE, where
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MIME
3*(v*3*)*-Horn-SF-Sat ? /

I*(v*3*)k-SF-Sat

k-EXpTIME
3*(v*3*)k-Krom-SF-Sat 7

(k—1)-EXPSPACE

/-‘ I*V*3*-SF-Sat

NExPTIME \\\

I*v*3*-Horn-SF-Sat 7 v F*V*-Horn-SF-Sat
/// / ExPTIME “\c \ -- \\\ - - - F*V*IF*-Krom-Sat

I*v*3*-Krom-SF-Sat 7 b F*V*-Krom-SF-Sat

Wi

Figure 5.2: On the left-hand side the conjectured pattern of complexity is shown for the sets of
3*(v*3*)k-SF-sentences that are Horn and Krom, respectively. On the right-hand side the known
complexity results are depicted. Note that the blue part stems from the complexity of the Maslov
fragment.

J*-SF-Sat
J*-Krom-SF-Sat

*-Horn-SF-Sat

F*-Krom-SF-Sat
without equality

0-EXPSPACE is meant as a synonym for PSPACE.

Another hint that may speak in favor of the conjecture that also the satisfiability problems for
Krom and Horn SF sentences become harder with an increasing number of quantifier alternations
is given by Theorem 3.2.7. In that theorem we have shown the existence of an SF sentence ,,, for
arbitrary n > 1, that is Krom and Horn and whose shortest BSR equivalent has a length that is
n-fold exponential in len(p, ). Of course, all of the above said also applies when we replace SF with
GBSR. Hence, the same conjecture can be made for Horn-GBSR<;-Sat and Krom-GBSR<-Sat.

5.3 Proving Lower Bounds for SF-Sat

In the present section we establish lower bounds regarding the worst-case time complexity of
SF-Sat. Our arguments will be based on a particular form of bounded domino (or tiling) problems
developed by Grédel (see [Grd90a] and [BGGI7], Section 6.1.1). By Z; we denote the set of integers
{0,...,¢t — 1} for any positive ¢ > 1.

Definition 5.3.1 (Bounded domino systems, cf. Definition 6.1.1 in [BGG97]). A domino system
D := (D, H,V) is a triple where D is a finite set of tiles and H,V C D x D are binary relations
determining the allowed horizontal and vertical neighbors of tiles, respectively. Consider the torus
7?2 := 7y x Zy and let D := Dy ...D,_1 be a word over D of length n < t. The letters of D
represent tiles. We say that D tiles the torus Z7 with initial condition D if and only if there exists
a mapping 7 : Z2 — D such that for every (x,y) € Z3 the following conditions hold, where “+1”
denotes increment modulo t.

(a) If 7(x,y) = D and 7(x + 1,y) = D', then (D,D’) € H.
(b) If 7(z,y) = D and 7(x,y+ 1) = D', then (D,D') € V.

(c) 7(i,0) =D; fori=0,...,n—1.

D=(D,H,V)
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Notice that Definition 5.3.1 is similar to Definition 3.3.1 on page 41, where we introduced
unconstrained domino problems. The main difference lies in the fact that the bounded variant of
domino systems speaks about tiling a torus, i.e. a finite space, in contrast to an infinite plane.

Definition 5.3.2 (Bounded domino problems, cf. Definition 6.1.5 in [BGG97]). Let T : N — N be
a function representing some time bound and let © := (D, H,V) be a domino system. The problem

DOMINO(D,T(n)) is the set of those words D over the alphabet D for which ® tiles Z;(‘ﬁ‘) with

initial condition D.

Bounded domino problems provide a convenient way of deriving lower bounds via reductions.
Suppose we are given some well-behaved time bound T'(n) that grows sufficiently fast. Further
assume there is a reasonable translation from DOMINO(®D, T'(n)) into some problem £ where the
length of the results is bounded from above by some function g(n). It then follows that the time
required to solve the hardest instances of £ lies in Q(T'(h(n))), where h(n) may be conceived
as an inverse of g(n) from an asymptotic point of view. Proposition 5.3.6 shall formalize this
observation. But before we write it down, we need some more results to establish the link between
resource-bounded Turing machines and bounded domino problems. Moreover, in order to derive
hardness results for (subproblems of) SF-Sat via the reductions from bounded domino problems,
we need more knowledge about the computational hardness of these problems.

Proposition 5.3.3 ([BGGY97], Theorem 6.1.2). Let M be a simple nondeterministic one-tape
Turing machine with input alphabet I'. Then there is a domino system © = (D,?i, V) and a
linear-time reduction which takes any input w € I'* to some word D € D* with |w| = |D| such that

(a) if M accepts w in time to with space so, then D tiles Zg x Zy with initial condition D for all
s>so+2andt>ty+2;

(b) if M does not accept w, then ® does not tile Zs x Z; with initial condition D for any s,t > 2.

By a simple Turing machine the authors of [BGG97] mean a nondeterministic one-tape Turing
machine M over the input alphabet I that meets the following conditions:

“The alphabet of M contains I' and at least one other symbol OJ (blank). M works
on a semi-infinite tape and never tries to move left from the left-most tape cell. At
every stage of the computation there is some s such the tape cells 0, ..., s contain only
non-blank symbols, all other tape cells contain [; in particular, to the right of a blank
only other blanks may appear. Furthermore, we assume that M has a unique accepting
configuration: the machine is in the unique accepting state q,, the tape contains only
blanks and the head is in position 0.

These conditions do not restrict computational power. Every language accepted
in time T'(n) and space S(n) by some one-tape nondeterministic Turing machine is
accepted within the same time and space bounds by a simple Turing machine, as long
as S(n),T(n) > 2n.” [BGGIT], page 243

Proposition 5.3.4 ([BGGY97], Theorem 6.1.6). We call a function T : N — N time constructible
if there exists a deterministic Turing machine making precisely T'(n) steps on inputs of length n.

Let T : N — N be a time-constructible function with (T(dn))2 € o(T(n)) for some constant
d > 0. There exists a domino system © and a constant ¢ > 0 such that DOMINO(D,T(n)) ¢
NTIME(T(cn)).

Definition 5.3.5 (Polynomially reducible, cf. Definition 6.1.7 in [BGG97]). Let I'; A be two
alphabets and let L C T* and KK C A* be two problems (formal languages). Moreover, let g : N — N
be some function. We say that L is polynomially reducible to K via length order g(n), denoted
L <ymn) K, if there exists a total mapping f : " — A* which is computable in polynomial time
such that for every w € I'* we have | f(w)| < O(g(|w])) and f(w) € K if and only if w € L.
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Proposition 5.3.6 ([BGG97], Theorem 6.1.8). Let T : N—N be a time-constructible function with

(T(dn))2 € o(T(n)) for some constant d > 0 and let L be a problem such that for every domino
system ® we have DOMINO(D, T(n)) <y(») £, i.e. DOMINO(®, T (n)) is polynomially reducible
to L via length order g(n). Moreover, let h : N — N be a function such that h(e- g(n)) € O(n) for
any positive constant e. There exists a positive constant ¢ > 0 such that L ¢ NTIME(T (¢ - h(n))).

We are now almost done with the preliminaries. It only remains to show that the functions
we intend to use as time bounds 7'(n) satisfy the requirements of Proposition 5.3.6. Recall our
notation for the tetration operation 2% (m), which we defined inductively: 27°(m) := m and

2T+ () = 2(2"™(m) Iy addition, we use the short-hand 2 to abbreviate 2M%(2). We need
to find positive constants ¢y, c; and verify the conditions (2" (cln))2 € 0(2™(n)) for every fixed
k>1, and (2“2”)2 € 0(2™), respectively. Setting ¢; := 1 and ¢, := 3 entails the following.

Lemma 5.3.7. Let k > 1 be some fized positive integer. For every positive constant ¢ > QO there
exists some positive integer ng > 1 such that for every n > ng we have

(™) < -2

Proof. Let k =1. We observe
2
(2™ (n/4))" =22/t =22

If ¢ > 1, then 2"/2 < ¢- 2™ is obvious.

Assume 0 < ¢ < 1 and set d := % Hence, d > 1. If remains to show d - 2"/% < 2" for every
sufficiently large n. Due to 2" = 27/2t7/2 = 97/2.97/2 e observe d - 2"/2 < 27/2 . 27/2 if
and only if d < 2/2. But the latter certainly holds for sufficiently large n.

Let k= 2. If ¢ > 1, then 2™2(n) < ¢~ 212(n). Tt thus suffices to show 222" < 22" = 212(n) or,
equivalently, in + 1 < n for sufficiently large n. But this is obviously true.
Assume 0 < ¢ < 1 and define d := % It follows that d > 1. It remains to show cl~22n/44rl < 22"
for sufficiently large n. Due to 22" = 92"/2.2n/ > 92" 42n/% 92" 92" ity ¢ < 92"/*
and 92"/ 4 < 92"/ for sufficiently large n, we also observe d - 92"/ 4 < 92"/ 92"/ < 92"

for sufficiently large n.
Analogous arguments hold for every k > 2. O

Lemma 5.3.8. For every positive constant ¢ > 0 there exists some positive integer ng > 0 such
that for every n > ng we have

(Qﬂn/zw)z <ot
Proof. We distinguish two cases:

Suppose ¢ > 1. We observe

n/2]—2 gr2tln/21-2

(1) (QTWZW)Q _ g2 — 2 , and

otn—2

(2) c-2Mm > 2 = 22

Hence, it suffices to show there is some ng > 2 such that 1 + 21n/21=2 < 9t™n=2 holds for
every n > ng. One possible choice is ng = 4

Suppose 0 < ¢ < 1. We set d := % Due to d > 1, log, d is defined. Moreover, we observe

d. (ymm)z _ glogad Gﬁnm ’ _ glogg 4221/

210g2 d-211m/21=1 4 9. 91 n/2]-1 _ 2(10g2 d+2),2Tf7Z/27—1

IN

ologa (logg d+2) b22T[n/2-| -2 gloga (loga d+2)42Tn/21-2

=2 = 2
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2
Hence, in order to prove that there is some ng such that d - ( 271"/ ﬂ) < 2™ holds for every

n > ng, it suffices to show that there is some ng such that

d/ + 2']"[71/2]72 é 2’[*7’7,72

where d’ := log,(log, d + 2). The proof thus boils down to asking whether the difference
otn=2 _ 91n/2]1-2 oxceeds any constant value d’ for sufficiently large n. This is certainly the
case. O

The following lemma contains the key technical result of the present section: reductions of
bounded domino problems to SF<-Sat, for any positive k, and SF-Sat, respectively.

Lemma 5.3.9.

(i) Fiz some positive integer k > 0 and let © be any domino system. Let Sat(SFa <) be the
set containing all satisfiable SF sentences ¢ whose degree 03(p) is at most k. We have
DOMINO(@, 2“6(71,)) Snlogn Sat(SFaagk).

(i1) Fiz some positive integer m > 1 and let © be any domino system. Let Sat(SF) be the set
containing all satisfiable SF sentences. We have DOMINO(D, 21" (m)) <n2.ogn Sat(SF).

Having these reduction results at hand (we shall prove them shortly), Proposition 5.3.6 implies
the following lower bounds regarding the time required to decide instances of SF<j-Sat and SF-Sat.

Theorem 5.3.10. There are positive constants c,d > 0 for which
Sat(SFa,<x) & NTIME (2™ (cn/logn))

and

Sat(SF) ¢ NTIME (24 Vn/losn(2)) .

Theorem 5.3.10 provides lower bounds regarding the time needed to decide SF-Sat and its sub-
problems in the worst-case. However, hardness for k-NEXPTIME, say, does not follow immediately.
As Proposition 5.3.3 provides a reduction from the acceptance problem for nondeterministic T'(n)-
time-bounded Turing machines to bounded domino problems DOMINO(®D,T'(n)) and Lemma 5.3.9
provides a reduction from such domino problems to subproblems of SF-Sat, we obtain the following
hardness result.

Theorem 5.3.11. For every positive integer k, the problem SF<-Sat is k-NEXPTIME-hard.

It is worth mentioning that Theorems 5.3.10 and 5.3.11 even hold for SF without equality, see
Section 5.3.3. In the rest of the present section we outline the reductions described in Lemma 5.3.9.

5.3.1 Enforcing a Large Domain in SF

Recall that we intend to encode a given domino system © = (D, H,V) — for nonempty D, H,V

— plus an initial condition D into an SF sentence ¢ such that ¢ is satisfiable if and only if
D € DOMINO(D, T;(|D|)) with Ty(n) = 2'%(n) for any fixed x > 0 and Ty(n) = 2! (u) for any
fixed p > 1. The key issue in the encoding is the formalization of sufficiently large tori in SF.
The following description gives a somewhat simplified view. Technical details will follow. For
convenience, we allow the use of constant symbols in the encoding. This does certainly not change
the computational complexity of SF-Sat.

We shall devise a satisfiable SF sentence whose models contain a grid of size ¢t x t, where ¢
defines the required computing time and we assume ¢ := 27%(u) for positive integers x and y > 1
that we consider as parameters of the construction. Every point p on the grid is represented by a
pair p = (z,y), where each of the coordinates x and y may assume a value from 0 to 27 (u) — 1.
Each of the integers in that range is encoded by a bit string b of length log (2“(/1)) =2T"=1(p).
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The crux of our approach is that we have to enforce the existence of sufficiently many indices 7,
namely 2" ~1(;) many, to address the single bits of b. Again, we address each of these indices
using a bit string, this time of length 27 ~2 (). Thus, we proceed in an inductive fashion, building
up a hierarchy of indices with k 4 1 levels. The lowest level, level zero, is inhabited by p indices,
which we represent by constant symbols with pairwise distinct values. For every £ > 1 any index j
on the (-th level is represented by a bit string consisting of 2™~!(u1) bits, i.e. the (-th level of the
index hierarchy contains 2™(y) indices. The i-th bit of an /-th-level index j corresponds to the
truth value of the atom J(¢, 7,4), where £ is a constant symbol used to address the ¢-th level of the
index hierarchy.

Example 5.3.12. Assume p =2 and k = 3.

index set of number
level indices of indices
0 {Cl7 CQ} 2
1 | {00,01,10,11} J
2 {0000,0001,...,1111} 16
3 {0,1}16 65536

On every index level, the bits of one index are indexed by the indices from the previous level. We
illustrate this for the word 1010 on all levels from 2 down to 0. The bits of 1010 on level two are
indexed by bit strings from level one, each of them having a length of two. The bits of the indices
of level one are themselves indexed by objects of level zero which are some values c1,co assigned to
the constant symbols c1,co. To improve readability, we connect the bits of words by dashes.
level 2: 1———0———1———0
T T T T
level 1: 1—1 1—0 0—1 0—0
T 7 T T 1 T 1

level 0: Cy C1 Coy C1 Cy Cp Cy C

For technical reasons the number of indices per level shall grow slightly slower in our formalization
than described above (cf. Lemma 5.3.14). The described index hierarchies can be encoded by SF
formulas with the quantifier prefix 3*(v3)" that have a length that is polynomial in £ and u. We
use the following constant and predicate symbols with the indicated meaning:

0,1,...,k constant symbols addressing the levels from 0 to &,
Cly--rCp addresses the indices at level 0,

diy...,dg dy is the min. index at level ¢,

€1y, Ex e¢ is the max. index at level /£,

L(¢,5) index j belongs to level £,

Minldx(¢, j)  j is a min. index at level ¢,

MaxIdx(¢,j) j is a max. index at level ¢,

J(L,7,1,b) the i-th bit of the index j at level £ is b,

J*(¢,4,i,b) b =1 indicates that all the bits of the index j that

are less significant than j’s i-th bit are 1,

Succ(f,4,7’)  j' is the successor index of j at level £.
On every level we implicitly establish an ordering over the indices of that level, from which we
derive the concepts of minimal and maximal indices for each level. For this purpose, we use the
usual ordering on natural numbers encoded in binary. Moreover, we formalize the usual successor
relation by the predicate Succ. The idea underlying the formalization of binary successor is inspired
by [BGGI7] (proof of Theorem 6.2.13) and is sketched in the following example. It is based on the
observation that a bit sting b/, ... b{ is the successor of b, ... by, if we have for every i, 0 < i < mn,
that

b, =b; ® (bi—1 A...Nbg) ,

where @ denotes the exclusive OR operation.

Example 5.3.13. Consider the index j := 1011, which resides on the second level of the index
hierarchy. The indices of the first level are 00,01,10,11. In terms of the predicates J and J*, we
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get the following for the index j and its successors:
Representation of indez j:
binary representation: 1 0 1 1
J-J*-representation:  J(2,7,11,1)  J(2,7,10,0)  J(2,7,01,1)  J(2,7,00,1)
J*(2,5,11,0)  J*(2,5,10,1)  J*(2,5,01,1) J*(2,5,00,1)

Representation of the successor index j':
binary representation: 1 1 0 0
J-J*-representation:  J(2,7,11,1)  J(2,5',10,1)  J(2,4',01,0)  J(2,4',00,0)
J*(2,5,11,0)  J*(2,5/,10,0) J*(2,5/,01,0) J*(2,5',00,1)

Representation of the second successor index j" :
binary representation: 1 1 0 1
J-J*-representation:  J(2,7”,11,1)  J(2,5”,10,1)  J(2,5”,01,0)  J(2,5”,00,1)
J*(2,5",11,0)  J*(2,57,10,0)  J*(2,5",01,1)  J*(2,5",00,1)
What we observe is that the J-representation of j’s successor j' is the result of combining j’s
J-representation with its J*-representation using bitwise exclusive OR. More technically, for
every i € {00,01,10,11} and all b,b* € {0,1} we have that J(2,j,i,b) and J*(2,7,4,b.) entails
J(2,7,i,b® by).

A major difficulty that we encounter is that we cannot assert the existence of successors simply
by adding Vj3;j’. Succ(¥, 4, j'), as j and j’ would not be separated. Therefore, we fall back on a trick
that we have already used in Section 3.3.3 (cf. pages 42-45) when we investigated the expressiveness
of SF when only models of a bounded size are considered. We start from the equivalent formula
V5354, j~j A Succ(l, j,j’), and replace the atom j~j by a subformula eqﬁ; in which j and j are

separated and which expresses a certain similarity between j and ; instead of identity. However,
we specify the hierarchy of indices in a sufficiently strong Way such that the similarity expressed
by eq - actually coincides with identity. The subformula eq’-~ will also reoccur in other places,
namely, whenever we need to enforce the existence of successors of one kind or another. It will be
the main source of nested quantifier alternations. The depth of the nesting depends linearly on the
parameter £, which will become at most « in the construction.

Next, we formalize the described index hierarchies in SF<,,. Technically speaking, we will be
more liberal than the formal SF syntax allows in that the given sentences will contain constant
symbols and will not be in prenex normal form. However, equivalent SF sentences of (almost)
the same length can be derived easily. Every formula is accompanied by a brief description of its
purpose. We shall try to use as few essentially non-Horn sentences as possible.

wl—/\ /\ Vj. L(¢,§) = —~L(L, 5)
=0 ¢ =0
Iy
Every index belongs to at most one level.

o= /\ (V). Minldx(£, j) = L(£.5)) A (Vjj'- Minldx(¢, j) — =Succ(£, ', 7))
£=0
A min. index of level ¢ belongs to level . A min. index does not have a predecessor.

3= ;\ Minldx (¢, dg) A (Vj. Minldx (¢, j) — j ~ dg)
£=0

There is a unique min. index on every level.

IRES ;\ (Vj. MaxIdx(¢, j) — L(ﬁ,j)) A (V]j MaxIdx(¢, j) — —Succ(¥, 7, j ))
£=0

A max. index of level ¢ belongs to level £. A max. index does not have a successor.
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5= /\ MaxIdx(f,e,) A (V4. MaxIdx(£, ) — j = e;)
£=0
There is a unique max. index on every level.

o=\ Vij'. Suce(t,4,5") — L(& ) AL(L )
=0
If j' is the successor of j at level ¢, then both j and j’ belong to level £.

bri= \ Vij's". —Suce(l, j,§) A (Suce(L,j,j") ASuce(L,j,j") = j' ~ j”)
£=0
-/

A (Suce(l, 5',5) A Suce(l, 5", 5) = 5" =~ j")

The successor relation is irreflexive. Every index j has at most one successor and at most
one predecessor.

p—1
g := Minldx(0, ¢1) A MaxIdx(0,¢,) A /\ Succ(0, ¢;, ¢it1)
i=1
At level zero we have the sequence ¢y, ..., ¢, of successors, where ¢; is min. and ¢, max.

g = /\ Vjj'i. Succ(, j,§') A L(L=1,i) — ((J*(é, 3, 1) A J(¢4,0,1) — J(L,5,4,0))
=1
A (T, 4,3, 1) N J(L,§,4,0) — J(4,5',,1))
A (T, §,3,0) N J(L,§,4,1) — J(L,5',,1))
AT (63,3,0) A J(£5,7,0) = T(4,7,3,0)) )

Define what it means to be a successor at level ¢, ¢ > 0, in terms of the binary increment

operation modulo 2'(y). This formula resembles the bitwise exclusive OR operation as
illustrated in Example 5.3.13.

Yi0:= /\ Vji. Minldx (¢, j) A L(£=1,7) — J(£,4,4,0)
=1
All bits of a minimal index j are 0.

Y=\ Vji. MaxIdx(£, j) A MaxIdx(€=1,i) — J(£,4,4,1)
=1
Define what it means to be max. (part 1): the most significant bit is 1.

2= J\ Vji. L(£, j) A Maxldx(€—1,4) A J(£, j,i,1) — Maxldx(Z, )
=1
Define what it means to be max. (part 2): any index with 1 as its most significant bit is max.

pizi= N\ Vji. L(L j) A L(=1,i) — (J(£],4,0) = =J(£,4,i,1))
/=1
A (JT*(L5,3,0) = =J*(L, j,i,1))

No bit of an index is 0 and 1 at the same time. An analogous requirement is stipulated for J*.
Yra= J\ Vji. L(£, §) AMinIdx(£—1,i) — J*(£,j,i,1)

=1
We stipulate J* (¢, j,d¢—1,1) for every index j.
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5= /\vm (£,§) ASucc(£=1,i,i") — (T4 4,7,1) & (J*(L4,5,1) A J(L, 4,0, 1))
=1
A (J(L,4,i,0) = J*(£,4,7,0))
A (J*(L, 4,3,0) = J*(£,4,7',0))

Define the semantics of J* as indicating that all bits strictly less significant than the i-th
bit are 1.

o
eq‘;;j:: L(l?]) A L(lv]) A /\ (J(lv.]?cho) A J(l7]76770)) A (‘](la]7 Cis 1) Axs J(l7j7ci7 1))
i=1
Base case of equality of indices.

ed) 5= L(6, ) AL(L J) AVi. L(E=1,i) — 3i. LE=1,)) Aeqs A (J(£,5,4,0) ¢ J(£,,4,0))
A (I(L i, 1) <> J(4,5,4,1))

Inductive case of equality of indices for ¢ > 1.

dio:= "\ Vji. L(£, j) A MaxIdx(£ — 1,i) A J(£,5,i,0) — 3j. eqﬁ; A 35’ Suce(t, 7,5
/=1

For every index at level ¢ that is not maximal, i.e. whose most significant bit is 0, there
exists a successor index.

Until now, we have only introduced sentences that can easily be transformed into SF sentences
in Horn form. This follows from the fact that all consequents of implications are either literals
or conjunctions of literals. Moreover, all existentially quantified variables are separated from
universally quantified variables. To verify this, simple inspection of the formulas suffices, since
all quantifiers occur with positive polarity, i.e. within the scope of an even number of (implicit)
negation signs.

Regarding the length of the above sentences, we observe the following:

len(¢1) € O(k?log k),
len(vs), .. .,len(¢r),len(tg), . .., len(v5) € O(klog k),
len(1g) € O(u(log k + log 1)),
len(eqj J /) € O(u(log & + log 1)),
len(eq] J ) € O(log k) + len(eqﬁg}),
len(16) € O(k?logk + ru(log k + log p)).
In total, this yields len(y; A ... Atg) € (’)(mQ log k + ku(log k + log M))
The following three sentences do not produce Horn formulas when transformed into CNF. They

serve the purpose of removing spurious elements from the model. In particular, x3 is essential to
enforce large models for k > 2.

1
X1:=Vj. L \/

On level 0 there are no indices but ¢y, ..., c,.

=1
We stipulate totality for the predicate J.
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o . . . ~ 0 5 £
X3 -—@/—\1 Vjj'. L&, §) N L(L,§") — Fj.-eq; = A Fj' eq, -,

A ((v?. LL—=1,3) = (J(£,],5,0) ¢ J(L, 7,7, 0))) PN j/)

Two indices at the same level that agree on all of their bits are required to be identical.

Notice that x3 is (almost) an SF sentence, since the Vi turns into a 37 as soon as we bring the sentence
into prenex normal form. Regarding the length of x1, x2, x3, we observe len(x1) € O(log K+ plog 1),
len(xz2) € O(klogk), and len(xs) € O(k?logk + ru(logk + logp)). Hence, we overall have
len(x1 A x2 A x3) € O(k%log i + ku(log k + log p)).

This finishes the formalization of the index hierarchy. Before we go on with the formalization
of tiling problems — starting from page 163 —, we shall make sure that the formalization of
the hierarchy is correct. More concretely, we aim to show that in any model A of the sentence
Y1 AL .. Athig Ax1 A X A X3 every level £ contains exactly 2™ (y — 1) + 1 indices and that for every
level £ the successor relation Succ induces a unique chain in which all the indices of level ¢ are
lined up in a linear fashion. To this end, for the rest of this subsection, we fix any model A of the
sentence 1 A ... A1g A X1 A X2 A X3-

Lemma 5.3.14 (Short version of Lemma 5.3.23). For every £ =0,...,k let
Zr={aceA| Ak L({a)}

and let the relation <y C Iy X Iy be defined such that

a <y a’ holds if and only if A = Succ({,a,a’).
Then, for every £ = 1,...,k we have |T;| = p where p := 21Ze—11=1 41 =2 (y, — 1) 4+ 1. Moreover,
there is a unique chain a; <¢ ... <¢ ap comprising all elements in I;, and we have a; = dz“ and
a, = ef.

Leaving out the non-Horn parts x1, x2, x3 renders the lemma invalid for £ > 1. On the other
hand, for k = 1 the sentence 11 A ... A 114 — which can be transformed into an equivalent Horn
sentence — has only models A for which Z; contains at least 2“~! + 1 elements. This observation
could be used to derive EXPTIME-hardness of Horn-SF<;-Sat. But since the subproblems Horn-
MFO-Sat and Horn-BSR-Sat are already known to be ExpTiME-hard (cf. Table 5.1), we would
not gain new insights.

We now embark on proving Lemma 5.3.14 (via proving its extended version, Lemma 5.3.23).

Definition 5.3.15. In addition to the sets and relations defined in Lemma 5.53.14, we fix the
following notation:

For every £ =0,...,k — 1 we define
Fo = {f : Iy — {0,1} | f is total and for every a with A = MaxIdx({,a) we have that
f(a) =1 entails f(b) =0 for every b # a}.

(Intended meaning: Suppose, there is a unique chain ay =g ... <g a, comprising all elements
from I,. Then, every function f in F; corresponds to a bit string f(a1) ... f(an) (with the
least significant bit on the left). Unless we can prove the uniqueness of the above chain, f
merely remains an unordered collection of bits, each addressed by some elements from Zy.
The special requirements towards the functions in Fy; regarding maximal indices is due to
the technical detail that we define mazximal indices to be the ones that are represented by bit
strings of the form 10...0.)

For every £ =0,...,k— 1 and any two total functions f,g: Ty — {0,1} we write f Ty g if and
only if (a) there is some integer p and a unique chain a; < ... < ap comprising all elements
in Lo, and (b) incrementing the bit string f(a1)f(az) ... f(ap) (interpreted as number encoded
in binary where the leftmost bit is the least significant one) by one yields g(a1)g(az) . .. g(ap).

Z,

a—<pa

Fe

fCeg
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For every ¢ =1,...,k and every f € Fy_1 we define
Spp={a€Z, | Al J(L a,b, f(b)) for every b € I,y }.
(Intended meaning: Suppose, there is a unique chain by <41 ... <¢y_1 b, comprising all
elements from Zy_1. Then, the set Sy ; C I, comprises all elements from I, that are repre-
sented by the bit string f(b1) ... f(by). We aim to prove that every Sp ; contains exactly one
element or, in other words, that every f € Fy_1 represents exactly one element from Z;.)

For every £ = 1,...,k and any two elements a,a’ € T, we write a ~y a’ if and only if for every
b € Zy_1 we observe

AE J(l a,b,0) if and only if A= J(£,a’,b,0) and
AE J( a,b,1) if and only if A= J(£,a',b,1).

Proposition 5.3.16. For every £, 1 < { < K, ~y is an equivalence relation.
Proposition 5.3.17. For all distinct £,0', 0 < £, V' < k, Ty and Ty are disjoint.
Proof. This is a direct consequence of A = 1. O

Lemmas 5.3.18 to 5.3.22 are auxiliary technical lemmas that will be used in the proof of
Lemma 5.3.23. Recall that the relation <, over Z, represents the successor relation on index level
¢ induced by the predicate Succ™. Further recall that the relation Ce_1 over JFy_q is intended to
represent the successor relation over bit strings of length |Z,_1|. Roughly speaking, Lemma 5.3.18
shows that, if we link the functions in F,_; with the elements in Z; via the predicate J#, then
the relation Cy_; reflects the relation <,. Lemmas 5.3.19 and 5.3.20 together entail that the
sets S¢ 5 C Z; resemble the equivalence classes induced by ~,. Lemma 5.3.21 states that the
functions in any F, can be uniquely arranged into a chain f1 C; ... C¢ fy, provided that there is
a corresponding unique chain a; <g ... <; a, of all elements from Z,. Lemma 5.3.22 establishes
the existence of such a unique chain a; <o ... <o a, for the elements in Zy. Finally, Lemma 5.3.23
brings it all together and, roughly speaking, states that (a) the relations ~; coincide with the
semantics of eqﬁg under A, (b) each of the sets Sy s, which resemble the equivalence classes of ~y,

contains exactly one element, and (c) the elements of any set Z, can be uniquely arranged in a
chain aj <y ... < a, with p = |Fp_y| = 2M(u — 1) + 1.

Lemma 5.3.18. Leta,a’ € Ty for some l, 1 <l < k. Let f,g:Li—1 — {0,1} be two total functions
such that for every b € Ty_1 we have A = J(£,a,b, f(b)) and A= J({,a’,b,g(b)). Moreover, we
assume that there is a unique chain c1 <¢—1 ... <¢—1 ¢, comprising all elements in Ty_y. Then
a<ya implies f Co_1 g.

Proof. Since c; is the only element in Z,_; for which there is no element ¢’ € Z,_; with ¢/ <,_1 c1,
A = 19 A 13 implies A = Minldx(¢ — 1, ¢;).
Let f*:Zy,_1 — {0,1} be defined such that

f*(b) =0 if and only if A = J*(£,a,b,0) and
£#(b) = 1 if and only if A = J*(£,a,b, 1).

This function is well-defined because of A = 1¢13. Due to A | x2 A 14 A ¢35 it is also total.
A | 14 enforces A = J*({,a,cq,1), i.e. f*(c1) = 1. Moreover, for any k with 1 < k < p we have
f*(cg) =1 if and only if f(c1) = ... = f(ck—1) = 1, because of A = 915. A |= g together with
our assumption a <, a’ translates to the following property, which we phrase in terms of operations
on bits: for every k, 1 < k < p, we observe g(ci) = f(cx) @ f*(cr) where & denotes exclusive OR.
But this corresponds to an increment of the bit string f(c1)... f(cp) by one (where f(cq) is the
least significant bit). Hence, f Cy—1 g. O

Lemma 5.3.19. Let a,a’ € Z, for some £, 1 < { < k. Ifa and a’ belong to the same S; ¢ for some
function f € Fy_1, then a ~p a’.
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Proof. By totality of f, it follows that for every b € Z,_; we have A = J({,a,b, f(b)) and
A= J(¢,a,b, f(b)). Moreover, A = 113 entails A & J(£,a,b,1— f(b)) and A £ J(£,a’,b,1— f(b)).

This results in a ~p a’. O

Lemma 5.3.20. Let a,a’ € Z; for some £, 1 < { < k. Moreover, let [ be some function in Fy_1.
If a belongs to Se,y and we have a ~; a’, then a’ € S ¢.

Proof. By totality of f, it follows that for every b € Z,_; we have A = J(£,a,b, f(b)). Moreover,
A E 13 entails A = J(£,a,b,1 — f(b)). Since we assume a ~; a’, we know that these properties
transfer to a’. Hence, for every b € Zy_; we observe A |= J(£,a’,b, f(b)) and A [~ J(£,a’,b,1— f(b)).
Consequently, a’ € Sy f. O

Lemma 5.3.21. Consider any £, 0 < £ < k — 1. If there is a unique chain ay <¢ ... < ap
comprising all elements in Iy, then we can uniquely arrange all functions in Fp into a chain
fiCe...Co fp where p’ =|F,| =2P71 +1.

Proof. Let {0, 1} be the set of all bit strings of length p. If we interpret each of them as a number
encoded in binary (where we assume the rightmost bit to be the least significant one), we can
uniquely arrange the 2P~ + 1 smallest bit strings in {0, 1}? into a chain

BQ < 61 <. < BQP—l,l < 621’71

where the indices reflect the encoded numerical value and < is intended to be the usual ordering
based on this value. Since we assume the leftmost bit to be the most significant one, it is 0 in
bo, ... ,bop—1_1. Accordingly, bop—1 is the bit string with all zeros except for the most significant
bit, i.e. byp—1 = 10...0.

Obviously, the following mapping p induces a one-to-one correspondence between bit strings
and all the mappings in Fy: p(f) := f(ap)f(ap—1) ... f(az)f(a1). By definition of T, we have
f C¢ g if and only if p(f) + 1 = p(g). Consequently, we obtain the chain p=!(by) T, p~(b1) C

e pHbop-1-1) T p ' (bap1). [

Lemma 5.3.22. 7y contains exactly the elements 0“14, .. .,cﬁ‘, and these are pairwise distinct.

Moreover, there is a unique chain ci‘1 ) c;f.

Proof. A = x1 entails that Z, C {cf‘,...,cﬁ}. Due to A |= g we have ¢f* <o ... <o c;j‘. By
A |= 16, a <o b entails a,b € Zy. Hence, {c{},...,c u} C Ip.

We next show that all ¢}, ..., ﬁ are pairwise distinct.
Claim: For every index j > 2 the first j elements cf', ..., 634 are distinct.

Proof: We proceed by induction on j.

For j = 2, ¢f* # ¢3! must hold, for otherwise ¢f' <o c3' contradicts A = 97 which entails
A = V4. =Suce(0, 7, 7).

Let j > 3 and assume, by induction, that the elements cf', ...
A —
= cj

, ;4 ; are all pairwise distinct.

Suppose there is some index z*, 1 <4, < j, such that ¢ A We distinguish two cases: In
case i, = 1, we have c ' | <o cf'. But this contradicts .A |: 9. In case of iy, > 1, A = 97
entails cz = 034 ﬁ—l =<0 c;‘: and c 1 <o cj , and since we assumed
A

cil = c;“. But this contradicts our inductive hypothesis, because i, — 1 and j — 1 are distinct

1, since we have c

indices and thus the inductive hypothesis implies that c _, and c -, are distinct. O

The above claim entails |Zp| = p.

A |= g entails ¢t <o ... <o cf. By the above arguments, we know that this chain comprises
all elements in Zy. Moreover, due to A |= 17, this chain is the only chain satisfying the desired
properties. O

Lemma 5.3.23. For every { = 1,...,k the following properties are satisfied:
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(i) For all a,3 € T, with A, [j—a, j—a] = eqﬁ); we have a ~yg 3.
(ii) All a,3 € Ty with a ~; 3 satisfy A, [j—a, j—3] = eqﬁ’;.
(i1i) For every f € Fo_1 the set Sg5 is nonempty.
(iv) Iy = Ufe}‘[,_l Sof-
(v) For every f € Fy_1 the set Sy,5 contains exactly one element.

(vi) There is a unique chain a1 <¢ ... <¢ a, comprising all elements in Z;, and we have
A = Minldx(4,a1) and A |= MaxIdx(¢, ap).

Proof. We proceed by induction on /.
Base case: £ = 1.

Ad (i). Due to the assumption A, [j»—)a,}»—ﬁ} E eq}-j7 the construction of eqi; entails

A ': ;\ ((J(l,ami,O) <~ J(l,g, CZ',O)) A (J(l,a,ci,l) <~ J(l,:’; Ci, 1))) .
i=1

By Lemma 5.3.22, we know that b € Z; entails b = c;“ for some i. Consequently, for
every b € 7y, A = J(1,a,b,0) holds if and only if A = J(1,3,b,0) does. This entails
a ~y a, because of A = 113 A xo.

Ad (ii). By definition of ~1, a ~; a entails that for every b € Zy we have
Ak J(1,a,b,0) if and only if A = J(1,3,b,0) and
Al J(1,a,b,1) if and only if A = J(1,3,b,1).
Moreover, Lemma 5.3.22 states that Zy = {cfi, ... 7cﬁ‘}. Since a,a belong to 73, we
conclude A, [j—a, j—3] = eq;’;.

Ad (iii). A |= g entails ¢ft <q ... <o cf. By Lemma 5.3.22, we know that this chain
comprises all elements in Zy. Moreover, due to A |= 17, this chain is the only chain
satisfying this property. Hence, by Lemma 5.3.21, we can arrange all functions in F into
a sequence fi Co ... Co fp for p=2¢"1 4+ 1. Clearly, fi maps every element b € Zj to
f1(b) =0, and f, maps every element b € Zy \ {¢;'} to f,(b) = 0 and cl“:‘ to fp(cﬁ‘) =1
By A = 13 A b1, we know that A |= J(1,d;,b,0) for every b € Zy. Hence, di* € S1,f,-
We next show that for every k, 1 < k < p, if Sy 7, is nonempty, then Sy, ., is nonempty.
Let a be an element of S; f,. Because of k < p, we know that A = J(1,a,¢,,0). By
virtue of (i) and due to A |= 916 we conclude that there are elements 3,3’ € Z; such
that a ~; a and 3 <; @’. By Lemma 5.3.18, this results ina’ € Sy, , , -

Ad (iv). By definition of the sets Sy, we have S; ¢ C Z;. It remains to show Z; C Ufefo Si5-
As a consequence of A |= 113 there is a unique partial function g, : Zy — {0,1} for
every a € Z; such that for every b € 7y we have A = J(1,a,b, ga(b)) if and only if g, is
defined for b. Because of A |= x2, we know that g, must be total.

For every a € 7; where ga(c;:‘) = 0 we have g, € Fp and thus also a € Sy g, .

Because of A = 5 A 911 A b2 we know that A = MaxIdx(1,e;) and that ef* is the
only element e € Z; for which we have A |= J(1,e,¢,,1). It remains to show that for
every b € Ty with b # c;j‘ we have A = J(1,e1,b,0). But this is a consequence of (iii)
and the fact that the total function f, mapping all elements b in Zy but c;j‘ to fu(b) =0
belongs to Fy, and thus Sy ;. is nonempty. In particular, Sy ;, = {ef'}.

Consequently, 7; cannot contain any elements that do not lie in | FeFo Si,f-
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Ad

Ad

(v). Consider any set Sy . By virtue of (iii), S, contains at least one element. Suppose
we are given two elements a,a’ in S y. By virtue of Lemma 5.3.19, this means a ~; a’.

Because of A = x3, there are two elements a,3a’ € Z; for which (i) entails a ~; a and
a’ ~1 3. By symmetry and transitivity of ~1, we have 3@ ~1 3’. Hence, we observe

AEVi. L(=1,9) — (J(£,3,7,0) « J(£,3,1,0)) .

Consequently, A = x3 leads to a = a’.

(vi). As we have seen in the proof of Lemma 5.3.21, we can define a bijective mapping p
that maps the functions in Fy to bit strings of length p that either have a 0 as most
significant bit or correspond to 10...0.

Let p := 2#~! 4+ 1. By virtue of Lemma 5.3.21, we can uniquely construct a chain

fiCofoCo...Co fp

comprising all functions in Fy.

Properties (iv) and (v) together yield that Z; = {a1,...,a,} where a € Sy ¢, for every
k=1,...,p. Lemma 5.3.18 says that for any ax,ay with a <1 ap’ we also observe
frx Co frr- By definition of ¢ and the fact that all the f, fr are distinct, we infer that
S Co fir implies ¥ = k+1and 1 < k < k' < p. Hence, a; <1 ap can only hold if
K=k+landl1<k<kK <p.

Consider any element a € Z; for which A = J(1,a,¢,,0). By A |= 916, we know that
there are elements 3,3’ € Z; such that 3 <; 3’ and A, [jHaJ»—)Eﬂ = eq;? By (i), the
latter translates to a ~7 a. ,

Let g, g be functions such that a € S, and @ € S; 3. Such functions exist by virtue
of (iv). However, a ~ 3 entails g = g, by Lemma 5.3.20. But then (v) leads to a =a.
Consequently, we have a <1 3’. By (v), this means that all but one element in Z; must
have a <i-successor in Z; and all but one elements in Z; are <i-successors in Z;. Hence,
we obtain the chain a; <7 a2 <1 ... <1 ap—1 <1 ap where a; = df‘ and a, = ef‘.

Inductive case ¢ > 1.

Ad (i). Due to the assumption A, [jr—>a,jr—>?ﬂ = eqf,; with ¢ > 1, the construction of equ

entails
Al= Vi.L(0=1,i) — 3. L({=1,7) Aequ;
A ((J(g,a,i,()) & J(4,3,7,0)
A(T(La,i,1) < (L35, 1))) .
By inductive application of (i), A, [iHb,E»—fB} = eqf;1 entails b ~y_1 b. Inductive
application of(iv) implies thgt b€ S¢_1,5 for some f € Fy_1. By Lemma 5.3.20 togethe~r

with b ~,_1 b, we conclude b € S¢_1,5. Now, inductive application of (v) leads to b = b.
This means we in fact have

Al Vi L(0—1,4) — ((J(ga,i,()) & J(£,3,i,0))

A (T(L a0 1) < J(L,3,4, 1))) .

In other words, a ~y a.

Ad (ii). By definition of ~;, a ~; a entails that for every b € Z,_; we have

A= J(1,a,b,0) if and only if A = J(1,3,b,0) and
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Al J(1,a,b,1) if and only if A = J(1,3,b,1).
By (i) and the fact that ~,_; is an equivalence relation and thus b ~;_; b, we conclude
A, [imb, i—b] = eqf%l for every b € Z,_1. Consequently, A, [j—a, j—a] E eqﬁ =

(#i). By inductive application of (vi), we know that there is a unique chain by <,—1 ...
<¢—1 b, comprising all elements in Z,_;. Moreover, we observe A = Minldx({ —1,b;)
and A = MaxIdx(¢ —1,b,). Hence, by Lemma 5.3.21, we can arrange all mappings in
Fy—1 into a sequence fi Ty—1 ... Cy—1 fpy where p’ = or—1 4 1.

Clearly, f1 maps every element b € Z,_; to f1(b) = 0, and f,» maps every element by,
with & < p to fy(bg) = 0 and b, to fyr(by) = 1. By A = 93 A 919, we know that
A= J(¢,dg,b,0) for every b € Z,_;. Hence, dj* € Sy, .

We next show that for every k, 1 <k < p', if Sy, is nonempty, then Sy y, ., is nonempty.
Let a be an element of Sy 5, . Because of k < p/, we know that A = J(£,a, by, 0). By
virtue of (i) and due to A |= 116 we conclude that there are elements 3,3’ € Z, such
that a ~, a and a <, @’. Moreover, Lemma 5.3.20 leads to a € Sy f,. By Lemma 5.3.18,
this results in 3’ € Sy, . , -

(iv). We have ez, , St C Zy by definition of the sets Sp¢. It thus remains to
show Z, C Ufeflfl Se,5- As a consequence of A |= 3 there is a unique partial

mapping g, : Zy—1 — {0,1} for every a € Z; such that for every b € Z,_; we have
A E J(£,a,b,ga(b)) if and only if g, is defined for b. Because of A | x2, we know that
ga must be total.

For every a € 7, where ga(ef,l) = 0 we have g, € F;—; and thus also a € S g,.
Because of A |= 15 Ab11 A )12 we know that A | MaxIdx(4, ep) and that ez“ is the only
element e € 7, for which we have A = J(£,e,e,_1,1). It remains to show that for every
b€ Z,_; with b # ef* | we have A |= J({, e, b,0). But this is a consequence of (iii) and
the fact that the total function f, mapping all elements b in Z,_; but 624—1 to f«(b) =0
belongs to F;_1, and thus Sy s, is nonempty. In particular, Sy ;. = {e/‘}.
Consequently, Z; cannot contain any elements that do not lie in | J FEFun St

(v). Consider any set Sy r. By virtue of (iii), S¢, ¢ contains at least one element. Suppose
we are given two elements a,a’ in Sy r. By virtue of Lemma 5.3.19, this means a ~, a’.

Because of A = x3, there are two elements 3,3’ € Z, for which (i) entails a ~y 3 and
a’ ~, 3. By symmetry and transitivity of ~;, we have 3@ ~, 3’. Hence, we observe

AEVi. L(=1,9) — (J(£,3,7,0) + J(£,37,1,0)) .

Consequently, A = x3 leads to a = a’.

(vi). As we have seen in the proof of Lemma 5.3.21, we can define a bijective mapping p
that maps the functions in F,_; to bit strings of length p that either have a 0 as most
significant bit or correspond to 10...0.

Let p/ := 2/7¢-11=1 4 1. By virtue of Lemma 5.3.21, we can uniquely construct a chain

fiTe—1 foCom1 oo Comt fr

comprising all functions in Fj_.

Properties (iv) and (v) together yield that Z, = {a1,...,a, } where a; € Sy, for
every k=1,...,p'. Lemma 5.3.18 says that for any ay,a with ay <y ax’ we observe
fr Te_1 frr. By definition of Cy_; and the fact that all the fi, fir are distinct,
fi Ce—1 fir implies ¥ = k+1and 1 < k < k' < p’. Hence, a <y aj can only hold if
K=k+land1<k<k <p.

Consider any element a € Z; for which A |= J({,a,e4—1,0). By A | 116, we know that
there are elements 3,3 € Z, such that 3 <, 3 and A, [ja, j—3] = eqﬁ;. By (i), the
latter translates to a ~y a. ,
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Let g,g be functions such that a € Sy 4 and a € Sy 3. Such functions exist by virtue of
(iv). However, a ~; a entails g = ¢, by Lemma 5.3.20. Moreover, (v) leads to a = a.
Consequently, we have a <y a’. By (v), this means that all but one element in Z, must
have a successor in Z, and all but one element in Z, are successor in Z,. Hence, we
obtain the chain a; <y az <¢ ... <¢ ay—1 <¢ ayy where a; = dz,“ and a, = ez“. O

5.3.2 Formalizing a Tiling of a Torus

In order to formalize a given domino system ® = (D, #, V) and an initial condition D, we introduce
the following constant symbols and predicate symbols:

H(z,y,2',y") (a',y’) is the horizontal neighbor of (z,y),

ie. 2’ =x+1 (mod 2™ (u—1)+1) and ¢/ =y,

Vix,y,2',y")  (2',y') is the vertical neighbor of (z,y),

D(z,y) (x,y) is tiled with D € D,

fiye e, flﬁl constant symbols addressing the points (0,0),...,(|D| — 1,0).
With the ideas we have used to formalize the index hierarchy in the previous section, it is now fairly
simple to formalize the torus. The following sentences encode a given domino system © := (D, H, V)
plus an initial condition D, which is a finite word over D. We try to make as many sentences as
possible equivalent to Horn sentences. Brief descriptions of the intended meaning are added for
selected parts.

m=Vaye'y' H(z,y,2',y") — L(k,2) AL(k,y) ALk, 2" ) ANL(k,y') Ny =y
ne:= Vayr'y'i. H(xz,y, 2", y') AMaxldx(k — 1,4) A J(k,2,4,0) — Succ(s,z,z’)
n3:= Vayi. L(k,x) A L(k, y) A MaxIdx(k — 1,4) A J(k&, 2,4, 0)

— 3F.eqf; AT edl s A ( A D(z.y) < D(z, g)) AF . H(Z,5,7,7)

DeD

13 ensures that every point not on the horizontal “edge” of the torus has a horizontal neighbor.
na = Vayzr'. Maxldx(k, ) A Minldx(k, ') — H(z,y,2",y)
ns = Vayz'y'. H(z,y,z',y") A MaxIdx(k,z) — Minldx(k,z")
ne:= Vayz'y'. H(z,y,z',y') AMinldx(k,2") — MaxIdx(k,z)
14 to ne establish the points <2T”(u —-1)+1, y> and (0,y) as horizontal neighbors for every y.
nri=Vayz'y'. Vi, y,a',y') — L(s,x) A L(k,y) ALk, 2") A L(k,y') Ao~ o
ng:= Vayr'y'. V(z,y,2',y') A MaxIdx(k — 1,i) A J(k,y,4,0) — Succ(k, y,y')
ng:= Vayi. L(k,x) A L(k, y) A MaxIdx(k — 1,4) A J(k,y,1,0)

— JF.ed; ATqeql; A ( A (D(x.y) ++ D(@, @))) AT V(E,5,7,7)

DeD

N9 ensures that every point not on the vertical “edge” of the torus has a vertical neighbor.
no:= Vayy . Maxldx(k,y) A Minldx(s,y") — V(z,y,z,y)
1= Vax'yy'. V(z,y, 2’ y') A Maxldx(k,y) — Minldx(k,y")
o= Vaz'yy'. V(z,y,2',y") A Minldx(k,y’) — MaxIdx(k,y)
110 to M2 establish the points <x, 2™ (u—1) + 1> and (z,0) as vertical neighbors for every z.

ms:= /\ ny Q(Qj,y) - L(E,IE)/\L(ﬁ,y)
DeD

ma=/\  /\ Vay. D(x,y) — -D'(z,y)
DED D'eD\{D}

msi=Vea'y. Hz,y,o',y) — \/ Dx,y)AD'@,y)
(D,D")eH
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me:= Yoy V(r,y,z¢) - \/ D,y AD(xy)
(D,D"yeV

115 and 116 ensure that the rules of the domino system ® are obeyed. These are the only essen-
tially non-Horn sentences among 71 to 79g.

n—1

mr7:=Vz. Minldx(k,2) — fimzA /\ H(fi, 2, fit1,2)
i=1
Ms:= Vz. Minldx(k, 2) /\Q (fi,2)

m7 and 718 express the 1n1t1a1 condltlon D, i.e. the lower left domino tiles are predefined to be
the sequence D = D; ... D,.

Regarding the length of the sentences 71, ..., 115, we observe the following:

n2),len(ny), ..., len(ns),len(nig), . . ., len(n2) € O(log k),

(
len(nsz),len(ng) € (’)(f{logf-@ + p(log k + log 1) + | D] log \D|),
len(m3) € O(|D|(log |P| + log k)),
len(n14) € O(|D|?log D)),
ten(ins) € O(|Hlog D) = O(|D[? log D).
len(1s) € O(IV|log [D]) = O(IDP log D)),
len(m7) € O(log k + nlogn),
len(ms) € O(log k + n(logn + log |DI)).

In total, the length of 7y A ... Ams lies in O(nlogn), where n := max{x, u, n, |D|?}.

Next, we show correctness of the formalization. More concretely, we aim to prove that any
model of 1 A...AP1g AXx1 AX2aAX3 A A...Ang induces a tiling 7 of Z2 for r := 21 (u — 1) +1
and with initial condition D := D, ..., D,,. This will be the statement of Lemma 5.3.27.

For the remainder of this subsection we assume that A indeed satisfies the sentence 11 A ... A
P16 A X1 A X2 AXxsAn A...Amg. Moreover, we take over the notation from Lemma 5.3.14 and
Definition 5.3.15, e.g. Zy, <y, and ~y. In addition, we define the following relations:

<" C 72 x T? such that (a,b) < (a/,b’) if and only if A = H(a,b,a’,b’);
<V C T2 x T2 such that (a,b) <V (a’,b') if and only if A |= V(a,b,a’,b’).

Roughly speaking, we will show in Lemmas 5.3.24 and 5.3.25 that Z, x Z, together with the
horizontal and vertical neighborhood relations is isomorphic to the torus Z?2 for r = 2™ (u — 1) + 1.
Lemma 5.3.26 states that under A for each pair in (a,b) € Z,, x Z,; there is exactly one tile D € D

assigned toﬁ(a, b). Finally, Lemma 5.3.27 states that A induces a tiling which starts from the initial
condition D.

Lemma 5.3.24. For all pairs (a,b), (a’,b') € 2 we observe the following properties.
(i) (a,b) < (a’,b') entails that b =b' and that either a <, a’, or a = e and a’ = d*.

(i) a = e and a’ = d* entails (a,b) < (a',b) for every b € T,.

(iii) a <, a’ implies (a,b) < (a’,b) for every b € T,.

(i) (a,b) <V (a’',b') entails that a = a’ and that either b <, b’ orb= e and b’ = dA.
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(v) b=ref and b’ = d? entails (a,b) <V (a,b’) for every a € T,.
(vi) b <, b’ implies (a,b) <V (a,b’) for every a € Z,.

Proof. Property (i) follows by A |= 11 An2 Ans A ng. Property (ii) follows by A |= 1.

In order to show Property (iii), we have to argue a bit more. First of all, we conclude a # 6;4,
by A [= 19 A1by. Because of A |= 73 and Lemma 5.3.23(i), for all a,b with a # e* there must exist
a, E, 3’ € 7, such that a ~, 3, b ~, B, and (3, E) <H <5’,B>. Due to Lemma 5.3.20 in combination
with Lemma 5.3.23(v), we get a =3 and b = b. Thus, we have (a,b) < (3’,b). Moreover, a # e
together with (i) leads to a <, @’. Since we assumed a <, a’, Lemma 5.3.23(vi) says that a’ is the
only element satisfying a <, a’, i.e. 3’ = a’. Consequently, we have (a,b) < (a’|b).

Properties (iv) to (vi) can be proved analogously to the first three properties using A =
nr A ... ANna2. O

Lemma 5.3.25. Let r := 2"%(u— 1) + 1. There is a bijective mapping p : Z2 — I? such that
p(0,0) = (@A, dA) and for every pair (s,t) € Z? we have p(s,t) < p(s+ 1,t) and p(s,t) <V

p(s,t+ 1) where + stands for addition modulo r.

Proof. By Lemma 5.3.23 we know that there is a unique chain a; <, ... <, a, comprising all
elements in Z,;,. Notice that aj,ap with k # k' are distinct. We define p so that p(s,t) := (as41,at41)
for all s,t € Z, ={0,...r —1}.

Obviously, p is bijective. Since a; is the only element in Z,; for which there is no b in the above
chain with b <, a;, A = b A tb3 enforces a; = dA. Hence, p(0,0) = (d2, dA).

Since a, is the only element in Z,, for which there is no b’ in the above chain with a, <, b/,
A = 14 A5 enforces a, = e'. Hence, Lemma 5.3.24(ii) entails p(r — 1,t) < p(0,t) for every
t € Z,. Moreover, the existence of the above chain together with Lemma 5.3.24(iii) leads to
p(s,t) < p(s + 1,t) for every s € Z, \ {r — 1} and every t € Z,. Consequently, we observe
p(s,t) < p(s+1,t) — modulo r — for every pair (s,t) € Z2.

By similar arguments, we infer p(s,t) <V p(s,t + 1) for every pair (s,t) € Z2. O

Lemma 5.3.26. Suppose that D, H, and V are nonempty. For all pairs (a,b) € I? we have
A = D(a,b) for exactly one D € D.

Proof. Due to A = n15 A 116, We observe the following properties for all pairs (a,b), (a’,b’) € Z2:

(a,b) <H(a’,b’) implies that there are D, D’ € D such that (D,D’) € H and A = D(a,b) and
Al D'(a',b');

(a,b) <V (a’,b’) implies that there are D, D’ € D such that (D,D’) € V and A = D(a,b) and
AED'(@',b).

By virtue of Lemma 5.3.25, we know that there is a bijection p such that for every pair (a,b) in
the image of p there is another pair (a’,b’) such that (a,b) < (a’,b’) or (a,b) <V (a’,b’). Since
the image of p covers the entire set Z2, this means that there is at least one D € D for every pair
(a,b) € I? such that A |= D(a,b). Finally, because of A = 114 we know that there is at most one
D € D for every pair (a,b) € Z2 such that A = D(a,b). O

Lemma 5.3.27. Let r:= 2" (yu — 1) + 1 and assume that D, H, and V are nonempty. A induces
a tiling T of 72 with initial condition D := Dy,...,D,,.

Proof. Let p be a bijection according to Lemma 5.3.25. We define the mapping 7 such that
7(s,t) :== D if and only if p(s,t) = (a,b) and A |= D(a,b). By Lemma 5.3.26, we know that 7 is
well defined. By A = n17 A ms, we know that A = D,(a,b) for (a,b) = p(3,0) and i =0,...,n — 1.
Hence, 7 satisfies the initial condition. By definition of p and because of A = 115 A 116, we observe
the following:

(a) For every pair (s,t) € Z2 there are pairs (D, D') € H, (a,b) = p(s,t), and (a’,b’) = p(s+1,t)
such that A = D(a,b) and A |= D’'(a’,b’).
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(b) For every pair (s,t) € Z2 there are pairs (D, D’) € V, (a,b) = p(s,t), and (a’,b’) = p(s,t +1)
such that A = D(a,b) and A = D'(a’,b’).

Consequently, the mapping 7 constitutes a proper tiling of Z2. O

5.3.3 Replacing the Equality Predicate

Since SF can express reflexivity, symmetry, transitivity, and compatibility with predicates, it is
easy to formulate an SF sentence without equality that is equisatisfiable to 11 A ... A6 A x1 A
X2 AXxsAniA...Amsg and uses atoms E(s,t) instead of s ~ ¢ for any terms s,¢. In addition to
replacing equational atoms as indicated, we conjoin the necessary axioms concerning the fresh
predicate symbol E. More precisely, we add the equivalence axioms

¥y =V E(5,4)
¥y =i E(,5) — E(,4)
vy =Vjj'i" EG ) NEGL ") = BT

and congruence axioms, such as

o= viga N\ ((BGI) NG A (L 50,0) = J(E7,7,0))
£=0
A (BGH) ABGE) AT ,5,1) = J(L71,1)))

and

v = vaya'y'. \ (E@.2) AE(y,y) AD(@,y) — DG'y)) .
DeD

Overall, the additional formulas have a length that lies in O(klogx + |D|log |D|).

All in all, the encoding of domino problems on large tori that we have devised for SF with equality
can also be done in SF without equality. Moreover, notice that all the additional subformulas can
be transformed into equivalent Horn sentences.



Chapter 6

Interpolation

In the present chapter we show that several of the decidable first-order fragments introduced in
Chapter 3 are closed under interpolation. Craig’s interpolation theorem [Cra57a, Cra57b] is an
important result that has found numerous applications. It is treated in several standard textbooks
both from a proof-theoretic perspective, e.g. [TS96], and a model-theoretic point of view, e.g. [CK90].
Moreover, Craig’s interpolation theorem is often treated together with Beth’s definability theorem
and Robinson’s joint consistency theorem, as the latter two can be elegantly proven using the former,
see, e.g. [CK90, Fit96, BBJ02]. Historical notes about the early development of interpolation for
first-order logic can be found in [TS96], Section 4.6.3. The PhD thesis of Hoogland provides a
comprehensive model-theoretically minded introduction to interpolation, see Section 2.3 in [Hoo01].
A recent survey regarding systems for interpolant extraction in the context of verification can be
found in [BJ15a).

Proposition 6.0.1 (Craig’s interpolation theorem [Cra57a, Crab7b]). Let ¢ and ¢ be two first-
order sentences. If ¢ =1, then there exists a first-order sentence x such that

(i) ¢ F x and x | 1, and

(ii) any predicate symbol, function symbol, or constant symbol that occurs in x also occurs in
and in .

The sentence x is called a Craig interpolant of ¢ and .

Constructive proofs of Craig’s interpolation theorem have been given based on several kinds
of proof systems, most prominently sequent calculi, see, e.g. [BL11], Section 8.2, or [Smu95],
Chapter XV. A constructive proof based on semantic tableaux is given in [Fit96], Section 8.12. An
early approach towards a practically useful method to extract interpolants from resolution and
paramodulation refutations is due to Huang [Hua95]. More recent methods intended for practical
use can be found in [BJ15b, KV17].

Craig’s interpolation theorem has been extended and refined in various ways. For instance, there
are variants that say more about the syntactic structure of interpolants than just proclaiming the
presence or absence of predicate or function symbols. Two such results are due to Lyndon [Lyn59]
and Schulte-Moénting [SM75]. We shall treat the former in more detail below. The result by
Schulte-Monting stipulates that terms ¢ only occur in an interpolant if ¢ corresponds to sufficiently
similar terms s; and sy that occur in the interpolated formulas. The following example is given
in [SM75] where C denotes an interpolant of two sentences A and B, i.e. we have A = B and
AECand C | B:

“Let f be a unary function symbol and let g(\), A(\') be terms starting with different
function symbols g, h. If f occurs in A only in the term f(g(\)) and in B only in the
term f(h(N')) then f can occur in C only in terms f(y) where y is a bound variable.”

[SM75], page 159.

167
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In contrast to Craig’s theorem, Lyndon’s interpolation theorem holds only for relational
sentences. Consider any formula ¢. We treat subformulas ¢; — @2 of ¢ as abbreviations for
-1 V 9 and subformulas ;1 <> @9 are treated as abbreviations for (—¢1 V p2) A (—pa V 1). We
say that a predicate symbol P occurs positively in ¢ if there is an occurrence of some atom P(...)
in ¢ that lies within the scope of an even number of negation signs. Analogously, we say that a
predicate symbol P occurs negatively in ¢ if there is an occurrence of some atom P(...) in ¢ that
lies within the scope of an odd number of negation signs.

Proposition 6.0.2 (Lyndon’s interpolation theorem [Lyn59]). Let ¢ and ¢ be two relational
first-order sentences. If ¢ = 1, then there exists a relational first-order sentence x, called a
Craig—Lyndon interpolant of ¢ and v, such that

(i) ¢ E x and x E 1, and

(i) any predicate symbol P occurs positively (negatively) in x only if it occurs positively (negatively)
in @ and in Y.

Otto [Ott00] strengthened Lyndon’s theorem for the case that the interpolated formulas are
restricted to quantification that is relativized with unary predicates. More precisely, given some
set U of unary predicate symbols, a quantified (sub)formula is U-relativized if it is of the form
V. P(x) — ¢’ or Jy. P(y) A ¢’ for some P € U. Then, any two formulas in which all quantified
subformulas are U-relativized have a Craig—Lyndon interpolant in which every quantified subformula
is U-relativized as well. Otto emphasizes the multi-sorted reading of this interpolation result, when
we regard the unary predicates in U as sort predicates.

Viewed from a different angle, the theorem also entails that the class of U-relativized first-order
formulas is closed under Craig—Lyndon interpolation. In this context, the theorem could be
considered as a first step towards showing closedness of GF under Craig-Lyndon interpolation.
However, this direction has been proven to (almost) be a dead end. It is known that there are pairs
of GF sentences that satisfy the requirements of Craig’s theorem but do not have an interpolant
from GF [HMO99, HM02]. The same has been shown for LGF [HM99, HM02].

However, if the requirements towards interpolants are slightly weakened, closedness of the class
of GF sentences with respect to the weaker interpolation property can be recovered. To neatly
formulate the result, one needs to distinguish between occurrences of predicate symbols in guards
and in positions that are not part of guards (non-guard predicate symbols).

“[T]he guards in the interpolant need not be in the common language but they do occur
as a guard in either ¢ or 9. [...] [T]he non-guards in the interpolant are only required
to occur in ¢ and ¢: not necessarily as non-guards.” [HMO02], page 389.

By Lemma 3.10.5 and its variant for SGF, this has immediate consequences for SGF and SLGF.
Proposition 6.0.3. SGF and SLGF are not closed under Craig interpolation.

On the other, both fragments are closed under the weaker form of interpolation mentioned
above.

Regarding closedness under interpolation, there is good news for GNFO: the class of GNFO
sentences is closed under Craig interpolation [BBtC13]. In [BtCV16] effective methods for de-
riving interpolants for GNFO are given: Craig-Lyndon-style interpolation and also relativized
interpolation [Ott00]. By Lemma 3.11.4, this entails closedness under interpolation for SGNFO.

Proposition 6.0.4. The class of SGNFO sentences is closed under Craig—Lyndon interpolation.

In the following two sections, we intend to show that the Bernays—Schonfinkel fragment and the
Ackermann fragment are both closed under Craig—Lyndon interpolation. As in the case of SGNFO,
it follows that SF and GBSR without equality, and GAF have the same interpolation property.
Our methods will be of a proof-theoretical nature.
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6.1 Interpolation for SF and GBSR

In the present, we argue that, given two SF or GBSR sentences ¢ and v without equality such
that ¢ = 1, there is a Craig—Lyndon interpolant y with ¢ = x and x |= ¢ that belongs to the
Bernays—Schonfinkel fragment (BS). As both SF and GBSR contain BS, the interpolant x belongs
to SF and GBSR as well.

Theorem 6.1.1 (Craig-Lyndon interpolation for GBSR and SF). Let ¢ and ) be GBSR or SF
sentences without equality. If @ =1, then there exists a BS sentence x (without equality) such that

(i) ¢ | x and x E 1, and

(ii) any predicate symbol P occurs positively (negatively) in x only if it occurs positively (negatively)
in ¢ and in Y.

In order to proof this result, we use the fact that SF and GBSR sentences without equality
can be translated into equivalent BS sentences (cf. Lemmas 3.2.5 and 3.5.2) and thus reduce the
problem to interpolation in BS. Lemma 6.1.9 states that BS is indeed closed under Craig-Lyndon
interpolation. The proof describes how interpolants can be constructed using Bachmair and
Ganzinger’s ordered resolution with selection [BGO1] as a proof system. But before we start proving
the lemma, we briefly present the used calculus and the required technical notions.

Definition 6.1.2 (Lexicographic path ordering, taken over from [BNO8|). Let ¥ be a finite
vocabulary and let = be a total strict order on the symbols in X, called ¥-precedence. The
lexicographic path ordering (LPO) =15, on the set of terms over the vocabulary ¥ and Var induced
by > is defined as follows. For any terms s,t we have s >0 t if and only if

(1) t € vars(s) and s # t, or
(2) s=f(s1,...,8m), t =g(t1,...,tn) withm,n >0, and

(2.1) there exists i, 1 <i < m, with $; >1po t, O
(2.2) f>gands=ipo tj forall j, 1 <j<n, or
(2.8) f=g9,s>t; forall j, 1 < j < mn, and there exists some i, 1 < i < m, such that

s1=1t1,...,8._1=t;i_1 and s; ~1po t;.

Proposition 6.1.3. For any X-precedence >, the induced LPO 1, satisfies the following proper-

ties.
1) >1po 18 well-founded, i.e. all chains t1 >1p0 t2 >=1po - .. aTe finite.
P p P
(i) For all termst,t’, every m-ary function symbol f, all terms s1,. .., Sm, and everyi, 1 <i < m,

we have that t =1, t' entails
f(Sl, ey Si_l,t, Sidlye-ns Sm) >1p0 f(Sl, ey Si_l,tl, Sidlye-ns Sm) .

(i11) For all terms t1,to and every substitution o we have that t1 =1po to entails t10 >0 t20.
(tv) For every term t and every term t' that is proper a subterm of t we have t >1p0 t'.

Proof. See Theorems 5.4.8 and 5.4.14 in [BN9S]. O

On the set of ground terms, i.e. terms without variables, any >, constitutes a total ordering.
We lift this total ordering on ground terms to a partial ordering on non-ground terms by stipulating
5 >1po t if and only if for every substitution o for which so and to are ground we have so >, to.
Moreover, we extend >, to atoms over the vocabulary ¥ and Var by treating predicate symbols
like function symbols and atoms like terms. Finally, literals are ordered such that P(...) >ipo
—R(...) =1po R(...) whenever the precedence > says P = R.
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Definition 6.1.4 (unifier, mgu). A substitution o is at least as general as a substitution o’ if
there exists some substitution T such that for all variables x we have (xo)T = xo’. Given two
terms s,t, a unifier of s and t is a substitution o for which soc = to. A unifier 6 is a most general
unifier (mgu) of s and ¢, if 0 is a unifier of s and t and if 0 is at least as general as any other
unifier for s and t. Two terms s and t are called unifiable, if there exists a unifier for s and t.

Proposition 6.1.5. If two terms are unifiable, then there exists an mgu 0 for s and t.

Proof. By Theorem 4.5.8 in [BN9S]. O

Definition 6.1.6 (Ordered resolution with selection, based on Og [BGO1]). Let =15, be an LPO
and let sel be a selection function for literals, i.e. given any clause C, sel(C) is a subset of negative
literals from C. The following two inference rules constitute a variant of the ordered resolution
calculus with selection OF, due to Bachmair and Ganzinger ([BGO01], Section 4.3). We use A, B
to denote first-order atoms and C, D to denote first-order clauses. The clauses above the vertical
lines are the premises and the clauses below the line are the conclusion of the respective rule.

CVvA -BvVD
cov Do

binary resolution

where (a) 6 is an mgu of A and B, (b) A8 is strictly mazimal in COV Ab, i.e. for every literal
L in C we have A0 =, L0, (c) nothing is selected in C'V A, i.e. sel(C'V A) =0, and (d) either
- B is selected in =BV D, i.e. =B € sel(—wB V D), or nothing is selected in ~BV D and —~B#6 is
maximal in =BOV DO, i.e. for every literal L in D we have ~B0 =, L0.

CVAVE
cov Al

positive factorization

where (a) 0 is an mgu of A and B, (b) A0 is mazimal in COV AOV BO, and (c) nothing is selected
inCVAVB.

In the context of ordered resolution, we treat clauses as multisets. In particular, the order in
which literals occur in clauses does not play a role. Hence, the notation C'V L does not mean that
the literal L occurs as the right disjunct in a disjunction. It merely denotes a clause in which L
may occur in any position, but must occur at least once.

The calculus OF from [BGO1] has recently been formalized with the help of the Isabelle proof
assistant [SBTW18].

Proposition 6.1.7 (Soundness of OF, [BG01, SBTW18|). Let C, D, E be variable-disjoint clauses
and let X = vars(C), y := vars(D), and 7z := vars(E).

(i) Suppose that E is the result of applying the binary resolution rule from Definition 6.1.6 using
the clauses C, D as premises. Then, we have (VX.C) A (Vy.D) = (Vz. E).

(i) Suppose that D is the result of applying the positive factorization rule from Definition 6.1.6
using the clause C as premise. Then, we have (VX.C) = (Vz. D).

We call a clause set IV saturated with respect to a given term ordering >, and a given selection
function sel if any application of the rules from Definition 6.1.6 to any clauses from N results in a
clause C that is an instance of some clause D in N.

Proposition 6.1.8 (Refutational completeness of O, [BG01, SBTW18]). Let =1, be an LPO
and let sel be a selection function. Let [ denote the empty clause, which can, in addition, be
understood as logical falsity. Consider a clause set N that is saturated with respect to =1po and sel.
We have O € N if and only if N is unsatisfiable, i.e. N |= false.
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We now have the necessary notions and results at hand to show that BS is closed under Craig—
Lyndon interpolation. The general idea of using ordered resolution to prove Craig’s interpolation
theorem goes back to Harald Ganzinger. In his lecture notes “Logic in Computer Science” (summer
term 2002), he outlined the idea for the case of propositional logic. The proof of the following
theorem was inspired by Ganzinger’s proof sketch. In addition to the ordering constraints, we will
make use of selection to achieve a Lyndon-style interpolation property. Additional care has to be
taken in order to control the quantifier prefix of interpolants. This applies even more to the closely
related proof of Lemma 6.2.5 in the subsequent section.

Lemma 6.1.9. Let ¢ and ¥ be relational BS sentences (without equality). If ¢ =1, then there
exists a relational BS sentence x such that

(i) ¢ | x and x 1, and

(#i) any predicate symbol P occurs positively (negatively) in x only if it occurs positively (negatively)
in ¢ and in Y.

Proof sketch. In the degenerate cases where ¢ is unsatisfiable, i.e. ¢ = false, or where 1 is a
tautology, i.e. true = 9, we set x := false and x := true, respectively. In all other cases we
proceed as follows.

Let ¢’ and ¢’ be quantifier-free formulas and let G, ¥, X, § be tuples of first-order variables such
that ¢ = JyVx. ¢’ and ¢ = IFvVa.¢’. Without loss of generality, we assume that @,7V,X,y are
pairwise disjoint and that ¢’ := /\; ¢; and ¢’ := A; ¢; are in conjunctive normal form.

Let II; be the set of all predicate symbols that occur in ¢’ but not in v’, let Iy be the set of
all predicate symbols that occur positively in ¢’ but not positively in ¢/" and that do not belong to
1Ty, let II3 be the set of all predicate symbols that occur negatively in ¢’ but not negatively in v’
and that do not belong to IT; UTlg, let II4 be the set of all predicate symbols that occur in ¢’ and
in 9’ but do not belong to IT; U Il UIl3. We construct the formulas @’ and " from ¢’ and ',
respectively, by simultaneously replacing every literal —P(3) with P(5) and every literal P(3) with
—P(3) for every P € II,. Hence, every P € II; occurs negatively in @' but not negatively in 'l,/f;l ,
and there are no predicate symbols that occur positively in @’ but only negatively in 12’ . Moreover,
we observe that the above transformation preserves (un)satisfiability of ¢, =1, and ¢ A —). More
precisely, we have

IFVR. ¢’ | false if and only if IyVx. @' |= false,
-3V ¢’ | false if and only if -3V i = false, and
(FyVx. ') A= (FVa.¢') |= false if and only if (IyVx. ') A ~(3vVa 12’) E false.

Let pgr := VX. @' [yl/cl, e ,ym/cb—,d where the ¢; are fresh Skolem constants. Moreover,
let Ygi = Vv. g [u1/f1(¥), ..., um)/ fia)(¥)] where the f; are fresh Skolem functions of arity
|v]. Hence, psk A ¥sk is a Skolemized variant of (3yvx. @) A (Vv 30 —‘IZ/), which is semantically
equivalent to (Hy vx. ¢’ ) A —|(EI\7 V. zE’ ) Therefore, we observe

oA = false ifand only if (3yVx.¢') A—=(FvVid') = false
if and only if  @gi A @Sk E false .

Let N be a clause set corresponding to Pgi such that every P occurring positively (negatively)
in N also occurs positively (negatively) in Pgx — we define N to be the set containing all the
implicitly universally quantified clauses @; from Qg whose variables are renamed so that the
clauses in N are pairwise variable disjoint. Analogously, let M be the clause set corresponding to
1ZSk such that every P occurring positively (negatively) in M occurs positively (negatively) in 121\51(
and, hence, negatively (positively) in 15’ .

¢, P
IT;

8/0\/ TZ/
sk, {p\Sk
N

M
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We exhaustively apply ordered resolution with selection to N until the clause set is saturated and
call the result N,. As underlying term ordering we apply an LPO satisfying the following conditions.
For all ground literals P(...), R(...), and —R(...) we require P(...) > =R(...) > R(...) whenever
P €1l and R € II;. In order to achieve this, we use a precedence > for which P = R > f = ¢
for every P € I1;, R ¢ 111, every Skolem function f occurring in gy, and every Skolem constant
¢ occurring in Pgk. We lift the resulting total ordering on ground terms to a (partial) ordering
on non-ground terms, atoms, and literals as described below Proposition 6.1.3 on page 169. The
selection function sel that we use shall select exactly the literals =P (5) with P € I, UII3 in clauses
that contain such literals. In all other clauses nothing shall be selected. Let M, be the result of
saturating M in the same way as we have saturated N to obtain N,.

Note that N, may be infinite, but may only contain clauses whose literals are instances of the
literals in N where variables are either instantiated with variables or with constant symbols c;.
Since ¢ (and thus also Pgi) is satisfiable and since ordered resolution with selection is sound, N,
does not contain the empty clause. The set M, may also be infinite. Due to our assumption that
¥ is not valid, ) (and thus also gy ) must be satisfiable. Hence, M, does not contain the empty
clause either. R

As our assumption ¢ |= 1 is equivalent to o A1) = false and to PsxAsk = false, refutational
completeness of ordered resolution with selection entails that there is a (finite) derivation ® of the
empty clause O (which at the same stands for logical falsity) from the unsatisfiable set of clauses
N, U M,. We assume that © is based on the same calculus and the same term ordering that we
have used to saturate N, and M,. Let N. be the set of clauses from N, whose instances are used
as premises in this derivation. Since N, and M, are both saturated and neither of them contains
the empty clause, ® must indeed make use of clauses from N,, and, hence, N/ is not empty. Since
N is finite, we can define the sentence Xsk := Vz. Aqecy, €, where we set z := vars(N;). We
observe the following properties for sk and the underlying clause set N_.:

(1) @Sk ': SC\Skv
(2) S(\Sk N QZSk ': false,

(3) for every C € N/ we have

(3.1) for every literal P(sq,...,Sm,) in C there is a clause D € M that contains some literal
_\P(tl, . ,tm), and

(3.2) for every literal = P(s1,...,Sn) in C there is a clause D € M that contains some literal
P(t1, ... tm).

Ad (1) and (2). Both observations follow by soundness of ordered resolution with selection. ¢

Ad (3). Since N, and M, are both saturated and do not contain the empty clause, any inference
step in © that starts from two leaves of the derivation tree involves one clause taken from N
and one clause taken from M,. Consider any such resolution step between clauses C' € N
and D € M,. By case distinction on the possible resolution steps we show that C' cannot
contain any literal [-]P(5) with P € II; U Ty UII5.

Suppose there is a binary resolution step between two clauses C' = C' V R(t) € N. and
D = D'V =R(t') € M, over the literals R(t) and —R(#') such that C contains some
literal [-]P(§) with P € II;. Since R occurs in N, and in M,, we have R ¢ II;. Hence,
we get P(5) > R(t). Due to the order restrictions in ordered resolution, R(f )7 must be
maximal in C7, where 7 is the unifier that is used in the resolution step to unify R(t)
and R(f’). But this contradicts P(5) > R(¢), as the latter entails P(5)7 > R({)r.

Suppose there is a binary resolution step between two clauses C = C' V —=R(t) € N, and
D = D'V R(t') € M, over the literals —=R(¢) and R(f’) such that C contains some literal
[-]P(8) with P € II;. Since R occurs negatively in N, and positively in M., we conclude
R ¢ T1; UTI, UTI3. Hence, we have that P(5) > R(¢), which entails P(5) = —R(%), and



6.1. INTERPOLATION FOR SF AND GBSR 173

) is not selected in C'. But then, due to the order restrictions in ordered resolution,
)7 must be maximal in C'r, where 7 is the unifier that is used to unify R(¢) and
R(t’). But this contradicts P(5) > —R(t), as the latter entails P(5)7 = —R({)T.

R(
R(T

Suppose there is a binary resolution step between two clauses C = C'V R(t) € N. and
D = D' v =R(t') € M, over the literals R(t) and —R(#') such that C' contains some
literal ~P(5) with P € Tl UIl5. Since —P(5) is selected in C by sel, this resolution
step is not admitted.

Suppose there is an binary resolution step between two clauses C = C’ V =R(t) € N, and
D =D’V R(t') € M, over the literals =R(¢) and R(f’) such that C contains some literal
-P(5) with P € Il UIl5. Since R occurs negatively in N, and positively in M,, it
must occur negatively in 7, and thus R ¢ II; UTI, UTI5. Hence, the literal —R(t) is not
selected in C. Since, on the other hand, there is a selected literal in C' by sel, namely
—P(5), this resolution step is not admitted.

Consequently, the result of any inference step starting from two leaf nodes of the derivation
tree of ® cannot contain any predicate symbol P € II; and it cannot contain any literal
_|R( . ) with R € I, U II3.

By an inductive argument (over the height of derivation trees), this leads to the observation
that none of the clauses from N, that are involved in the derivation ® can contain any
predicate symbols from II; or any negative literals —R(...) with R € Tl U Il5. Since N
contains only clauses that are involved in ®, Condition (3.2) is satisfied. By construction of
N, from ¢ = 3§ V. ¢’ via I§VZ. @ and Pgi, Condition (3.1) is satisfied as well. O

Since Ysk contains exclusively constant symbols ¢;, we can easily construct X’ from Xgi’s matrix by
de-Skolemization, i.e. Xsk = Vz. X’ [yl /€1y yb—,|/c|}—,d. Furthermore, we construct the formula x’
from X’ by simultaneously replacing every literal =P (5) by P(§) and every literal P(5) by —P(§s)
for every P € II5. Finally, we set x := 3y Vz. /.

It remains to prove the following properties:

(4) = x and
(5) x A |= false.

Ad (4). For every model A = 3y VX. @’ there is some model B | @gk such that A and B differ
only in their interpretation of the Skolem constants ci, ..., cy. By (1) and because of Xsi =
Iy VR. X', we get B | Iy V. Y. Since B differs from A only in the interpretation of symbols
that do not occur in Iy V.Y, A is also a model of 3y Vx. X'. Hence, Iy Vx. ¢’ | Iy Vx. ¥/,
which can equivalently be written as (3yVx. @) A =(IyVx.X') = false.

Since (IyVx.2') A ~(3gVx.X’) |= false holds if and only if (3yVx.¢') A =(3yVx.X') E

false, and since the latter is equivalent to (37 Vx. ¢’) = (37 VX. x’) we in the end get ¢ |= x.

O

Ad (5). The formula YgkAsk can be conceived as a Skolemized variant of (Fy v=. X)) A (v 3u —! ),
which is semantically equivalent to (3§ Vx.Y") A =(3v Vi zZ') Hence, we have Ysik A ¥k =
false if and only if (IyVx.X') A —(Iv V. 12’) = false. As we, in addition, observe that
(I7Vx.X') A (39 V. ¢') | false holds if and only if (3yVx.x') A ~(3vVi.¢) | false,
we in the end get

Xsk A 121\51( = false if and only if (3}7%_(. )A(') A —\(3\7 va. 12)\') E false
if and only if x A -9 |= false .

By (2), this yields x A =) = false. O

X' X' x
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Because of the equivalence of x A =) |= false and x | v, we have shown that x satisfies
Requirement (i) of the lemma.

Due to (3) and due to the way x is constructed from N, every positive occurrence of a predicate
symbol P in x entails the existence of a negative occurrence of P in —, and every negative
occurrence of a predicate symbol P in x entails the existence of a positive occurrence of P in —).
Consequently, x satisfies Requirement (ii) as well. O

6.2 Interpolation for GAF

After having shown that SF and GBSR without equality are closed under Craig—Lyndon interpola-
tion, we now develop the analogous result for GAF. More precisely, we argue that any two GAF
sentences ¢ and ¢ with ¢ |= ¢ have a Craig-Lyndon interpolant x with ¢ = x and x = ¢ that
belongs to the Ackermann fragment (AF). As GAF contains AF, the interpolant y is also a GAF
sentence.

Theorem 6.2.1 (Craig—Lyndon interpolation for GAF). Let ¢ and ¢ be GAF sentences. If ¢ = 1,
then there exists an AF sentence x such that

(i) ¢ = x and x F ¢, and

(i) any predicate symbol P occurs positively (negatively) in x only if it occurs positively (negatively)
m p and in P.

As for the SF and GBSR case, we use the fact that GAF sentences can be translated into
equivalent AF sentences (cf. Lemma 3.8.4). This reduces the problem to interpolation in AF. Again,
we use the fact that interpolants can be constructed using Bachmair and Ganzinger’s ordered
resolution with selection (Definition 6.1.6). This time, however, this yields only an intermediate
form of interpolants that we cannot immediately de-Skolemize into AF sentences. At this point,
we employ known techniques to replace terms with quantified variables (cf. [BL11], Section 8.2),
if the terms start with function symbols that do not belong to the common vocabulary of the
interpolated formulas. This replacement preserves the logical entailments between the interpolant
and the interpolated formulas. As we shall argue about the soundness of the replacement method
using a certain sequent calculus, we introduce its derivation rules before we get started proving the
interpolation result.

Definition 6.2.2 (Modified sequent calculus LK, adapted from [BL11]). The following set of
derivation rules defines a slightly modified variant of the calculus LK, that we shall refer to as
LKy, .t

Azxioms:

AF A F true false -

where A may be any
non-equational first-
order atom.

Introduction of N:

o, 'FA v, '+ A kA I A

WA TFA M0 GagTra M0 TFEA (phg)

IThe calculus LK+, from [BL11] is, according to the authors, almost identical to the original LK by
Gentzen [Gen3ba, Gen35b]. The adaptations to LK+ [BL11] made in the present thesis are inessential. The rules
dedicated to implication are left out — they are derivable using the rules for = and V. We do not syntactically
distinguish free from bound first-order variables. Our permutation rule is more compact. And, finally, we have not
integrated implicit contraction into the cut rule — this can be simulated by using the contraction rule appropriately
prior to cuts.
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Introduction of V:

o, T'FA U, LA LA LA
(pVe),I'EA IEA, (V) LEA (pV)
Introduction of —:
'EAp . o, I'FA .
-o,TFA 'EA —p
Introduction of V:
olz/t], T+ A A
—_— V1 Vir
Ve. o, ' A 'EAVz.

where t may be any term whose
variables are free in go[x/t].

Introduction of 3:

o, 'FA

Jy. o, TFA 3

where the variable y may not
occur in T, A.

where the variable x may not
occur in T', A.

'k A, go[y/t]

A Jy. e
where t may be any term whose
variables are free in @[y/t].

T

Permutation:
A »
'+ A
where the sequence I is a permutation of T’
and the sequence A’ is a permutation of A.
Weakening:
T'EA T'EA
—_—w ——w:r
o, I'FA A
Contraction:
g TEA I'FA v
o, 'FA < A
Cut:
T'EAp o, IV A
T.T'F A A )

1T
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Proposition 6.2.3 (Soundness and completeness of LK1, for first-order sentences without
equality). Let @, be two first-order sentences without equality. We have ¢ = if and only if

@ F Y is derivable in LK+ .

Proposition 6.2.4 (Cut-elimination for LK+, cf. Theorem 5.2.3 in [BL11]). Let ¢,v be two
first-order sentences without equality. If ¢ = 1 is derivable in LK1, then it is also derivable using

the rule cut(x) only for atomic x.

This gives us the necessary tools at hand to show that AF is closed under Craig—Lyndon
interpolation. Compared to the BS case, we have to take extra steps to ensure that the quantifier
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prefix of interpolants fits the requirements of AF. This is the point where the proof system LK+
enters the stage.

Lemma 6.2.5. Let ¢ and 1 be AF sentences (without equality) in which the only Boolean
connectives are \,V,—. If ¢ =1, then there exists a relational AF sentence x without equality
such that

(i) ¢ = x and x 1, and

(#) any predicate symbol P occurs positively (negatively) in x only if it occurs positively (negatively)
in ¢ and in Y.

Proof sketch. In the degenerate cases where ¢ is unsatisfiable, i.e. ¢ |= false, or where 1 is a
tautology, i.e. true = ¢, we set y := false and x := true, respectively. In all other cases we
proceed as follows.

Let ¢’ and v’ be quantifier-free formulas and let @, w,¥,Z be tuples of variables such that
© = FaVoIw. ¢’ (4, v, W) and ¢ = FyVz3z. ¢/ (7, 2,2). Without loss of generality, we assume that
u,{v},w,y,{x},z are pairwise disjoint and that ¢’ := A, ¢; and ¢’ := /\j 1, are in conjunctive
normal form.

We define the sets Iy, I, I13, I14 like in the proof of Lemma 6.1.9. We construct the formulas
@' and ¢ from ¢’ and v/, respectively, by simultaneously replacing every literal —P(5) by P(5)
and every literal P(3) by ~P(3) for every P € II5. Hence, every P € Il occurs negatively in @’
but not negatively in 121\’ , and there are no predicate symbols that occur positively in @’ but only
negatively in ¢)’. Moreover, we observe that the above transformation preserves (un)satisfiability
of ¢, <, and ¢ A —p. More precisely, we have

FaVoIw. ¢’ = false if and only if FaVoIw. ¢’ | false,
~3yVz 3z.4)' = false if and only if ~3y Vz 3z. ¢’ = false, and
(FuvoIw. ¢') A—(3y Ve Iz.¢') | false if and only if (JuVeIw. ') A =(3y Ve 3z, {b\’) = false.

Let psy := Yv. @' [ul/cl, g /caywi/ fi(v), . ,w‘v—v‘/f‘w‘(v)] where the ¢; are fresh Skolem
constants and the f; are fresh unary Skolem functions. Moreover, let @Sk = Vyz. ﬁQZ’ [x/ g(y)]

where the ¢ is a fresh Skolem function of arity |y|. Hence, Pgx A @Sk is a Skolemized variant of
(FaVoIw. ') A (V¥ 3z Vz. —1)"), which is equivalent to (3aVo3w.d’) A —(3y Vo 3z.¢'). Therefore,
we observe

¢ A9 | false ifand only if (JuVedw.§) A (vy3aVz. ') = false
if and only if  @gi A @Sk = false .

Let N be a clause set corresponding to @gi such that every P occurring positively (negatively)
in N also occurs positively (negatively) in @gx — we define N to be the set containing all the
implicitly universally quantified clauses @; from @k whose variables are renamed so that the
clauses in N are pairwise variable disjoint. Analogously, let M be the clause set corresponding to
@Sk such that every P occurring positively (negatively) in M occurs positively (negatively) in @ng
and negatively (positively) in V.

We exhaustively apply ordered resolution with selection to IV until the clause set is saturated
and call the result N,. As underlying term ordering we apply an ordering defined like in the proof
of Lemma 6.1.9 based on an LPO induced by a precedence - for which P = R = f > ¢ for any
P € 1I;, R ¢ 1I;, any Skolem function f occurring in s or sk, and any Skolem constant c
occurring in @gi or ¥sk. The used selection function sel selects exactly the literals —P(5) with
P €1l, UIl3 in all clauses that contain such literals. Let M, be the result of saturating M in the
same way as we have saturated IV to obtain N,.



6.2. INTERPOLATION FOR GAF 177

Claim I: An Ackermann-like clause is a clause that contains at most one variable and only function
symbols of arity at most 1.

Consider any two Ackermann-like clauses C' := [-]AV C’" and D := [-]B VvV D’ with unifiable
atoms A and B. Let o be a most general unifier of A and B. Then, (C'V D')o is an
Ackermann-like clause.

Proof: Since o is a most general unifier, for every variable x with o(z) # « we observe that o(x) is
some term that (a) contains at most one variable and (b) that does not contain any function
symbols of arity larger than one. But then, applying o to the Ackermann-like clause C' Vv D’
clearly results in an Ackermann-like clause (C'V D’)o. O

Notice that IV, may be infinite. Moreover, by Claim I, N, contains exclusively Ackermnann-like
clauses over the vocabulary underlying N. Since ¢ (and thus also @gy) is satisfiable and since
ordered resolution with selection is sound, N, does not contain the empty clause. The set M.
may also be infinite. Due to our assumption that v is not valid, = (and thus also ¥gx) must be
satisfiable. Hence, M, does not contain the empty clause either. R

As our assumption ¢ |= 1 is equivalent to o A1) |= false and to Psk Ak = false, refutational
completeness of ordered resolution with selection entails that there is a (finite) derivation © of the
empty clause [J from the unsatisfiable set of clauses N, U M,. We assume that ® is based on the
same calculus and the same term ordering that we have used to saturate N, and M,. Let N! be
the set of clauses from N, whose instances are used as premises in this derivation. Since N, and
M, are both saturated and neither of them contains the empty clause, ® must indeed make use
of clauses from N,, and, hence, N. is not empty. Since N/ is finite, we may define the sentence
SC\Sk = VY. 5<\/Sk with

SC\/Sk = /\ C(U) ’

C(xz)eN!

where v is a fresh variable not occurring in N,. Like in the proof of Lemma 6.1.9, we observe the
following properties for sk and the underlying clause set N.:

(1) {O\Sk ': X\Skv
(2) )/C\Sk A '(ZSk ': false,

(3) for every C' € N, we have

(3.1) for every literal P(s1,...,sy) in C there is a clause D € M that contains some literal
=P(t1,...,tm), and

(3.2) for every literal = P(s1,...,Sn) in C there is a clause D € M that contains some literal
P(t1,... tm).

Claim IT: From the sentence Ysx we can construct a relational sentence X := Jy'vo3z’. X' with
quantifier-free X’ such that @gx = ¥ and Y A ¥gi | false.

Proof sketch: If Xsi is relational, we are done. Suppose it is not. Then, Ygx and ﬂng do not
share any function symbols. We argue by using a construction due to Baaz and Leitsch (proof
of Lemma 8.2.2 in [BL11]). The construction relies on the sequent calculus LKt given in
Definition 6.2.2. We use a part of the construction here with several adjustments that are
required to properly deal with the leading universal quantifier in Ygx.

By completeness of LK1 (Proposition 6.2.3), there is some derivation 7y of the form
T 2
@Sk F Yo. )/(\/Sk Yo. )/(\/Sk - _‘wSk
Psk F sk

cut (V. %))

Ackermann-
like

clauses

~
XSks Xsk

T, T1, T2
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where 71 and 7o are certain subderivations. By Proposition 6.2.4, we may assume 7y, 7o to
be free of non-atomic cuts.

In these subderivations the following subderivations 7} and 75 must occur, respectively:

US ﬂ-/l/ ! ﬂ.g
Iy B Ay X o, X [v/t] F Ao
= i v:l
Ty = Ag, Vo X Ty, Vu. X F Ao

We may assume without loss of generality that 72 contains exactly one subderivation of the
form that 75 exhibits. We can do this, because =gy and X, do not share any function
symbols. If there are more than one such subderivations, then 7o must merge all the resulting
subformulas Vv. Y&, into one by contraction steps. But then, 7, can be rewritten so that all
of these contraction steps are done before the introduction of Vv in front of Xg,. Moreover,
any cut over atoms containing function symbols from X, can be done before introduction of
Vv. Hence, we can in fact assume the following.

Claim ITI: T's and Ay in 75 do not contain any function symbol occurring in Xg,.

We modify m; and 72 in such a way that every occurrence of subderivations of the form 7}
or 7}, are replaced by the derivations p} and pf shown below:

o i
L't F A XS .
Iy B Ay, 32 X s1/7]
Iy + Al,ﬂz,’c_l...zi.XSk[sl/z{] [sk 1/2),_ 1]
Iy b Ay 3222 X [s1/24] - [se—1/ 2 Hsk/zk]
I + Al,VvEIZ;Cz,’%l...z’l.XSk[sl/z{] [sk 1/2,_ Hsk/zk]
[s1/4] - [ ]

Iy F A3y Yodzgz, g 20 X sw—1/zh_1] [sk/ 2] [t /¥1]

Iy F A3y - yiVo3zg, o2l X [31/2{] [sk/z;] [tl/y{] [te_1/y2,1]
'y + Al,Elyé...y'lvqﬂzfc...z'l.)/(\'Sk[sl/zﬂ [sk/z;] [tl/y'l] [t[/yé]

/. "

P2 - 2

Lo, X [v/t] B As S
Ty, 320 . X4 v/t B Ay
Ty, 3z ... 20 X&e[v/t] B As S
Iy, 3z ... 2. ng[v/t] F As v:l
Do, Vo3z), ... 20 X4 F Ao H;l

[y, JyiVo3z, ... 2. XE F A
Lo, 3yp_ ... yiVodzy .. 20 X& F Ao S
Lo, 3y, ...y Vo3z), ... 2. X& F Ao

where 7’ and X¢, and the terms sq,...,sk,t1,...,t; are defined as follows. The terms

S1,-. .., 8k constitute an enumeration of all distinct non-ground terms that occur as arguments
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in atoms P(...,s;,...) in Xg, and that contain at least one function symbol (a unary Skolem
function from Pgsi). We assume that sy, ..., sy are listed in descending order regarding their
length, i.e. len(s;) > len(s;+1). Notice that, by Claim I, every s; contains the variable v, only
unary function symbols, and no constant symbols. Similarly, 1, ..., %, constitutes an enumer- t;
ation of all distinct ground terms (in descending order regarding term length) that occur as
arguments in atoms in xg,. Furthermore, we assume the variables y/,...,y;, 21,..., 2}, to be
pairwise distinct, to be distinct from u, v, and to not occur in Psx, Xgy, @Sk, I',Ta, A1, As.
The notation 7 [s / t] is used to denote replacement of every occurrence of the term s by the
term ¢ in the formula 1. We also use it to denote consistent replacement in derivations. Based

on this notation, we define the formula )?’S’k to be )Acls/k

Xok = Xsk[s1/21]) - [sk/z) [tr/w1] - - [te/vi] -

Notice that all occurrences of v in X§, that are an argument of a predicate symbol remain
untouched. The derivation 75’ results from 74 by replacing all occurrences of terms s;[v/t] w5’
in 73 with 2{ and by replacing all occurrences of terms ¢; with y;. The replacements are

performed in the order sq[v/t],..., sg[v/t],t1,...,t¢ (from left to right), i.e. we have

my =y [s1v/t))2A] . [selv/t]) 2] [t /vh] - - [te/ve] -

Notice that all occurrences of ¢ in 74’ that are an argument of a predicate symbol remain

untouched.

As, by Claim III, the terms s;, s;[v/t], and ¢; do not share any function or constant symbols
with terms occurring in I's, Ay that are important for the derivation of —nZSk, replacing
these terms with (free) variables in 7 does not influence the parts of 7§ that are important
for deriving ﬁzZSk in the end. The new derivation steps in p) using the rules introducing
existential quantification on the left are sound, as I's and A do not contain the variables y;
and z] (which replace s; and ¢;, which in turn do not occur in I'y, Ag). Moreover, the new
derivation steps in p| using the rules introducing existential quantification on the right are
sound, as the terms s; only contain variables that do not occur bound in the antecedents.

We denote by p; the result of replacing occurrences of 7} in m; with appropriate occurrences pi, po
of p} and adapting the remaining proof parts accordingly (by replacing terms s; by 2} and ¢;
by y; wherever necessary). Similarly, the new version of my is denoted by ps. Let X' := X&,.
Then, we can put the new derivations together to obtain

p1 P2
Psk b IVoIZ. X IV X b sk
Psk F Ysk

cut(Iy'voIz'. Y')

which constitutes a valid derivation representing the interpolation property we intended to
prove. O

We observe that Pgi = X is equivalent to Pgx A =X | false. De-Skolemization of the latter
yields @ A =X |= false or, equivalently, ¥ = X. Also by de-Skolemization, from X A @Sk E false
we conclude § A =) E false.

Recall that ¥ = 3y'Vo3z'. X’. We construct the formula y’ from Y’ by simultaneously replacing x
every literal —P(5) by P(5) and every literal P(5) by =P(5) for every P € II,. Finally, we set
x = 3y'VuIz'. x'. X

It remains to prove the following properties:

(4) » = x, and

(5) x A~ = false.
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Ad (4). Since (FuVvdw.@') A =(Iy'VoTZ.X') k= false holds if and only if (VyJaVz. ¢
—(3y'Vv37. X') [ false, and since the latter is equivalent to (Vy3aVvz. ¢') | (37'Vo3z'.
we in the end get ¢ = x.

/) A
X');

Ad (5). As we observe that (Iy'Vo3z.Y') A ﬁ(VyﬂxVZ.iﬁ’) = false holds if and only if
(Iy'Vu3Z. x') A =(VyTaVz.¢') |= false, we in the end get

(ﬂy’VUHZ’. )?’) A ﬁ(VyﬂxVZ. ’L//J\/) E false ifandonlyif xA -9 | false.
By (2), this yields x A = |= false. O

Because of the equivalence of y A ) |= false and x = ¢, we have shown that x is an AF sentence
that satisfies Requirement (i) of the lemma.

Due to (3) and due to the way ¥ is constructed from N., every positive occurrence of a predicate
symbol P in x entails the existence of a negative occurrence of P in —t, and every negative
occurrence of a predicate symbol P in x entails the existence of a positive occurrence of P in —).
Consequently, x satisfies Requirement (ii) as well. O



Chapter 7

Beyond the Classical Decision
Problem: Further Applications of
Separateness

Evidently, the analysis of separateness of quantified variables and of weak dependences has
applications in the quest for decidable first-order fragments. In the present chapter we briefly
outline the applicability of these concepts to three other areas: the analysis of computational
complexity of reasoning with respect to a fixed theory, e.g., rational arithmetic; proof complexity
and automated reasoning in first-order logic; and the elimination of second-order quantifiers.

7.1 Separated Formulas and Linear Rational Arithmetic: A
Little Case Study

In Chapter 4 we discussed fingerprints as a means to semantically characterize tuples of domain
elements with respect to a given sentence and its atoms under a given structure. We recapitulate
the underlying idea in Example 7.1.1. The purpose of the present section is to show that the
number of fingerprints that possibly occur can be severely limited when we restrict the syntax
of first-order formulas and focus on a certain kind of structures. As an exemplary case we study
linear rational arithmetic (LRA).

Example 7.1.1. Consider the sentence ¢ := Va13ws. P(x1,22) V Q(x1,22) V R(x1,x2) and the
structure A with A := {ay,az2,bp,bg,br,cpg,cor,cpr} and

PA = {(a1,bp), (az,cpqg), (az,cpr)} ,
Q" :={(a1,bq), (a2, cpq). (az.cqr)}
R* := {(a1,br), (a2,cpr), (a2,cor)} -

Let po be the fingerprint function mapping pairs of elements from A’s domain to fingerprints:

181
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FEzxpressed in technical terms, we have
p2(d, e) := {A(z1,22) | A(z1,22) is an atom in ¢ with A= A(d,e)} .

Fingerprints for unary tuples are a bit more interesting. Let uy be the fingerprint function mapping
elements from A’s domain to fingerprints:

1(a1) := {{P(z1,22)}, {Q(z1,22) }, {R(21,22)} }
= {P(21,22), Q(x1,2)}, {P(w1, 22), R(21, 22) }, {R(21, 22), Q(1, 22) } }
(d) =A{0} for all otherd € A .

Technically, we have py(d) := {S | S = p2(d,d’) for some element d’ € A}. Hence, p1(d) charac-
terizes for cases where the value d is assigned to x1 which atoms will potentially become true under
A when choosing a values for xo from A’s domain.

It is easy to see that if we were to consider a different structure B the image of po could
potentially contain a number of fingerprints that is exponential in the number of atoms occurring
in @, i.e. up to 23 = 8 sets of atoms. For the image of py, we even get a doubly exponential
upper bound, i.e. 22 = 256. Indeed, we have (almost) constructed such structures in the proofs of
Theorems 3.2.7, 3.9.9, 3.10.8, and 3.12.5.

The fingerprints described in the above example are very general. This generality is certainly
necessary in settings where we do not restrict the class of structures we consider. However, there
are (classes of) structures that do not require as much freedom for the fingerprints of domain
elements. In such settings fingerprints could be structured in a simpler way. The example we shall
consider is linear arithmetic over the rationals. More precisely, we consider first-order formulas over
the vocabulary Y1ra := ({<, <, #,>,>}, QU {+,-}) containing the rational numbers as constant
symbols under the following syntactic restriction: multiplication is only allowed in terms a - x
where a is some rational coeflicient and x is some first-order variable. We shall call the set of all
first-order formulas in which all terms are LRA terms LRA formulas. Semantically, we fix the
structure under which LRA formulas are interpreted to Q, the rational numbers with the standard
interpretation for the symbols in 31gra. For convenience, we use abbreviations such as %CE —by—z
for the formal expression 3 -z 4 (=5) -y + (—1) - 2.

Example 7.1.2. Consider the linear-arithmetic atoms A(z,y) ==z —y < 1, B(z,y) := 3z+y > 2,
Clx,y) == %x —y > %, cf. Figure 7.1. In analogy to Example 7.1.1 we define two fingerprint
functions uq, pe with respect to the structure Q as follows:

p2(d,e) := {D(z,y) | D(z,y) is one of the above atoms and Q = D(d,e)}

and

pi(d) == {S | S = pa(d,e) for some element e € Q} .

The image of ua contains seven elements, namely, 0, {A}, {B},{C},{A, B}, {A,C},{B,C}. The
image of p1, on the other hand, contains only four elements, namely, {{A, B}, {A},{A,C}, {C’}},

{{A, B}, {4},0.{C}}, {{4, B}, {B},0,{C}}, {{4, B}, {B},{B,C}.{C}}.

The above example illustrates nicely that fingerprints over linear-arithmetic atoms are very
restricted. For instance, there cannot be any rational number r with a fingerprint p;(r) that is a
superset of {{A(z,y)}, {A(z,y), B(z,y)},{B(z,y)},{C(z,y)}}. The reason is that for any fixed r
the solution spaces for A(r,y), B(r,y), and C(r,y) are either empty or singleton sets or the union
of (at most two) unbounded intervals, respectively. Hence, if there are three rationals si, so, s3

such that we have
QE A(r,s1) A=B(r,s1) A =C(r,s1) ,
QkE A(r,s2) A B(r,s2) A =C(r,s2) ,
Q= —A(r,s3) A B(r,s3) A =C(r,s3) ,
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yd\

Figure 7.1: Tllustration of the solution sets of the three linear-arithmetic atoms A(z,y) = —y <1
(green), Bz, y) = sz +y > 2 (blue), C(z,y) := 30—y > 5 (red).

then the solution spaces for A(r,y) and B(r,y) with respect to the variable y are (supersets of)
unbounded intervals, respectively, such that their union covers the complete rational axis. This
entails that there cannot be any s’ such that Q = —A(r,s’) A =B(r,s") A C(r, ).

This peculiarity of linear-arithmetic atoms severely restricts the fingerprints that can possibly
occur. We shall derive an upper bound on the number of distinct fingerprints that is doubly
exponential in the number of occurring variables in Lemma 7.1.5. In order to do so, we will leverage
methods and results from the field of quantifier elimination. But before we develop the formal
argument, Figures 7.2-7.5 informally describe some more intuitions about fingerprints for linear
rational arithmetic while suggesting a more suitable notation for linear-arithmetic fingerprints.
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A
B (s, t) ={C}

: V3(7’,S,t2) = {A,C}
> v3(r,s,t3) = {A}

t oty ta vs(r, s,ta) = {A, B}

Figure 7.2: Hlustration of the solution set of three linear-arithmetic atoms A(y1, y2,y3) (in green),
B(y1,y2,ys3) (in blue), and C(y1,y2,ys) (in red) for certain fixed values r for y; and s for yo. The
thin vertical lines mark values yielding the four possible fingerprints vs(r, s,t) for any rational
t € Q that is assigned to y3. The overall fingerprint vs(r, s) is represented by the sequence
{C}H{A}{C}{B}. Intuitively, we construct v5(r, s) = Sp|S1.5255 as follows. Traversing the ys-axis
from —oo to +oo for fixed y; = 7, yo = s, we start in a situation where C but neither A nor B are
satisfied under Q. Hence, we set Sy := {C'}. On our traversal of the axis, we first encounter some
point at which A changes its truth value — it becomes true (and will stay so for the rest of our
journey along the ys-axis). Since exclusively the truth value of A changes at this point, we append
the set S7 := {A}. Going on in this direction, we next encounter a point where the truth value of
C changes from true to false. Since A and B keep their respective truth values, we append the
set So := {C'}. Like for A, the truth value of C' will remain unchanged for the rest of our traversal
of the axis. Finally, we reach some point at which the truth value of B flips from false to true.
Therefore, we append S3 := {B}. As nothing will change when traversing the rest of the ys-axis,
the construction of v5(r, s) is complete.

P24 vo(r, s7) =

o\ | (CH{aHCHBY —
T~ — va(r, s¢) =
(C)facs
// 57 va(r, s5) =
o=  (OloHas —
/ N\~ sS4 va(r, s4) =

/S N\ s {CH{cHa, By —

\ s va(r, s3) =
AN H {CH{CHBHAY —

/// AN , S1 o 53) = .
NG (CY{B,CHAYy —
— B va(r,s1) = —

{CI{BHCHA}Y

Figure 7.3: Tllustration of the solution set of three linear-arithmetic atoms A(yi,y2,y3) (in
green), B(yi,y2,y3) (in blue), and C(y1,y2,y3) (in red) for some fixed value r for y;. The
thin horizontal lines mark values yielding the seven possible fingerprints s (r, s) for any ratio-
nal s € Q that is assigned to y2. The overall fingerprint v4(r) is represented by the sequence
({CH{B}C}HA}) |{B,CHA, BH{A,C}, where the initial subsequence {C'}|{B}{C}{A} describes
the fingerprint at y3 = s and the sets {B, C}, {A, B}, {A, C} originate from the three intersection
points of the hyperplanes represented by A, B, C, respectively, when the relation symbols in A, B, C
are replaced with equality. When traversing the ys-axis from —oo to 400, we meet the intersection
points {B,C} at yo = so, {A, B} at y2 = s4, and {A, C} at yo = sg.
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Y1 =" Y1 =712 Y =713
24\ y24\ yzd\
C \_y\ A

~
g /

vi(r1) = So{B,CHA, BH{A,C}

n(r2) = Sol{4, B,C} v(rs) = Sol{A,CHA, BH{B,C}
Figure 7.4: Hlustration of the solution set of three linear-arithmetic atoms A(y1, y2,ys) (in green),
B(y1,y2,ys) (in blue), and C(y1,y2,ys3) (in red) for certain rational values r; < ry < 73 assigned to
y1. Each diagram represents one of the fingerprints v4(r1), v1(r2), v1(r3), as indicated. The initial
sequence Sy for each of these fingerprints is the sequence {C}H{B}{C}{A}, i.e. the fingerprint
associated with (1). After Sy each fingerprint lists the intersections of the hyperplanes induced by
A, B, C in the order they occur, viewed from —oo along the ys-axis in the positive direction. Every
set in the list represents a point in which the indicated hyperplanes intersect. The overall fingerprint

v is represented by the sequence (({C}HB}{C}{A}) [{B,C}{A, B}A, C}) ‘{A, B,C}.

Y1:=" Y1 :="T2 Y1 =73
Y24 Y24 You

—A > (1) z ; s (1)
/ / ‘\y3B Ys / Ys
vi(r) = ({AY{AHB})|e vi(r2) = ({A}{A, B})|e vi(rs) = ({AY{B}A})[e

Figure 7.5: Illustration of the solution set of two linear-arithmetic atoms A(y1, y2,ys) (in green)
and B(y1,y2,ys) (in blue) for certain rational values 11 < ro < r3 assigned to y;. Each diagram
represents one of the fingerprints v (r1), v1(r2), v1(r3), as indicated. The initial sequence in the
fingerprint representations differ for each of the three points, however, after the initial sequence, the
empty sequence ¢ follows. This means, for fixed y; = r the fingerprints v2(r, y2) along the ys-axis do

not change. The overall fingerprint vy is represented by the sequence (({A}|{A}{B}) ’a) ‘{A, B}.

Next, we describe the virtual substitution method for the elimination of existential quantifiers virtual
in first-order formulas over linear rational arithmetic. We have already outlined the method in substitution
Chapter 2 (page 20). In our simple setting virtual substitution is based on two components: (a) a
method for extracting a set of testpoints from a given formula ¢, also called an elimination set, and
(b) the virtual substitution operator [x //t], which is a generalization of the syntactic substitution
operator [x / t]. An LRA formula is called positive, if it does not contain any negation sign. Notice positive
that any LRA formula can be transformed into an equivalent positive LRA formula whose length formulas
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is linear in the length of the original. For example, every negative literal = s < t can be replaced
by the positive s > t; the relation symbol “#£” is treated as first-class citizen, i.e. s # t is not an
abbreviation for —s = . Let At be a finite set of LRA atoms of the form aj1z1 + ... a,z, <b where
the a; and b are rational coefficients, the z; are first-order variables, and <« € {<, <,=,#,>,>}. For
every z; the elimination set Elim,, (At) is the smallest set of formal terms satisfying the following
properties:

(i) —oc € Elim,, (At).

(ii) For every atom (a12z1 + ...+ anzn <b) € At with a; # 0 we set
t:= a%(b —a121+ ...+ a;—12i—1 + Q1241 + ...+ anzn).
We require that

if a; > 0 and < € {=, >}, then ¢ € Elim,, (At),
if a; < 0 and < € {=, <}, then ¢ € Elim,, (At),
if a; > 0 and < € {#, >}, then (t + ¢) € Elim,, (At),
if a; < 0 and < € {#, <}, then (¢ + ¢) € Elim,, (At).

The symbol ¢ is used as a “dummy symbol for [...] a positive infinitesimal” [LW93], page 454.
Notice that for any z; the number of testpoints in Elim,, (At) is at most linear in the number of
atoms that belong to At. Moreover, only atoms contribute to Elim,, (At) in which z; occurs with a
non-zero coefficient and that entail some kind of lower bound for z;. We could, dually, restrict our
attention to upper bounds instead of lower bounds [LW93, HVW17a].

Given any testpoint ¢, the application of the virtual substitution operator [zz / t] to LRA atoms
is defined as follows. Consider any atom A(z1, ..., 2,) of the form aiz1 +. ..+ anz, <b with a; = 0.
Then, we set A[z;[/t] := A. Consider any atom A(z1,...,2,) that is equivalent to z; < s for some
LRA expression s of the form s := 17_ (b —a121+.. .+ @121+ aip12i41+ - - +anzn) with a; # 0
and where < € {<,<,=,#,>,>}. We then define

AlziJt] ==t <s if t # —co and t # t' + ¢ for any t/,
true if<e{<, < #},
Alzif) — 0] :—{ { }

false if<we{=2>>},
t'<s ifae{<, <},
t'>s ifae{>>},
false if e {=},
true if 9 € {#}.

AlziJt +¢] :

For technical reasons, we assume that necessary normalization steps are done implicitly, i.e.
in order to apply the operator [z//t] to any LRA atom A, the atom need not be in the form
a121 + ...+ anz, < b. It is only required that A has an equivalent in this syntactic form. This
is certainly true for the atoms true and false, for example, as the former is equivalent to
0z1+...4+0z, <0 and the latter is equivalent to 0z; + ...+ 0z, < 0. For compound LRA formulas
the virtual substitution operator shall behave like the usual operator for syntactic substitution.

Loos and Weispfenning have shown that virtual substitution can be used to eliminate existential
quantifiers from LRA formulas.

Proposition 7.1.3 ([LW93], Theorem 3.5). Consider any positive LRA formula 3z;.1(z) with
quantifier-free 1(z). Let At be the set of all atoms that occur in ¥ (z) normalized so that each has
the form ayzy + ...anz, <b. Then, we have

QE (Gzv@)«— vz .

t € Elim, (At)
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The quantifier elimination technique in Proposition 7.1.3 makes use of the fact that existential
quantification can be conceived as a disjunction over all domain elements. Innermost existential
quantifiers are replaced by finite (syntactic) disjunction over a finite set of elimination terms. This
is done in a way that implicitly constructs a Skolem function using only specific terms that can be
derived from the formula at hand. This implicit Skolem function includes an unspecific case split:
one of the “proposed” solutions will work. An explicitly formulated function, however, would be
more specific about which solution has to be used in what case.

In what follows, we use Proposition 7.1.3 and our observations regarding elimination sets to
formally derive an upper bound regarding the number of fingerprints that appear with respect to
a given LRA sentence. The missing link between the two concepts of fingerprints and quantifier
elimination by means of virtual substitution is a representation of fingerprints by first-order
sentences. Let At be a finite set of LRA atoms of the form a1z1 + ...+ a,2, < b where the a; and
b are rational coefficients and < € {<, <,=,#,>,>}. Let ¥,, be the set of all formulas of the form
320 AacacllA(215 - - -, 2n), where [-]1) stands as placeholder for a negated or non-negated formula.
For every i with 1 <i < nlet ¥; be the set of all formulas of the form 3z;. A ¢y, [FJ¥ (21, ..., 20).

Then, every set W¥; contains 2™ #+1(|At|) formulas. In each of these formulas the variables
Z1,...,%2i—1 occur freely.

Remark 7.1.4. It is easy to see that any formula ¥ (21, ..., 2i—1) in any ¥, represents exactly one
possible fingerprint for tuples (r1,...,r;—1) of rationals. The formula sets U; emphasize the close
relationship between the notion of fingerprint and the standard model-theoretic notion of type.' In
model theory types are usually used to investigate expressiveness of full first-order logic with respect
to certain structures. Hence, the atoms from which types are built are often only restricted by the
considered vocabulary, the variables that may occur freely, and limits imposed on the quantifier rank.
The sets W;, on the other hand, are limited to certain forms of atoms, namely the ones given in
At. Hence, it may happen that an atom P(z1, 22, 23) plays a role in V; and P(x1,21,21) does not.
In the present text such fine-grained distinctions make sense, since they allow us to focus on the
expressiveness of concrete sentences — e.g. with respect to dependences between quantified variables
— rather than expressiveness of the whole language of first-order logic over a given vocabulary. Such
fine-grained considerations do not seem to be common practice in (finite) model theory.

Let At be the set At := At U {Z ’ A€ At}, where the atom A is the converse of A, e.g.

(s<t)y=(s>t),(s=t)=(s#t),(s<t)=(s>1). Let At_(, . .. be the result of eliminating

Zn, Zn—1,- - -, %j one after the other from the atoms in At by means of virtual substitution. Formally,

At_(; ...z, is defined as follows:
’Avt,<zn> = {A[zn//tLA[zn//t] ’ A€ At and t € Elim.,, (7&75)} , and
&_(z,ﬁ_ﬂzn) = {A[Zl//t] s A[Zi//t] ’ Ac &—<21+17~~-7Zn,) and t € Ehmz7 (K%_<Zi+la-“7zn>)} .

Since we know that the number of testpoints in any elimination set Elim,, (S) is at most linear in
the cardinality of S, there must be some positive constant ¢ such that we observe

At (2] < 2¢-|AY7
|A’\£_<Zn—l7zn>’ < 2c- (20~ |TA\E|2)2 ,

|K£_<Z“” < (20)2"_“'1. |K{\2"‘i+l < o(log 2¢)-2n i 2(10g\At|)-2"‘“’1 — o(log 20+10g|At|)~2"""+1'

Zn)

For every ¢, 1 < ¢ < n, and any sequence 7 := r1,...,7;—1 of rationals let the set \TIZ(F) be
the set of formulas 9(z1,...,2,-1) € ¥; for which we have Q |= (7). In the beginning of the

ICompare, e.g., the notion of type in [CK90] or rank-k type in [Lib04]. Another close relative is the notion of
constituent by Hintikka, see [Hin65, Ran87]

At, A
Ab_ (2 z)

T, (F)
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present section we explained intuitively why the set of actually occurring fingerprints with respect
to LRA formulas is very limited compared to the general case. The next lemma will show a similar
discrepancy between the sets ¥; and W,(7). More precisely, only comparatively few formulas from
U, are satisfied under Q for certain tuples 7 of rationals. We shall then link these two observations
in Lemma 7.1.8.

Lemma 7.1.5. For any fized sequence ¥ := ri,...,7,_1 of rationals we have “/I}z(f)’ €
O 204+ A2 for some positive constant d.

Proof. Let B8 := [z1—7T1,...,2i—1—7Ti—1]-

Claim I: For any two distinct formulas 3z;. 11 (21, ..., 2;) and 3z;. ¢2(z1,. .., 2) from @i(F) and
all distinct rationals g;,q; we observe that Q,S[z;—¢] E ¥1(z1,...,2;) together with
Q. Blzi—q] | Ya(z1, . .., 2i) entails ¢; # g;.

Proof: By definition of ¥, ¢); and 1 are conjunctions of formulas (3z;. ...) such that, without
loss of generality, 11 contains at least one conjunct —¢ with ¢ € ¥;;1 while 95 contains the
conjunct ¢. But then, we have Q, 5[z;—q;] = —~¢(z1,...,2) and Q, Blzi—d}] E ¢(z1, ..., 2),

which entails ¢; # ¢. O
Consider any two distinct formulas 3z;. 11 (21, ..., 2;) and Jz;. s (21, ..., 2;) from \flz(f) Let
Ui, 1] be the result of first transforming +; into negation normal form and then replacing every

atom —A by its converse A. Let v be defined analogously, starting from 5. Then, v} and
b are positive formulas and Q-equivalent to 1; and 19, respectively. Moreover, all atoms

occurring in ¢} and 4 belong to At. Using virtual substitution, all existential quantifiers in

the formulas ¢} (z1,...,2;) and ¥4(z1,...,2;) can be eliminated, yielding quantifier-free formulas

7,0l 1(z1,. .., 2) and 94 (21, ..., 2;) over the atoms in At_, . .. that are Q-equivalent to ¢; and

1o, Tespectively. With another application of virtual substitution, the existential quantifier 3z;
in both 3z;. Y (z1,...,2) and Jz;. 5 (z1,..., 2) can be eliminated, using only a subset of the

testpoints from Elim,, (At,< Zn>), which is a set of size

Zidlyeens
(B, (X (e, e) | € O(20F10EIAD2T)

for some positive constant d. Put more precisely, 3z;. ¥} (21, ..., 2;) is Q-equivalent to

\/ 1zi]

t € Elim.; (E*<27‘,+1 vvvvv #n))

and 3z,. ¥ (z1,...,2,) is Q-equivalent to

\/ 5 [z t] -

t € Elim., (/Tt—<ziJrl ..... 2n))

By virtue of Claim I, for every testpoint ¢t € Elim,, (ch_<zi+1,_“7zn>) we have that Q, 5 = oY [zz//t]
entails Q, 8 F£ ¥4 [zl / t] . Consequently, for every 3z;. 1 in (I\ll(f) and 1’s quantifier-free equivalent 1)’
(obtained by means of virtual substitution) there is at least one testpoint ¢ € Elim,, (Ki_(,ziﬂ)w’zn))
such that Q, 8 |= ¢'[z/t] and Q,B & ¢ [z J/t] for every 3z;. ¢ in U, (F) with ¢ # ¢ and ¢’s
quantifier-free equivalent ¢’. This entails |\fl1(f)| < |Elim., (§_< )| € O (2(d+log Ach) 2771
for some positive constant d.

Zig1ye

Corollary 7.1.6. The number of sentences in Uy that are satisfied under Q is at most doubly
exponential in n and at most polynomial in the number of atoms in At.
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Now consider any LRA sentence ¢ := Va13y; ... Ve, Jy,. ¥ (X, §) with quantifier-free ) in which
the tuples X := (x1,...,2,) and § := (y1,...,yn) are separated. Without loss of generality, we
assume that ¢ is a positive formula and that every atom in it has the form a;21 + ... a,2, <b. Let
At be the set of atoms occurring in . Then, At can be partitioned into two parts Atgz and Aty
such that vars(Atg) C X and vars(Aty) C §.

Definition 7.1.7 (Fingerprint functions p,). We define the family of fingerprint functions puy
with 0 < ¢ < n in analogy to Definition 4.2.4 as follows:
tn 2 Q" — PAtg such that for every sequence ¥ € Q™ and every A(X) € Aty we have A(X) €

wn(7) if and only if Q = A(T).
For every ¢, 1 < { < n, we set
pe s QF — PP Aty such that for every sequence 7 € QF and every S € P “Aty we have
S € ue(7) if and only if there is some rational number q such that pey1(7,q) = S.
Moreover, we define
1o C P T Aty such that for every S € P"Aty we have S € g if and only if there is some
rational number q such that py(q) = S.

We denote the image of a fingerprint function pe by im(ue) := {W (F) ‘ re Qe}.

Lemma 7.1.8. For every i, 0 < i < n — 1, and any fized sequence ¥ € Q' we have ’ul(f)‘ €

(’)(2<d+l°g|At”“)'2"ﬁ) for some positive constant d.

Proof. We define the sets ¥¥ and \Tlf( ) in analogy to the sets ¥; and v, (7) based on Atg rather
than an arbitrary set At. Moreover, let the bijections p; : P~ Aty — U¥ be defined inductively
as follows: For every S € PAtg we set p,,(S) 1= 3z (Ayeg 4) A (/\AeAt,—(\S —A). For every i <n

and every S € P Atz we set pi(S) := i (Apeg pit1(T)) A Nrepn-ing\s Pi+1(T).

o~

Claim I: For every i and every S € P" T Aty we have S € u;_1(F) if and only if p;(S) € UX(F).

Proof: We proceed by induction on i, starting from i = n going downwards.

Base case: Let i = n. Given any tuple 7 € Q" 1, for every set S € p,,_1(7) there is some
dn € Q such that for every A(X) € Aty we have Q E A(7,g,) if and only if A€ S. In
other words, we have

@, [SL’p—)Tl,.. s Tp—1HTp—1 ):ﬂa:n /\ A /\ ﬁA(f() R

A(x)eS A(ic)eAt,—(\S

=pn(S)

which holds if and only if p,(S) € \Tﬂ((*)

Conversely, from p,,(S5) € \I/X( ) follows the existence of some g, for which Q &= A(7, ¢y,)
if and only if A(x) € S. Then, S € p,_1(7).

Inductive case: Let i < n. Given any tuple 7 € Q'~1, for every set S € p;_1(7) there is
some ¢; € Q such that S = y;(7,¢;). By induction, for every T € P~ (+D+IAt, we
have T € S if and only if Q, [x1—71, ..., zi—1—7i—1,2:—q] = pi+1(T). Hence, we have

Q, [wr—=r1, .y B 3 ( /\ pir1(T)) A /\ —pi+1(T)
TeS Te(Pr—iAtz)\S

:Pi(s)

which holds if and only if p;(S) € \I/X (7).

)
) follows the existence of some ¢; for which
[x171, . i1, wi—rg) E p(T)

€ pi—1(7). O

Conversely, from p;(S) € UX(F
Q,
if and only if T' € S. Then, S
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The lemma follows by Lemma 7.1.5 and Claim I, which establishes the one-to-one correspondence
between fingerprints in p;—1(7) and the formulas in W¥(7) for every 4, 1 < 7 < n, and every
FeQil. O

It follows by Lemmas 4.2.7 and 7.1.8 that, if the LRA sentence ¢ is valid in Q, then there is a
w-uniform satisfying strategy o (in a sense analogous to Definitions 4.2.2 and 4.2.6) whose target
set

T = U {q 0) ‘ there is some tuple 7 € Q¥ such that oy (7) = q}
1<k<n

contains at most

n k
ST mas (s (P)]) < (n+1) - (c- 208 Am2m) (4D

_ 210g(n+1) . 2(n+1)-10gc . 2(n+1)»(d+log |Atx|)-2™
— 2log(n+1)+(n+1)-logc+d<(n+l)-2"+(n+l)<log\At;(|-2“’

< 25-n-log |Ats|-2™

elements for certain positive constants ¢, d, e. Notice that this is a slight improvement compared
to the non-separated case, where the number of testpoints that need to be considered is in the
worst case doubly exponential in 2n rather than n. Although this hardly changes the asymptotic
behavior, it can make a difference in practice.

It is known that proving validity of a given LRA sentence under Q by means of virtual
substitution requires worst-case computing time that is “polynomial in the length of the input
formula, exponential in the number of quantified variables, and doubly exponential in the number of
quantifier blocks” [LW93], page 1. Hence, the problem of checking validity of LRA sentences with a
bounded number of quantifier alternations lies in EXPTIME. When we consider any LRA sentence
@ :=VX13y7 ... VX, 3y, ¥ with quantifier-free ¢ in which universally and existentially quantified
variables are separated, we obtain a similar result, if we bound the degree of interaction of existential
and also universal variables by one. In other words, we require that the sets X1,...,Xn,¥1,--+,Vn
are all pairwise separated in ¢. This separateness condition is even stricter than the one for the
strongly separated fragment (cf. Definition 3.2.3). Then, by a straightforward adaptation of the
proof of Lemma 3.2.5, we can argue that ¢ is equivalent to some LRA sentence ¢’ that is a Boolean
combination of sentences of the form VX;. xx(X;) or 37;.n¢(¥;) for certain quantifier-free formulas
xr and 7, which exclusively contain atoms that stem from the original ¢. Since there are only
exponentially many such subformulas (up to equivalence), the length of ¢’ needs to be at most
exponential in the length of ¢. In order to decide whether ¢’ is satisfied under Q, we can eliminate
all quantifiers in the subsentences VX;. xx(X;) and 3¥;. n¢(¥;), treating each subsentence individually.
Each such exhaustive elimination step can be done deterministically in at most exponential time
in the length of the quantifier prefix and in polynomial time in the length of the subsentence.
Therefore, deciding Q |= ¢’ lies in EXPTIME and the same hold for deciding Q |= .

Proposition 7.1.9. Let BSF-LRA be the class of block-separated LRA sentences which we define
to be the class of LRA sentences of the form ¢ := VX13y1 ...VX,3y,. ¥ with quantifier-free ¢ in
which the sets X1,...,%Xn,¥1,--.,Yn are all pairwise separated. The problem of checking whether
any given BSF-LRA sentence is satisfied under Q lies in EXPTIME.
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7.2 Skolemization Policies Taking Weak Dependences into
Account

Beyond the applicability to the classical decision problem, discovering that existential variables
are only weakly depending on or entirely independent of universal variables has also implications
for proof complexity and automated reasoning. It is folklore in automated reasoning that shifting
existential quantifiers inwards before applying Skolemization is beneficial in most cases. If there
is potential for reducing the arity of Skolem functions, this potential may be used to reduce the
length of shortest proofs or to substantially reduce the search space that theorem provers have to
explore for finding proofs. The equivalences in Proposition 1.0.1 enable the formulation of certain
strategies for quantifier shifting known as, e.g., miniscoping [NWO01] or anti-prenexing [Egl94],
that have turned out to be very useful in automated reasoning. Moreover, for first-order logic
non-standard Skolemization techniques have been considered that lead to Skolem functions with
smaller arity, see [BELO1, NWO01] for an overview. In terms of proof complexity, choosing an
unsuitable Skolemization technique can make shortest proofs exponentially or even non-elementarily
longer in the worst case [Egl94, BL94, BFL94].

Remark 7.2.1. In the fields of QBF solving and CSP? solving so-called dependency schemes
have been developed that help to exploit Boolean structure to optimize the arity of Skolem functions
[Sam08, 5509, Lon12, BB16]. For QBF sentence it is clear that an analysis based on separateness
of (propositional) variables yields only trivial results, as every atom can contain at most one such
variable. However, the fact that QBF solvers strongly benefit from the optimization techniques based
on dependency schemes, one could hope for a significant impact in first-order reasoning as well. It
seems to be promising to lift QBF dependency schemes to first-order logic and then combine them
with analysis techniques based on separateness — see also Section 3.6 for the combined analysis of
separateness and Boolean structure.

There has been work on exploiting certain forms of independence in first-order logic as well.
Notably, any work that tries to improve the results of Skolemization does, at least implicitly, long
for the minimization of dependencies between existentially and universally quantified variables.
Exzamples of improved Skolemization policies can be found in [BEL0O1, NW01]. Goubault-Larrecq
[Gou95] has analyzed dependencies in first-order logic, using first-order BDDs as a tool.

To the best of the present author’s knowledge, currently used techniques in automated reasoning
do not detect and exploit weak dependences, as defined and investigated in Chapter 4. On the
syntactic level, we introduced Lemma 3.2.4 in Section 3.2 as a tool for shifting existential quantifiers
Jy also into certain conjunctions although the bound variable y may occur in each conjunct. The
price that has to be paid is a potentially exponential blowup of the formula. What we possibly
gain are smaller arities of Skolem functions. In the extreme case of GBSR sentences, we even get
Skolem constants in the end, which, in terms of small arities of Skolem functions, is clearly the
best result we could possibly achieve. On the other hand, reducing the arity of Skolem functions
comes at the price of an increasing number of Skolem functions (with smaller arity). This trade-off
situation — formula length vs. arities of Skolem functions vs. number of Skolem functions — has to
be dealt with gracefully. It seems to be an interesting direction for future research to find out when
exactly automated reasoning benefits from quantifier shifting in the spirit of Lemma 3.2.4 and when
the additional cost outweighs the potential gain. This is even more interesting as the described
ideas are not limited in scope to pure uninterpreted first-order logic. Some of the employed proof
methods are completely oblivious to predicate symbols or function symbols with a-priori-fixed
interpretations.

Example 7.2.2. Consider the open formula
Q= VszEIy.(P(m) V R(y, z)) ANQ(y,y).

Standard quantifier shifting cannot move the Jy inwards any further. Naive Skolemization yields

‘)0/ = VZVI’(P(:L’) VR(fy(Z,CL’%Z)) /\Q(fy(z,x),fy(z,z))

2QBF stands for quantified Boolean formulas; CSP stands for constraint satisfaction problems.
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On the other hand, applying a simplified variant of Lemma 3.2.4 to ¢ and removing redundant
subformulas results in

V2V (3ya- Qya,y2)) A (P(2) V 3ys.(R(ys, 2) A Q(y3,y3)))-
Since universal quantifiers distribute over conjunctions, we can now apply standard quantifier
shifting to move the quantifiers VzVx inwards and obtain

(HyQ.Q(yg,yg)) A ((Vm P(m)) Vv (Vzﬂyg.R(y37z) A Q(y3,y3))).
Skolemization of this result leads to

"= (Qleyar ) A (V2. P@)) V (V2. R(f15(2),2) A Qs (2), fus(2))) ).

Comparing ¢' and ¢", we see that we trade a sentence with a single Skolem term f,(z,z) and three
distinct atoms for a sentence with two Skolem terms cy, and fy,(2) and four distinct atoms.

The following considerations constitute a first step towards Skolemization methods that are
sensitive to weak dependences. But before we start, one more remark is in order concerning the
relation to known concepts of quantification that include explicit dependence information.

Remark 7.2.3. In [Hen61] Henkin introduced a generalized form of existential quantifiers, to
which we shall refer as Henkin quantifiers, but they are sometimes also called finite partially
ordered quantifiers or branching quantifiers or nonlinear quantifiers (see [KM95] for a broader
overview.) Henkin quantifiers can explicitly express dependence of existentially quantified variables
on universally quantified ones. For instance, in the sentence ¥ := VzVx3,y. Q(z,y) <> P(x) the
value of y may depend on the value of z but has to be independent from x’s value. This sentence
is equivalent to the second-order formula sy == 3f,.V2Vx. Q(z, fy(2)) <> P(x) for some Skolem
function f,. One could say that Henkin quantifiers make independence explicit by not listing
certain universally quantified variables as a subscript.

The patterns of weak vs. strong dependence induced by separateness of variables are more subtle
than a strict classification into full dependence vs. full independence as encouraged by Henkin-
style quantification. For example, the slightly modified sentence ¢ :=V2VxIy. Q(z,y) + P(x) is
equivalent to

¢’ == VzIyiya V. (Q(%yl) - P(x)) A (P(z) - Q(Zay2))7
where the weakness of the dependence of y on x in ¢ becomes evident. Using second-order quantifiers,
we can make this explicit:
¢" = 3g192. V2. ;4 93 V2. (Q(z,9i(2)) +» P(x)),
which is again equivalent to .

Altogether, the example illustrates that separateness of existentially quantified and universally
quantified variables leads to a certain degree of independence, but it does mot reach the level of
independence Henkin quantifiers can guarantee. This is not at all surprising, because Henkin
quantifiers increase the erpressiveness of first-order logic significantly.

In recent years concepts of dependence and independence in first-order logic have been studied that
are much more sophisticated than Henking quantifiers. This has recently become an active field of
research. Introductory material and further references can be found in [Vai07, GKVV16, AKVV16].
Possible relations to the notion of weak dependence studied in Chapter 4 and the present section
remain to be investigated.>

The transformations outlined in Example 7.2.2 have been done more systematically in the

proof of Lemma 2.0.3 and 2.0.4 (Chapter 2). Moreover, this approach was central to the numerous
translation procedures devised in Chapter 3, e.g. for translating GBSR into BSR, GAF into AF,
and so on. Schematically, the technique can be stated as follows:
Consider a relational first-order sentence ¢ := VX13y; ...VX,3y,. ¥ in standard form. A basic
formula is any atom A, any negated atom —A, and any formula Qu.x with @ € {3,V}. An
occurrence of a basic formula 7 in a formula v is considered mazimal, if the occurrence is not a
proper part of an occurrence of another basic formula. We start by setting k := 0 and ¢y := ¥:

3This was suggested to the author of the present thesis by Erich Gridel at the Algorithmic Model Theory Meeting
in Berlin, Germany, in March 2018.
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(1) Transform v, into a disjunction of conjunctions of basic formulas (maximal occurrences of
basic formulas in v, are treated as indivisible units) by application of the laws of Boolean
algebra.

(2) Set v}, := 3y,_. ¢ and shift the leading existential quantifiers inwards as far as possible.

We do not rename bound variables and thus the result may contain multiple occurrences of
quantifiers with the same variable name.

(3) Transform 1)}, into a conjunction of disjunctions of basic formulas (maximal occurrences of
basic formulas in )}, are treated as indivisible units) by application of the laws of Boolean
algebra.

(4) Set Yp41 := VXp_g. 1), and shift the leading universal quantifiers inwards as far as possible.

Again, we do not rename bound variables.
(5) Stop if K =n — 1, otherwise increment k by one and continue at Step (1).

In the previous sections we have often assumed that certain sets of variables are separated and
have then shown that after applying the above scheme there is no quantifier Qv whose scope
contains variables from two separated sets. We now proceed in the other direction and devise an
overapproximation of the variables captured in the scopes of quantifiers in v,,. The analysis will
be based on ¢ and we will be using reasonably simple syntactic criteria.

Let x:=%X;U...UX, and § :=y1 U...U¥,. Moreover, let At be the set of all atoms occurring
in ¢. In this section, we need a refinement of the notion of the index of a variable.

Definition 7.2.4 (Extended upward closure of captured quantified variables). The block index of
a variable v € X U§ is denoted by bidx,(v) and defined such that

. 2k —1 ifv ez,
bidx, (v) = {Qk if v € V.

Let =, be the smallest reflexive and transitive relation over the variables in ¢ such that v =, v
whenever bidx, (v) < bidx,(v") and there is some atom in ¢ in which v and v' co-occur. For every
variable v in ¢ the upward closure V=" is the set {v' € vars(p) | v <, v'}. The extended upward

closure 175” s the smallest set satisfying the following properties:
- =
(a) V57U CVEY, and
(b) for all v',v" with bidx,(v) < bidx,(v') < bidx,(v"”) and v"” € 175” N Vg”/ we have VE”/ -
e
5
For all of the above notations we omit the subscript ¢ if the respective ¢ is clear from the context.

Intuitively, for any quantifier Qv in ¢ the set y=v overapproxiamtes the set of all bound
variables that occur in the scope of Qu during and after finishing the procedure described above.
We leave it to the reader to prove this intuition formally.

Lemma 7.2.5. Let u,v € vars(p) be any two variables in .
(i) If bidx(u) = bidx(v), then we either have VEu = V2o or VZun Pz = ).
(ii) If bidx(u) < bidx(v), then we either have = C VEu or VEV A VEY = ).
Proof. We start by proving the following auxiliary results:

Claim I: Let w,z be two variables in ¢ with bidx(w) > bidx(z). Then, V=% C V=7 entails
Ve cvre

bidx, (v)



Aty (V)
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Proof: For every w” € V=¥ there is some chain of variables w},w?, ..., w!,, ,w! such that

bidx(w) < bidx(w}) < bidx(w}) for every i, and

!
wl € VEW AVE,
’ ’
wy € VW A VEvE,

' !
w;:L = Vtwm—l N Vtw;n’
w’ € VEWm,

By definition of = , our assumption V=% C V=% entails that the existence of the chain

pLion X
wi,wy, ... wh,,w! leads to V=% C V=% for every w). Hence, w” € V=7, In other words,

we have V=¥ C f}tz. O

Claim II: Let w, z be two variables in ¢ with bidx(w) > bidx(z). If there is some variable a” with
' € VEY N VE% then VEW C V=2,

Proof: Because of 2"/ € V= we have bidx(z") > bidx(w) and there is some chain of variables
wi,wy, ... wh ,wr such that

bidx(z) < bidx(w) < bidx(w}) < bidx(w}') for every i, and

’
Wl € VIv A vEv,
’ ’
wh € VE¥I NV EW2,

’ ’

w’xl c Vtwnzfl M Vtw;",
’

2 € VEWnm,

Because of z”/ € V=% we have bidx(z”) > bidx(z) and there is some chain of variables
21,215 .., 2y, 2, such that
. . p . " .
bidx(z) < bidx(2}) < bidx(z]) for every j, and
2 evErNVEA,
2 eVEanyEs,

: - ’ - ’
2 € V=R O VE

!
z' e V=,

By definition of \A/?Z, we get VZE C VE for every z; (following the chain VERyES Vtz;)
and Vi C V=2 for every w) (following the chain VZm .. VZWi1VZw) and VEw C VE2,
By virtue of Claim I, the last observation entails V=% C V=2, O

Assume bidx(u) = bidx(v) and suppose that V=% A VY contains at least one variable w. By
virtue of Claim II, we get Vv - V=v and Vv C =3 Therefore, Vru — v,

Now assume bidx(u) < bidx(v) and suppose that VZu A VY contains at least one variable w.
By virtue of Claim II, we get yrv - f}tu‘ Moreover, we have u € VZ% C V= on the one hand
but u ¢ V=" on the other hand. The latter holds as for every z € V=" we have bidx(z) > bidx(v).

Consequently, = 2 %= O

For any set V' C vars(¢) we denote by At, (V') the set of all atoms occurring in ¢ that contain
at least one variable from V. The following lemma follows immediately from Lemma 7.2.5.

Lemma 7.2.6. Let u,v € vars(p) be two variables for which bidx(u) < bidx(v) and v & V=",
Then, At,(V=") N At,(V=Y) = 0 and, hence, the sets V=" and V=Y are separated in .
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It is now our aim to show that any existentially quantified variable y. in ¢ depends only weakly
on any universally quantified v if there is no z such that V=% contains both y« and v. Moreover,
we intend to exploit this insight when Skolemizing any of the existentially quantified variables in ¢.
We start with a syntactic approach. A semantically-minded alternative will follow later.

Theorem 7.2.7. Let ¢ := VX351 ...YX,3yn. ¥ be a first-order sentence in standard form with
quantifier-free . Consider any k, 1 < k < n, and let y, be some variable in yy. Let W be the W

union of all sets ‘A/E“ that contain y. and let X, be a tuple containing exactly the variables x from
(X1 U...UXg) NW. Then, there is some positive integer m such that ¢ is equivalent to some
sentence of the form

= 3f1mei15|5’1V5<k3(§’k\{y*}) \/ ¢/[y*/fj(5(*)]'

1<j<m

Moreover, every atom in v’ is a copy of some atom from 1) where bound variables are possibly
renamed after shifting quantifiers.

Proof sketch. Let W be the complement of W, i.e. W := vars(¢) \ W. By Lemmas 7.2.5 and 7.2.6, W
we observe the following properties for all w € W and v € W:

(a) VienvVzr =90,
1 =u 1 =v A4
(b) V' CWoand V¥ C W, and
(c) the sets ‘7;“, XA/E” are separated in .

It follows that the sets W and W are separated in .
Let @, ¥, W%, z° with i = 1,2 be tuples of variables defined as follows:
! contains all the variables from W N (%X; U...UXg),

12 contains all the variables from W N (X411 U... UX,),

(%
(

¥! contains all the variables from W N (1 U...U¥y),
(¥

v2 contains all the variables from W N Vi1 U...UFn),

Wl contains all the variables from W N (%3 U... UZXy),

w2 contains all the variables from W N (X441 U... UX,),
7' contains all the variables from W N (1 U...U¥g) \ {vs},
7z? contains all the variables from W N (7141 U... U¥,).

Then, the sets il U2 Ut U¥? and w! Uw? U {y, }UZ! UZ? are separated in ¢. Using the techniques
from the proofs of Lemmas 2.0.3 and 2.0.4, we can transform ¢ into an equivalent sentence ¢ of
the form

"= Vilayl . Vickﬂ(yk\{y*})fly* \/ Xi(ﬁlv\_]l) A 77@'(‘7‘71, Y zl) ’

i€l

where I is some finite set of indices, the quantifiers for the variables in % U ¥2 have been shifted
into the subformulas y;(iit, ¥!), and the quantifiers for the variables in W2 U z2 have been shifted
into the subformulas 7; (W', y.,z"). Next, we show that ¢” is equivalent to some sentence ¢’ that ¢’
has the form

= 3f V3 YR IEN D) V V e@ ) A E 7Y [p/ ()]
1<k<m i€l

In the rest of the proof, we use G',¥',w',z' without superscripts, i.e. we write , W, Z instead.
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Any model of ¢’ is certainly a model of ¢, i.e. we have ¢’ = ¢”. Let A be any model of ¢”.
Then, there are mappings oy : A"l x AWl — AL g 2 Alnl 5 AN 5 A" and o, = AlT x AIYE 5 A7
that resemble parts of some satisfying strategy that exists for ¢”. More precisely, we have

A\ xi(a,09(3,9)) Ani(c, 04, (3,€),04(a,0))
i€l

for all a € Al"l and ¢ € AI¥l. Every pair a,b of tuples a € Altl and b e AV ‘can be characterized
by the set S;5 := {i € I | A |= x;(a,b)}. Similarly, for every pair ¢,d with ¢ € AI¥l and
d € APl we define the set T.4 := {i € I | A = Jy..n;(c,y.,d))}. Then, we observe that
A E Ve xi(a,09(3,0) A 3y..ni (¢, Y+, 02(3,€)) holds if and only if S; 5. 56) N Tt,0,(s5,c) is nO
empty.

For every ¢ there is a smallest integer me and two lists ai,...,am,, and T1,..., T, of tuples
a, € Al and of sets T, C I that satisfy the following properties.

(a) For every k we have Ty, = Tt 5, (5, ¢)-
(b) For every a the set S; (s shares at least one element with at least one of the 7.
Hence, there exist mappings 7, : A%l x A%l — AlZl and 7, : A8l x A"l — A such that for every a
(i) there is some k such that 7;(a, c) = oz (ag, ©),
(i) T&r,(a,e) N S5,0.(a,c) cOntains at least one index j, and
(iii) 7y, is defined such that A = n; (E, Ty, (3,0), Tz(é,é)) for some j € S35, (a,¢)-

This entails A = \/,; xi(3,0v(3,¢)) Ani(c, 7. (3,©),7(5,0)).

Let m := max{me | ¢ € AI"I}. Notice that m < |I|. Let 71,...,7, be mappings with the
signature 74 : A"l — A such that for every ¢ and every k, 1 < k < me, we set 74(€) := 7,, (3, ¢) —
for k > me we can define 7 (€) arbitrarily. Then, we observe

A’Z\/(Xi(io\—,(é,é))/\ \/ ni(E,Tk(E),Tz(é,E)))
iel 1<k

H V  Vxia0e(3,9) Ani(e m(e), (3,9) -

1<k<m iel

IN

m

This entails that A satisfies ¢, which finishes the proof. O

Notice that we used a quite different notion of fingerprint in the proof of Theorem 7.2.7 than
we have used before. This approach is encouraged by the special syntactic form of the matrix of ¢’.

Theorem 7.2.7 is somewhat unsatisfactory, because the shape of the formula v’ can only be
determined by following the scheme described earlier (page 192), which in general requires a
lot of syntactic transformations. It seems to be much more appealing to find a purely semantic
argument (or a way of gracefully undoing the syntactic transformations), which in the end gives
us a non-standard Skolemization technique that requires only straightforward replacement of
subformulas. In the rest of the present section we shall make such an attempt and show the
following result.

Theorem 7.2.8. Let ¢ := VX13y1...VX,3yn. ¥ be a first-order sentence in standard form with
quantifier-free 1. Consider any k, 1 < k < n, and let y. be some variable in yy. Let W be the

union of all sets ‘//\:pj“ that contain y, and let X, be a tuple containing exactly the variables x from
(X1U...UXg)NW. Then, there is some positive integer m such that ¢ is equivalent to the sentence

¢ =3fi . fn Y3 YT\ {p D) YRk IReg YR30 [/ fi(R)]

1<i<m
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Fix any structure A over the vocabulary of ¢ and consider the model-checking game associated
with ¢ over A. In the context of Theorem 7.2.8, we use the notion of strategy and related concepts
from Chapter 4. Again, let W := vars(p) \ W denote the complement of W. By Lemmas 7.2.5

and 7.2.6, we know that W and W are separated in ¢ and that, hence, the sets of atoms At(W)
and At(W) are disjoint (see also the proof of Theorem 7.2.7). Recall that a strategy o is a sequence
(01,...,0,) of mappings o; : A1l x . x ARl 5 AVl We divide every ; into two parts X!, X?
such that %} =%, NW and £? = x; NW. Analogously, we divide every ¥; into two parts y;, 2. For
convenience, we also split every o; into two parts: o} : AR AR o AR 5 AIRTL 5 AlS
and o2 : A1l s AR5 s AR AIREL 5 AT

Next, we define fingerprint functions that suit the setting of Theorem 7.2.8. In this situation
it is convenient to use two complementing kinds of fingerprints. On the one hand, the mappin%s
vk, v}, assign fingerprints over the set At(W) to sequences of tuples ay,ci, ..., ay, ¢ with a; € Al%]
and ¢; € Al%il. The mappings &k, &, on the other hand, assign fingerprints over the set At(WW) to
sequences of tuples bq,dq, ..., by, d, with b; € A and d; € AIF?1

Definition 7.2.9 (Fingerprint functions vy, v},). Based on ¢ and A, we define the family of
fingerprint functions v, v, with 0 < k <n as follows

vl Al AlFTE xj‘*“ x Alval — PAt(W) such that for all tuples ay,...,a,, C1,...,Cn
and every A € At(W) we have A(X3,¥1,...,%L,51) € v,(a1,€1,...,3n,Cn) if and only if
A |: A(él, 617 “e ,5n,(_:n),‘

o s AR AL 5 s ARl A‘g’iﬂ x Al%ul — P2AL(W) such that for all tuples ay, ..., an,
Cly...,Cn—1 and every S € PAt(W) we have S € v}, (31,€1,...,3p_1,Cn—1,3n) if and only if
there is some €, such that v/, (31,C1,...,3n—1,Cn—1,3n,Cn) = 9;

vy AR AT o x ARl x AlFaal P3At(W) such that for all tuples ay,...,a,_1,
C1y.--,Cn1 and every S € P?At(W) we have S € v/, _1(3a1,€1,.-.,3an_1,Cn_1) if and only if
there is some a, such that v,,(31,C1,...,3n-1,Cn—1,an) = 9;

Vi s AR AlST s P21 AG(W) such that for all tuples a1,€ and every S € P2—2At(W) we
have S € vi(a1,¢1) if and only if there exist some ag such that v5(a1,¢1,a2) = S.

v 2 AL s PAG(W) such that for every tuple 3, and every S € P2 LAt(W) we have
S € v1(a1) if and only if there exist some €1 such that v{(a1,¢1) = S.

We denote the image of any fingerprint function v;, by
im(vy,) == {v,(a1,C1,..., 3k, k) | @ € Al & e AR for every i}.

Analogously, we denote the image of any fingerprint function vy by im(vy). Given a strategy o, we i

denote the image under o of any fingerprint function v, by
im, (v},) :== {v}(a1,01(a1,b1),...,ak,04(a1,b1,...,3k by)) | a; € ARl b, € AR for every i}.
Analogously, we denote the image under o of any fingerprint function vy, by im, (vg).

Definition 7.2.10 (Fingerprint functions &, &),). Based on ¢ and A, we define the family of
fingerprint functions &, &, with 0 < k < n as follows

& AR AT 5 x AIRRE x AIFRT PAL(W) such that for all tuples by, ... by, di,...,dy

and every A € At(W) we have A(X3,5%,...,%2,52) € &u(by,di, ..., by, dy) if and only if

A |: A(Bhala vy bnadn);

En s AL AT s ARGl s ALl s AL 5 P2AL(W) such that for all tuples by, ..., by,
di,...,dn_1 and every S € PAt(W) we have S € §,(b1,d1,...,by1,dn_1,by,) if and only
bn

al»
if there is some d,, such that & (by,d1,...,b,_1,dy_1,bn,dp) = S;

=

X

Q <yl
[y ISR aIN
|

/
Vi, Vk

im, (v,),
im, (vg)

€k; g;c
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net Al X AT % x ARl ATl P3AL(W) such that for all tuples bi,...,bn_1,

di,...,dn1 and every S € 772AE(T/I{) we have S € E;le(Bl,al, ooy b 1,dn1) if and only
if there is some b, such that &, (b1,d1,...,bp_1,dn_1,b,) = S;

¢ AR AVl — P2 LAL(W) such that for all tuples by,dy and every S € P> 2At(W) we
have S € &((b1,dy1) if and only if there exist some ba such that £3(by,dq,bs) = S.

€« AT 5 P2 AL(W) such that Jor every tuple by and every S € P*"~*At(W) we have S € & (b1)
if and only if there exist some dy such that & (by,d1) = S.

im(&;,), In analogy to Definition 7.2.9, we denote the image of any fingerprint function &, by im(¢;) and

im(&) the image of any & by im(&;). Moreover, given any strategy o, we denote the image under o of
any fingerprint function & by

img(&},), im, (&) == {&,(b1,0%(a1,b1),...,bg,02(a1, by, ..., 3, bx)) | a; € Al b, € AR for every i},

im, (&k) and the image under o of any fingerprint function & is denoted by im, (&x).

Next we show that, staring from any given strategy, we can construct a strategy with a similar
outcome that is uniform with respect to the just defined fingerprint functions.

Lemma 7.2.11. For every strategy o = (01,...,0n) there is a strategy 7 = (11,...,7,) that
satisfies the following conditions.

v-{-uniform-  (a) 7 is required to be v-&-uniform. That is, for every k and all tuples 31,3} € A"ZH, .., ap,a) €
ity AR e AR by by € A by, b, € AR we observe
(a1, b1,..., 3k, b)) = 71 (a1,b), ..., 3, b))
and
72(a1, b1, ...,3k, by) = 72(3},b1,...,3,,by)

whenever we have

Vl(éllel(éh 51)7 e 7527177_,@171(517 Blv e 755717 5571)755)
= Ve(élthl(é/la Bl)a .. '752—177-61—1(5/17 Blv .o -752—17 B@—l)véé)
and

§£(51,711(51, b1),...,be—1,77_1(a1,b1,...,30-1,be_1), 5@)

:55(6/1,7'11(51,6/1),...,62_1,7'@1_1(51,5/1,...,55_1762_1),B2)
forevery £, 1 <t <k
(b) Out, C Out,.

A, Proof. For i = 1,...,n we define A, as abbreviation of A%l x AR x s AR« AR We
)
stand

. . . . —(k —(k
Qi (...) construct certain representatives « S0 T8 € A, inductively as follows. The S (k) and T (

<(k) (k) X
ST for a sequences Sy ...Sok_1 and T7 ... 75,1 of 2k — 1 fingerprints each, satisfying Sop_1 € Sop_o €
..€8 and T €T o€ ... €Ty.

Ay 5™ 7y

Let k = 1. We partition A; into sets A, (g, ) with S1 € im(v1) and Ty € im(&) by set-
ting Ay (s, 1) = {<51,51> c AlKl x AlX] ‘ 1/1(51) = S; and 51(51) = Tl}. We pick one
representative oy (s, 7,) € Ay (g, 1) from every set A; g 7).

Let £ > 1. We construct subsets A

—k.(@““’ T(k)> - Ak with So; € So;_1 € im(ui) and Ty; € To; 1 €
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im(&;) for every i, 1 < ¢ < k, by setting Ak (S0 Ty =

{{e1,d1,...,Ch1,dr—1, 3%, bi) |

ai € AIS‘U, by € /_\Ifcil and there is some

Qg (g1 -1y = <Elyal>~~76k71aak71>>

& € A and d; € AR for every i, such that

vi_1 (€1, 01 (€1, d1), .. ,ak,ha;_l(al,al,...,ak,l,ak,l)) = Sop_oa,

e 1(d1701(C1,d )yvosdi—1,0p_q (€1,d1, .. Ehm1, A1) = oo,

vi(€1,01(€1,d1), ..., Ch1, 041 (€1, d1, ..., Cho1,dp—1),35) = Sop_1, and
§k(al,a%(61, 1)seesdp1,08_1(C1,dy1, ..., Ch1,dr_1),b ) :TZk—l} .

We pick one representative « from each nonempty A

K, (S T A g® )y -
Having all the representatives e A ON at hand, we inductively construct 7, starting from
i, 7% and going to 7}, 72.
Let k = 1. Consider any representative (¢;,d;) := o (s,,1;) for any fingerprints S1,T1. Let

SQ = I/i (61,0%(61,81)) and T2 = 51 (al,Jf(Cl,dl)).

For any tuple a; € AR with 2 (51) = S we define 7} (a1, d;) as follows. Since Sy € 1 =
1 (51), there is some tuple & for which 17 (51,é1) = Sy. We set 7{(a;,d;) := ;. In case of
a; = ¢y, we make sure that & = o{(¢y,dy), Le. we set 7 (o (s,,1y)) == o1 (@1 (s,,1))- Hence,
we get v{ (a1, 7 (a1, d1)) = So.

Symmetriaclly, for any tuple by € Al with & (b1) = T we define 7{(c, by) as follows. Since
TheT =& £b1) there is some tuple f; for which 51(b1,f1) = Ty. We set 72(cy, 51) =f;. In
case of by = d;, we make sure that f; = 02(c;,dy), i.e. we set T12(a1’<51’T1>) = 0%(051,<31’T1>).
Hence, we get & (b1, 7£(c1,b1)) = T5.

Now, consider any two tuples a; € AlX q , by € A|X1‘ and let Sy —Vl(al) and T1 =& (by).
Moreover, let (¢1,d1) = ay (s, ). We 5et and 74 (al,bl) := 71(ay,dy) and 72(a;,by) :=
T%(El,bl).

Let k& > 1. Consider any representative (¢;,ds,...,cx, di) = a for any two sequences of

17<§(’€)7T(1¢)>
fingerprints F(k),T(k). Let Sor := v}, (€1,01(€1,d1),... Sk, 04(C1,d1,...,Ck,di)) and Toy, :=
fllc (dl,J%(él, dl), - ,dk, O’,%(El,dl, ceey Ek,dk)).

For any sequence of tuples ay, ..., a3, with ~ ~
ve(ar, mi(ay,dy), ... 31,7 (a1, d1, ... ap1,de—1),30) = Saes
for every ¢, 1 < ¢ < k, we define 7 (a1,d1,...,ax,dx) as follows Since Soi, € Sak_1, there is

some tuple €; for which

vi(ar, 71 (a1, d1), ..o, ap—1, 71 (@1,d1, . ., 3k—1,dg—1), 3, &) = Sag.
We set Tk(al,dl, . ak,dk) := €. In case of 3, = ¢; for every i, we make sure that
€, = ak(chdl, .. ck,dk) i.e. we set Tk( X <§(k)’T(k)>) = O’I};(ak)<§(k)’f(k)>). Hence, we get

v, (a1, 7t (31,d1)7~-~,ak—177'k_1(31,d1,~--,5k—17dk—1),5k,ﬁi(51,d1,~--,5k7dk)) = Say.
Symmetrically, for any sequence of tuples bi,..., BE with - -
(b1, 72(c1,b1), ... be1, 77y (€1, b1, ... Com1,beo1), be) = Topy

for every £, 1 < £ <k, we define 72(C1, b1, ..., T, bg) as follows. Since Toy € Toi_1, there is
some tuple fj, for which B B B o

&, (by, 72(C1,b1), . .- ap—1, 77 (€1, b1, Crm1, br—1), b, fi) = Tor.

We set T%(El,bl,...,ék,bk) := fi. In case of b; = d; for every i, we make sure that
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fr = 02(c1,d1, ..., Ck,dy), i.e. we set Tg(ak,<§(k)7f(k))) = O']%(ak7<§(k),f(k)>). Hence, we get

5]2(5177-12(61’ 51), ey Bk—l; 7']?71((721, 51, ey Ch—1, Bk—l), Bk,Tg,l(Eh 51, ey Cy Bk)) =To.
Now, consider any sequence of tuples ay, bi,...,a, by with 3; € A%l and b; € AR for every
1. Let F(k) :=51...59_1 be a sequence of fingerprints such that

Sgifl = l/i(él,’rll(él, 51), ey 51',177'1-1_1(51, 51, ey 57;,1, Bi,1)7 57;)
and
Sgi = U{(ﬁl,Tll(él, Bl), N ,51‘_1,7'1-1_1(51, 61, ce 7§i—17 Ei_l),éi,Til(él, Bl, . ;51’7 Bz))
for every i, 1 <4 < k — 1, and, moreover,
Sop_1 := vy (51, 7’11(51, Bl), ey §k_1,7']%71(51, Bl, ey k-1, Bk—l),ék)-

In addition, let T(k) =1T]. .;Tgk,l bq a sequence of ﬁngergrints such t}}at -
Toi—1 =& (b1, 7£(a1,b1), ..., bi—1,72 1(a1,b1,...,3;-1,bi—1),b;)
and

Tgi = 61{(5177'12(51, Bl), . .757;_1,7'2»271(51751, .. .,51'_1,51'_1)757;77'7;2(51, Bl,. .. 75@,57;))
for every i, 1 < i < k — 1, and, moreover,

To—1 = & (b1, 7E(31,b1), ..., bee1, 77_1 (31, b1, ..., @k—1,br—1), b).

Suppose there exists a representative (¢, dy,...,cCk, ak> = GF® FWy we show in Claim II
that this is always the case. Then, we set mt(a1, by, ..., 4k, by) = 7}(a1,d1, ..., 3k, dg) and
T§(51,b1,...,§k,bk) = T%(El,bl,...,(_:k,bk).

Claim Ia: For all k, 1 < k < n, we have im, (uk) C im, (uk) (where we consider im. () to be
defined such that any value v(...) can only enter im.,(vy) if all of its arguments are defined).

Proof: Fix some v and let S € im,(vg). Then, there are tuples a; € Al e AR
51 € A‘)_(%l, R Bk,1 S A‘ii*ﬂ such that ’7'1(51, 51), R 77—k71(51, 51, e, Ak—1, kal) are defined
and we have

S = l/k(él,Tll(éh 51), ey Ak—1, 713_1(517 51, e, Ak—1, Bk—1)7 ék).
By construction of 7, the mapping 7 _; is defined in such a way that

I 12 R = 1 (= r - ©
l/k—l(alle (31, bl)a tey ak7177—k—1(al’ bla ceeydk—1, bkfl))
S = 1 (= 3 - 3
=Vi_1 (Cl,Tl (Cl, dl), ey Cl—1, Tk_l(Cl, d1, ey Cl—1, dk—l))
A - 1 = 7 = 5
= I/k—l(cl701 (C17 d1)7 cee 7Ck7170k7](cl7d17 ey Cr—1, dk:fl))
for a certain representative (Ci,ds,...,Cx—1,dg—1) = Q) gD -1y
. /(3. 1(3. R - 1 (s - P i /
Since S € uk_l(al,ﬁ (a1,b1),. .., ak—1, 71 (@1, b1, ., AR, bk,l))7 the definition of v;_,
. . _ =1
entails that there is some tuple aj, € A%l such that
= 1(= 3 - 1 (= 3 - p 1\ _
vie(C1,01(€1,d1), ... k1,051 (C1,d1, ..., Ch1,de—1),3}) = S.
Consequently, we have S € im, (v). O

Claim Ib: For all k, 1 < k < n, we have im, (fk) C im, (§k) (where we consider im, (&) to be
defined such that any value &(...) can only enter im, (&) if all of its arguments are defined).

Proof: The proof is similar to the proof of Claim Ia. O
Claim II: For every k, 1 < k < n, and all tuples aj,...,3x, by,...,bs there is a (unique)
representative « such that

k(50 T

S1=w(a1),

Sy = vy (a1, 74 (a1,b1)) ,

So—1 = Vk(517711(51, b1),...,8k—1,7h_1(a1,b1,. .., 8k 1, Bk—1)75k) )
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and
T] = 61 (Bl) )
Ty = & (b1, 77 (a1,b1)) ,

Top—1 = &by, 71 (a1, b1), ... br1, 74—y (a1,b1, ..., 85_1,br_1),by) .

Proof: We proceed by induction on k.

Let k = 1. Consider any pair of tuples a;,b; and set S; = (51) and T = & (51).
Obviously, we have Sy € im(v1) and T € im(&;) and (a1,b1) € A1’<517T1>. Since the set
is nonempty, there is a representative ay (s, 1) € A17<517T1>.

Let k& > 1. Consider any sequence of tuples aj,...,ax, bi,...,by. Let the sequences
F(k) = 851...59,_1 and T(k) ;=T ...To;_1 be defined as indicated in the claim. By
Claim Ja and Claim Ib, we have Sy;_1 € im,(v;) C im,(v;) C im(v;) and Ty €
im,(§;) C imy(&;) C im(¢;) for every j, 1 < j < k. Moreover, the definitions of the v;
and the Ej entail that ng S SQj—l and T2j S T2j—1 for every j, 1 <3< k. Therefore,

we have constructed the subset A,ﬁ GF® F® C A, when defining representatives. We

next show that this set is not empty.

By induction, there is some representative (cy, di,...,Cpo1, ak_1> =0y ke D FkDy

More precisely, the definition of 7 entails

Sok—3 = vg—1(€1,01(C1,d1), ..., Cho2,04_5(C1,d1, ..., Cho2,dk_2),Ck—1)
=1 (€1, 71 (€1,d1), . oo, Chmay Th_g (€1, d1, o, Epay di2), Cht)
and
Top—3 = &k—1(d1, 07 (€1,d1), ..., dr—2,0%_5(C1,d1,. .., Che2,dk—2),dr_1)
= &1 (d1, 71 (€1,d1), ..., dk_o, Tp_o(C1,d1, ..., Epn,di_2), dp_1) -

The mappings T]%_l and 7',?_1 are defined in such a way that

Sok—2 = Vj_1(a1,7{ (a1,b1), ..., 3k—1,7h_1(31, b1, ..., 85_1,by_1))
=vj_y (31,71 (@1, d1), ..., ap-1, T (a1, d1, .., Bp—1,di1))
=vj,_y(C1,01(€1,d1),...,Ch-1,04_1(C1,d1,. .., Ch—1,dk_1))

and

Top—2 = &,y (b1, 74 (31,b1), ., br—1, 71 (31, b1, ..., 3p—1,br1))
=& 1 (b1, 71 (€1, b1), ..., br_1, T (€1, b1, ..., k1, bp_1))
=&y (di,07(€1,d1), ... dp_1, 001 (C1,d1, ..., Cho1,di1))

By definition of v, _, and &;_, and the fact that Sy, 1 € Sox 2 and Top—1 € Top_2,
there are tuples aj, bj such that

= 1= 1 = 1 - 7 = 1 =/
SQkfl = Vk(Cl,Ul (Cla d1>7 e 7Ck71) O-kfl(c17d17 e 7Ck717dk¢71>7 ak)
and
T 2= 7 3 2 (= 3 - 3 r
Tor—1 = &k (d1,07(€1,d1), ..., dg—1,0h_1(C1,d1, ..., Ch1,dr—1),b}) -
— I — I =/ _/ .
Therefore, we have (¢1,d1,...,Ck—1,dk_1,3},b}) € Ak’<§(k)’T(k)>. Hence, Ak&?(k)f(k)) is
not empty. This means we have defined some — indeed, exactly one — representative
O

A, (50 Ty

Claim III: 7 satisfies (a), i.e. it is v-£-uniform.
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Proof: By construction of 7. O

It remains to show Out, C Out,. Let U € Out,, i.e. there exist tuples aj, ..., ap, bi,....,b,
such that U = out, (a1, bi1,...,a,,b,). Since the sets At(WW) and At(W) are disjoint, we may
partition U into two (possibly empty) parts Sa, := U N At(W) and Ty, := U N At(W) which

constitute the fingerprints

Sgn = I/;L(él,’ﬁll(él, 51), ey én,T}L(él, 51, ey én, Bn))
and - - - - -
n — gé(th?]‘(éh bl)a ey bn7 73(517 bll- ) 577,7 bnz)
Claim IT guarantees the existence of some representative (¢1,d,...,Cp,dp) := & 5 iy such
that - - -
Son—1=vn(C1,7h(€1,d1), ..., Cue1, Th_1 (€1, d1, ..., o1, dp1),En)
and - - - - - -
T2n 1= gn (dla’rz(él; dl)a cee 7dn—177—3_1(617d13 ceey En—ladn—l)a dn)
The mappings 7,1, 72 are defined in such a way that
S2n = Z/:Ab(él, T,}L(él, Bl>, e ,én, T}L(gl, Bl, ey én, Bn))
= V;L(El,a'rll(él,aﬂ, ey En,U}L(El,al, ey En,an))
and
15, = §n(51,rn(51,51), 7Bn77-5(51751a 7an75n))
= ;(alaai(élaal)a cee 7871)0-721((_:1)817 e 7Enaan>7an) .
Consequently, we have U = out, (31, by, ...,3,,b,) = out,(¢1,dy,...,Cs,dy) € Out,.
Altogether, it follows that Out,; C Out, . O

Lemma 7.2.11 entails the existence of satisfying strategies that are uniform simultaneously for
the fingerprint functions vy, v}, &, &, if there are satisfying strategies at all. Since this uniformity
applies with respect to finitely many fingerprints, the existence of such strategies reveals the weak
character of certain dependences in the sentence ¢. The next lemma makes this explicit.

Lemma 7.2.12. Suppose that A is a model of ¢ and let o be a strategy that is satisfying for ¢
under A. There is some sequence my, ..., m, of positive integers and there is a strategy T and
a family of mappings py, : AR ox AR 5 AR with 1 < k < noand 1 < § < my, such the
following conditions are met.

(a) For every k and for all sequences ai,...,ax, bi,...,by there is some j such that we have
Tk(al,bl,.. ak,bk)—pk(bl,.. bk)

(b) The strategy T is satisfying for ¢ under A.

Proof. Without loss of generality, we assume that o is v-§-uniform (cf. Requirement (a) in Lemma
7.2.11). In other words, we assume that o is v-&-uniform. Before we start constructing 7, we define

the following notation. Let ay,...,a; and bi,...,bs be sequences with 3, € A%l and b; € Al By
v (a1, by, ..., 3k, by) we mean the pair (Sy...So,—1,71 ... Ter—1) such that for every i, 1 < i < k,
we have
Syi—1 := v (a1, 01(a1,ba), ..., ak—1,04_1 (a1, b1, ..., 3k_1,bk_1),3k) ,
SZZ _V]Ic(élvo—%(élvBQ)w" ak 170k 1 élaB "'75167175]6 1)75 ks O (alvbl,"';ékaBk))a
Toi—1 = & (b1,01(a1,b2), ..., be_1,0%_1(31,b1, ..., 3k_1,bk_1),bx) ,
TQZ = ;(61,0%(51752),... bk 1,0’k 1( B ~~75k7176k 1)6 (al,bh...,ék,Bk)).

We now show that there is a witness for the strategy 7. For every k, let my be the number of
pairs (S1...Sk-1,T1...Tok—1) for which

Soi_1 € imo.(ui) and Sy; € img(ul{) for every 4, and Sok_1 € Sop_o € ... €57,
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T 1 € img(fi) and Ty; € img(a) for every i, and Top_1 € Top_9 € ... € T}.

We associate with each such pair (S7...S2k-1,71 ...T2,—1) one mapping pi and set

pi(Bl, ey bk) = 02(51, b1, vy dk, bk)

for all sequences 51, ceey by for which there exists a sequence ay, . .., a, with v, (3, 51, cevyak, Bk) =
(Sy...8%_1,T1 ... Tor_1). For all other by,...,by, pi shall be undefined. By v-&-uniformity of o,
the pi are well defined.

It is now easy to see that we can set 7} := o} and 7 := o7 for every k. O

Now consider again the two sentences ¢ = VX;3y; ... VX,3y,. ¢ and

¢ =3f o VRT3 YR\ V) YRk IR - VR T O [/ fi(%)]

1<i<m

from Theorem 7.2.8, where we use m := my, with my being defined like in the proof of Lemma 7.2.12
as the number of pairs (S7...S2—1,T1 ... Tar—1) for which we have

Soi_1 € img(ui) and Sy; € img(ug) for every 4, and Sok_1 € Sop_o € ... €57,
T 1 € img(fi) and Ty; € img(fé) for every i, and Top_1 € Top_9 € ... €T,

It is easy to see that we have ¢’ = .
Let A be a model of ¢. Then, there exists a strategy o that is satisfying for ¢ under A.
Applying Lemma 7.2.12, we can assume that ¢ is v--uniform. In particular, there are mappings

Py, p™ with p AR x AR ¥% that exhibit the following properties. For all sequences
ai,...,ak, by,...,bg there is some j for which we have
A, [X1—ay, XTby, ..., Xpay, X —by,
y%HU%(éh 61>7 v 7}7’11%1'—)01&71(517 517 ceeyak—1, Bk*l)a
yirroi(ar,by),. ... ¥i_y—or_q(a1, b1, .. ak—1,br_1)

Forp! (b, ... b)) | VRk413Fk41 - - VR0 3T 0

Since X, = (%1 U...UXg) N W coincides with (x%,...,%2) and because of y. € yy N W = ¥, this
implies that A = ¢'. Therefore, we have ¢ = ¢'.
This finishes the proof of Theorem 7.2.8.

Notice that Theorem 7.2.8 does not subsume the results that we have obtained for GBSR and
GAF in Chapter 4. Even in the setting of SF the theorem would not suffice to show decidability.
Some dependences can still be removed and the theorem strengthened. For a more fine-grained
analysis of dependences, it might make sense to define W differently — see the conjecture below.
As already mentioned earlier, the set V=" overapproximates the set of variables that must lie in
the scope of the quantifier Qu. For example, in the sentence YuVv3y. P(u,v) A R(u,y) we have
Vru = {u,v,y}, vz = {v}, and VEy = {y}. Evidently, y could very well be outside of the scope
of Vv, although V= does not indicate this; however, VZv does indicate it. In contrast to the
setting of Theorem 7.2.8, there is no neat partition of the set of atoms into one part that exclusively
contains variables y only weakly depends on and a disjoint part collecting the variables having
strong ties with y.

Compared to Theorem 7.2.7, Theorem 7.2.8 can already be considered an advance. Nevertheless,
it leaves plenty of room for improvement. Using more sophisticated arguments, one should be able
to proof the following strengthening.

Conjecture 7.2.13. Let ¢ :=VX13y1 ... VX, 37, ¥ be a first-order sentence in standard form with
quantifier-free . Consider any k, 1 < k <n, and let y. be some variable in yi. Let X, be a tuple
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containing exactly the variables x from X1 U ... UXy for which we have y, € yre. Then, there is
some positive integer m such that ¢ is equivalent to the sentence

¢ =3f1 VR I VRAT DV YR I VR I [0/ fi ()]

1<i<m

Intuitively, the conjecture states that the existentially quantified y. cannot depend strongly on
any universally quantified variable v with v, € VZV. Moreover, in such cases we replace y, with
several, though finitely many, Skolem terms that need not have v as an argument.

Further room for improvement may be provided when taking Boolean structure into account,
either similarly to the approach outlined in Section 3.6 or in a yet-to-be developed way.

7.3 Elimination of Second-Order Quantifiers in Second-Order
SF

Elimination of second-order quantifiers can be conceived as a generalization of the satisfiability
problem of first-order logic. Consider any relational first-order sentence ¢ and let P, ..., P, be an
enumeration of all the predicate symbols occurring in ¢. Now consider the second-order sentence
3P; ... P,. . Elimination of all second-order quantifiers in 3P; ... P,. ¢ yields an equivalent first-
order sentence v in which the equality sign is the only predicate symbol. In other words, 1 is
an MFOQO4, sentence over the empty vocabulary. Therefore, we can decide satisfiability of . In
summary, any procedure that can eliminate all second-order quantifiers in 3P; ... P,. can be
turned into a decision procedure for the first-order sentence .

Second-order quantifier elimination has a number of applications in knowledge representation and
automated reasoning, see, e.g., [GSS08, Wer15b, Werl5a, KRSW17]. Tt is a classical result that the
monadic fragment of second-order logic (MSO) admits elimination of second-order quantifiers. This
was discovered by Lowenheim [Low15], Skolem [Sko19], and Behmann [Beh22]. As almost all of the
novel fragments we introduced in Section 3 generalize MFO while retaining a decidable satisfiability
problem, it is natural to ask whether second-order versions of these fragments admit elimination
of second-order quantifiers. We shall only sketch a preliminary answer to this questions for the
simplest fragment and, hence, focus on SF in the present section. Interestingly, already Ackermann
gave a counterexample. In an article from 1935 [Ack35], Ackermann argued that the quantifier 3P
in the following formula cannot be eliminated: 3P. P(x) A =P(y) A Vuv. =P(u) V P(v) V =N (u,v).
The only atom in this formula that could potentially break the separateness condition is N (u,v).
But since both variables u and v are universally quantified, universal variables are separated from
existential variables and the sentence is in SF.

Although Ackermann’s observation seems to be discouraging, it only means that there is,
apparently, no straight-forward way of extending the quantifier-elimination techniques that work for
MSO to a second-order version of SF. In the following we shall present certain syntactic restrictions
that allow the elimination of existentially quantified unary predicate symbols in separated formulas.
To emphasize it again: the presented results are of a preliminary character and are not yet fully
developed. They provide only a first hint at some directions that might be worth following in
future work.

Our starting point will be the equivalence-preserving transformation from SF into BSR, which
we need to adapt only slightly to the needs of second-order quantifier elimination.

Lemma 7.3.1. Let ¢ :=VX13y1 ...YX,3¥n. ¥(X,¥,2) be a relational first-order formula in standard
form with quantifier-free 1. We set X ==X U...UX, and § := 1 U... U7, and we assume
that every variable in the quantifier prefix also occurs in the matriz. Let Xi,...,Xm, C X and
Vis---5,Ymo C ¥ be partitions of the sets X and y, respectively, such that the X1, ..., Xmy,; Y15+ -3 Yma
are nonempty, pairwise disjoint, and pairwise separated in . Then, ¢ is equivalent to a finite
disjunction of formulas of the form

(/\Vi% kae(%'Zai)) A (/\ e /\Lij(ygl’i)) :
b ¢ i j
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where the Ky, and the L;; are literals whose atoms are renamed variants of atoms that occur in .
Moreover, any two sets X)X, with ky # ka, I, ¥i, with iy # iz, and X}, ¥} are separated in the

resulting formula.

Proof. For convenience, we pretend that z is empty. The argument works for nonempty z as well.
We transform ¢ into an equivalent CNF formula of the form

VE1 391 - - ¥R I /\(Xi(i)v V Lk(i))

el kelJ;

where I and the J; are finite, pairwise disjoint sets of indices, the subformulas y; are disjunctions I, J;, Lg
of literals, and the Lj are literals. By Lemma 3.2.4, we can construct an equivalent formula of the
form

¢ =Vx13y, ... VK, /\ (\/ Xi(}_()) \ \/ (3}_’n~ /\ Uf(i)(}_’)) ¢

SCI ieS feF i€S
S#0

where F is the set of all selection functions over the index sets .J;, i« € I. We shift the universal
quantifier block VX,, inwards and thus obtain

O = VxaTg . e (v;zn. \/ Xi()‘()) v\ <3yn. A nf(i)(y)) , o
g% ies feF ies

We now iterate these two steps in an alternating fashion until all quantifier blocks have been shifted

inwards in the described way. The constituents of the result p(3) := /\q (X,(JS) \% \/p néi’)) of this ¢®)

process have the form

X = vz \/ vxe. \/( . ( AV SV Xi()_()) ) @

£y Lo 1 1€Se,,... 0

where the Sy, .. ¢,—1 are certain subsets of I and the yx; are still disjunctions of literals, and

ng;>:3y1./\3y2./\(...(/\ E\ N Lk(y))...) e
Y2 b1 k

L2 €Joy,.. e,

where the Jp, . ¢

tn—1

are certain subsets of (J;c; Ji.
By definition of the sets X, ..., X, , which are pairwise separated in the X,(JS), we can rewrite

every Xf{g) into the following form by regrouping the inner disjuncts:

X0 :qu.\/v)zz.\/(... ( \ vz, X%i/(iif)) ) Xy
L1

0 £y 1</ <my

where the X’@, are (possibly empty) disjunctions of literals. Analogously, we rewrite every ngi)

the form

into

0 = ﬂyl./\ﬂyg./\(... ( A Fa N\ n%j,(yj,)) ) o

£y L2 Ln—1 1<5/<ma

where the 77;77., are (possibly empty) conjunctions of literals.
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We then observe the following equivalences, starting from X((14):

vx1.>l/vxz.\/<. . ( \/ V% \/ X;@.,(ii/)) )

|2 Cr— 1<i’<m;

):(Vil.yVS(g \/( (\/ \/ V(X NXyr) XZ,(XZ)>...)

b1 1<i/<my

] v, . \/vx2 \/( ( \VARRY V(inmii/).xg—,i,(ii/)) )

£2 1<é/'<mq £,

| \/ V(%1 M) \/VXgﬁXl \/(.. (\/ V(xnmzi/).xgﬁ,(zy))...)

1</ <my 14 128 [fn 1
/ ">t
= \/ VX X (Xir)
1<i'<ma

where the x/ are disjunctions of literals. Before shifting universal quantifiers outwards in the last
step of the above transformation, bound variables are renamed so that all quantifiers bind pairwise
distinct variables. Analogously, we have

4 o~ ~
i H N I G
1<j/<ms
where the 77;’/ are conjunctions of literals.

Consequently, we have rewritten ) = A, ( AV, V, nqp ) into an equivalent formula ¢®*) of

V= AV )V (VA e Gh))

q 1<i'<ma p 1<j'<msgy

the form

After renaming bound variables again in such a way that all quantifiers bind pairwise distinct
variables, we transform ¢*) into an equivalent formula that is a disjunction of formulas of the form

/\(V}E% \/Kkz(ig)) A /\( =n /\LU ) ) .
¢ i

k
O

Lemma 7.3.1 provides the syntactic transformations for eliminating second-order quantifiers
that occur in a separated formula under certain conditions.

Example 7.3.2. Consider the SF sentence ¢ := Va13y1VraTJys. R(x1,22) > Q(y1,y2). Nested
alternating quantifiers can be transformed away, as indicated by Lemma 7.3.1. An intermediate
result of this process is

VxlEIyl. ((ng R(.’El,.’tg)) V (EIyQ _|Q(y1, yg)))

A ((ng. —R(z1,22)) V (HyQ.Q(yl,yz))> )

Continuing the transformation, we eventually obtain

(3y1y2y3~ Qy1,y2) A —Q(y1, 2/3))
% ((Vﬂflwz- R(x1,2)) A (3y1y2- Q(yl,w)))
\Y ((V$1$2- —R(z1,22)) A (3y192. _‘Q(yl»y2)))

% ((VI1I2$3~R($1,$2) V =R(z1,23)) A (Fyry2- Qyr, y2)) A (Sysya. ﬂQ(yg,y4))> ;

which is equivalent to ¢ but does not contain any quantifier alternation.
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Next, we formulate syntactic restrictions that enable the elimination of second-order quantifiers
over unary predicates from sentences that belong to a second-order variant of SF. Again, separateness
of sets of variables in a formula plays a central role in our criterion. However, this time it is not
only of interest that universally quantified and existentially quantified variables are separated.
In addition, it is important that within each set of non-separated variables there is at most one
variable that occurs as the argument of the predicate symbol that is bound by the second-order
quantifier we intend to eliminate.

Lemma 7.3.3. Let ¢ :=VX13y1...VX,3yn. ¥(X,¥,2) be a relational first-order formula in which
1 is quantifier free and the sets X :=X1 U...UX, and y :=§y1 U ... Uy, are separated. We assume
that every variable occurring in the quantifier prefix and in z also occurs in the matriz 1.

Let X1,...,Xm; CX and y1,...,Ym, C ¥ be partitions of the sets X and ¥, respectively, such
that the X1, ..., Xm,,¥1,---,Ymy are nonempty, pairwise disjoint, and pairwise separated in ¢. Let
P be a unary predicate symbol satisfying the following conditions:

(1) For every set X;, 1 < i < my, there is at most one variable x} € X; for which ¢ contains
atoms P(x}).

(2) For every sety;, 1 <i
atoms P(y}).

IN

mq, there is at most one variable y; € y; for which ¢ contains

Then, AP. ¢ is equivalent to a finite disjunction of formulas of the form

0(z) A 3P. /\(v;c;ﬁ. Xk (R, 7) V P(m;;l)) A /\(W;w. Xe, R, 7) vﬁp(x;;Q))
k1 ko
AN 0 502 AP ) AN (7 5507 A P

12

i1
NP AN N\-PE,)
41 L2

where (a) the xx, and the X§€2 are disjunctions of literals and the n;, and the n;, are conjunctions of
literals, (b) all the atoms in 6 and in the Xk, , X}, ,, and 1], are renamed variants of atoms that
occur in ¢ and do not contain the predicate symbol P, and (c) the variables Zp, s 2, are pairwise
distinct and stem from z.

Proof. By Lemma 7.3.1, we know that ¢ can be rewritten into an equivalent formula that is a
finite disjunction of formulas in which no universal quantifier lies within the scope of an existential
quantifier and vice versa. We apply this transformation to ¢ and obtain a formula as described
in Lemma 7.3.1. In the next step, we isolate atoms that exclusively contain variables from z,
shift first-order quantifiers inwards so that these atoms are not within their scopes anymore, and
transform the result into a formula ¢’ that is a disjunction of formulas of the form

(A& VEuGan) A (AT ALu@n) A AMG),
k 0 i j r

where the Ky, and the L;; are literals whose atoms are renamed variants of atoms from ¢ and
contain at least one variable from some Xj, or ¥;. The M, are literals whose atoms occur in ¢ and
contain exclgsixiely variables from z. Moreover, any two sets X; , X, with ki # ko, ¥}, ¥}, with
i1 # 12, and X}, y; are separated in ¢’. By inspection of the transformations performed in the proof
of Lemma 7.3.1, we observe that Conditions (1) and (2) are preserved such that they also apply to
the sets X, and ¥} with respect to variables x} and y;, respectively.

This enables us to regroup the disjunctions and conjunctions in the constituents of ¢’ so that
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each of these disjuncts has the form

A (v (V) Kroo o,2)) v HIP7)
v

1%

A NG (A Lo 7)) AEIPGE))
A (/\ My (@) A NFIPG;)

q

where the literals Ky, Lisj, and M,, do not contain the predicate symbol P. The variables z;
stem from z. Moreover, we replace disjuncts (conjuncts) which contain two literals P(v) and —P(v)
with the logical constant true (false). Having this, it only remains to regroup conjuncts and
distribute the second-order quantifier 3P over the topmost disjunction, in order to obtain the
formula advertised in the lemma. O

The formula resulting from Lemma 7.3.3 gives us the right starting point for the elimination
of the second-order quantifier 3P. Before we elaborate on this, we present the Basic Elimination
Lemma that we shall employ for elimination.

Proposition 7.3.4 (Basic Elimination Lemma, see [Werl5a], Lemma 3, and [Beh22]). Let P be
a unary predicate symbol and let x,n be first-order formulas in which P does not occur. Then,
3P. (Vz.x V P(x)) A (Yo.nV =P(x)) is semantically equivalent to V. x V 1.

Consider any formula ¢ := VX13y; ...V, 3y,. ¥(X,¥,7) satisfying the prerequisites of Lemma
7.3.3. Moreover, let there be sets X1,...,Xm;,, and V1,...,¥m, and a unary predicate symbol P as
described in the lemma. Then, Lemma 7.3.3 stipulates the existence of a formula equivalent to ¢
that is a disjunction of formulas of the form

0z) A 3P N\ (YR, X0 (57 V P(i,)) AN (Fh - b (R 2) V P,
k1 k2o
AN D A PEL) AN (e 0 5 ?) A =P

12

21
NN PG AN N-PE)
El 42

in which we can eliminate the quantifier 3P as follows. The shape of the above formula is very
similar to what Behmann called “Eliminationshauptform” in [Beh22] (see [Werlba] for a modern
exposition of Behmann’s results related to quantifier elimination). With the next two transformation
steps we come closer to the syntactic shape of the “Eliminationshauptform”. First, we shift the
first-order quantifiers inwards that do not bind variables x} or v

0 A 3P N\(Voi, (V&N o, D) i (R4,07) V P(,) )
k1

*

= X,

A AVt (VN D v R, 2) V- Pla,))
k2

A AN (B GELNN- 1L G102) APGE))
A AN GEL\L) - 1 (7,.9) A-P(E,))
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Next, we treat the subformulas x; and ] as indivisible units, shift universal quantifiers outwards
(over A\, and A, ) that occur in different conjuncts (and merge them while doing so), shift
first-order existential quantifiers outwards (over A; and /\; ; without merging them), and rename
the variables that are bound by the shifted quantifiers. Moreover, we reorder the conjunctions in
the scope of the quantifier blocks J3u and 3v:

0(z) A 3P. (Vm. (/\ X, [7%, /xD \/P(w))

k1
\—,_./

¥ (x,2)

A ( ( Xk, |75, /2] )\/—|P(x))

_,_/
=: x5(2,2)

A (m (/\772‘1 [, /uis] ) A /\P(“i1)>

=:n;7(9,2)

A (3\7 (/\77Z2 v, Vi, | )/\ /\ﬁP(viz))

i2
%,_/
=:n5(v,2)

A (/\P(z;fl)/\/\ﬁP(zz;)) .
21 12

=]

In what follows we treat the xi, x5 and nj,n5 as indivisible units. One more step remains to
establish a kind of “Eliminationshauptform”. We shift the quantifier blocks 30 and 3v outwards
over the second-order quantifier 3P, reorder the conjuncts within the scope of 3P, and shift
3P inwards so that its scope does not contain the 7}, n5 anymore. Moreover, we make use of
Proposition 3.3.6 and turn the literals P(u;,) into subformulas Vz.z = u;;, — P(z). We proceed
analogously with the literals =P (v;,), P(27,), and =P(z7,):

0(z) A JFuv. ni(1,z) Any(v,2)
A3P. (Va:. X;(z,7) v P(m)) A (Vac. x5(x,7) vV ﬁP(ac))

A (vw' /\(w ~ug, — P(m))) A (V:U. /\(x v, — ﬂP(JJ))>

A (Vx. /\(33 ~ oz = P(m))) A (Vm. /\(33 Aoz, = ﬁP(m))) .
3 I

At this point, the subformula staring with 3P is almost in “Eliminationshauptform”. After
converting the implications into disjunctions and factoring out the [-]P(z), we arrive at a formula
from which the second-order quantifier 3P can be eliminated immediately via the basic elimination
lemma:

6(z) A Fuw. 1 (1,7) A5 (¥,2)
A 3P. (Vx. (x5 (z,2) A /\x % ui; A /\x # 2z )V P(x))
i1 04

A (Vm. (x5(z,2) A {\x % v, A {\x #2p,) V —\P(x)> .
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Using Proposition 7.3.4, we eliminate the quantifier 3P and obtain
0z) A Fv. ni(,7) A (7,7)
A V. ((X’{(m,i) A /\x % u;, A /\ac # z))
i1 ll

V (X5 (z,7) /\/\a: % v;, /\/\33 % zz‘z)) .
in A

In order to convert this result into a somewhat nicer form, we proceed as described in the proof of
Lemma 19 in [Werl5a]. In particular, we remove the disequations x % y, where x is a universally
quantified variable. To this end, we first distribute disjunction over conjunction within the scope
of the quantifier Va:

Next, we factor the subformulas x7, x3, and A;, z 2 vi, A \,, ¥ % 2, into the conjunctions with
which they are disjunctively connected, respectively. Moreover, we turn the resulting disjunctions
into implications:

A o (Xi@,2) VG (,2)
A (/\(w NV, — Xl(x7z)) /\/\(:c ~ 2y, XT(m’Z)))
iz L2
A (A~ = x5@.2) A N\~ 2, = x3(.2)
i 4
N (A = (A A 222)))

A (/\(x#zel /\xaévlz/\/\acsé% )

Finally, we apply Proposition 3.3.6 in a reverse fashion to remove the universal variable = from
some of the subformulas:

0(z) A (V:c. X1 (z,2) V x5 (z, 2))
A Jav. nt (1, 2) An§(v 7)

A /\Xl Ulza /\Xl 2223 /\X2 ulu /\XQ Zéla
A /\/\ullsévl2 A /\/\u“¢z¢2 A /\/\251551)12 A /\/\zglaézez.

i1 12 i1 Lo b1 i b1 Uo

Consequently, we get the following result.
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Theorem 7.3.5. Let ¢ := VX391 ... VX, 370 ¥(X,¥,%) be a relational first-order formula in which
1 is quantifier free and the sets X ;=X U...UXy, and y :=y1 U ... Uy, are separated. We assume
that every variable occurring in the quantifier prefix and in z also occurs in the matriz .

LetX1,...,Xm; CX and yi1,...,Ym, C ¥ be partitions of the sets X and y, respectively, such
that the X1,. .., Xmys Y1, - - Ymy 0T nonempty, pairwise disjoint, and pairwise separated in . Let
P be a unary predicate symbol satisfying the following conditions:

(1) For every set X;, 1 < i < my, there is at most one variable x} € X; for which ¢ contains
atoms P(x}).

(2) For every sety;, 1 <i
atoms P(y}).

IA

mq, there is at most one variable y; € y; for which ¢ contains

Then, 3P. ¢ is equivalent to some first-order formula ' that is a finite disjunction of formulas
of the form

0(z) A (Vx. X1 (x,z) vV X;(x,i))
A Fav.ny(T,z) Ang(v 7)

A /\Xl ’Uzw /\Xl 2627 /\XQ un? /\XZ ZZ17
A /\/\u,lg«évl2 A /\/\ullaéz[2 A /\/\251937)12 A /\/\z,laézh.

i1 i2 i1 4o £y iz 01 Lo

Moreover, all the u;, are variables from U, the v, are from v, and the zj, and zj, are free variables
from 7.

Example 7.3.6. Consider the sentence v := IP.Vr13yVee. R(x1,22) <> P(y). We transform it
into the equivalent sentence

JP. (lexgxg. R(xq1,22) V —|R(951,x3))
A (Farzs. Bar,22)) v (30 ~P()))
A ((‘v’xlxg. —\R(l‘1,$2)) \ (HyP(y))) .

For the sake of simplicity, we shift AP inwards so that its scope only stretches over the last two
conjuncts, which we thereafter transform into a disjunction of conjunctions. This yields

(vxlxzxg. R(z1,22) V ~R(z1, x3)>
A (3P ((Forze. R(r,@2)) A (3y. PW)) )
v ((lexg. ~R(z1,72)) A (ay.ﬁp(w))
v (Gy-Pw) A (3. ~PW)))) -
Since we can distribute the quantifier 3P over disjunction, it is enough to eliminate 3P in the

following three formulas:

(1) 3P.3y. P(y)
H 3y.3P.Vax. (z# yV P(x)) A (true V -P(z))
H Jyvz.z £ yVtrue
H true

(2) AP.3y. - P(y)
H 3y.3PVa. (z#yV-P(x)) A (true V P(z))
H FyVr.z 2 yVtrue
H true
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(8) 3P. (3y. P(z)) A (y.—P(z))
H  3yiye. 3P. (Vz.x #y1 V P(2)) A (Vo.z # y2 V ~P(2))
H  JyiyeVe.x 2y Vo &y
H  3yiy2.-y1 # y2

Hence, ¢ is semantically equivalent to
(lexgxg. R(x1,22) V ~R(z1, 1}3))
A ((V$1$2.R($1,$2)) vV (Vl‘lmg. _\R(l’l,wg)) V (Hylyg.yl 7”5 yg)) .

Remark 7.3.7. Several remarks regrading the shape of the resulting formulas in Theorem 7.8.5
are in order. (a) Although the elimination of 3P potentially introduces new (dis)equations, these
only involve existentially quantified and free variables. This means, the separation conditions
are not violated by these newly introduced equations. Hence, the introduction of such atoms in
one elimination step does not pose an obstacle to the iterated elimination of multiple existential
second-order quantifiers. (b) As the subformulas x5 (vi,,2) may contain universal quantifiers Yw
and atoms R(...w...v;,...), the separateness condition regarding universally and existentially
quantified variables might be violated when introducing the subformulas xi(vi,,z) and, similarly,
the subformulas x5 (ui,,7). (c¢) Perhaps more severely, the introduction of atoms R(...w...v;,...)
may create co-occurrences of variables from the sets Xy, and y;, if w € X, and v, € y;. Then, th
sets X andy; are not separated anymore in formulas that contain the new atom. Similar effects
might affect pairs X, Xp and v;,y; . Hence, if we were to predict whether elimination of the two
second-order quantifiers in a formula IQAP. ¢ is possible using the methods outlined above, we
would need to predict which sets of variables will be separated after the elimination of IP.

The above observations seem to indicate that it is not straightforward to formulate a version of
Theorem 7.3.5 that neatly facilitates iterative elimination of multiple quantifiers in second-order SF.
On the other hand, it might be worthwhile to base the theorem on a second-order variant of GBSR
instead, as Observation (b) might cause fewer troubles in the GBSR setting. Another interesting
aspect is that the symmetry regarding the two Conditions (1) and (2) in Theorem 7.3.5 is perhaps
more restrictive than necessary. It seems that Condition (2) is obsolete, as the resulting formula in
Lemma 7.5.8 could be generalized in such a way that the restriction imposed by (2) is not satisfied
but second-order quantifiers can still be eliminated. Altogether, it is subject to future investigations
whether Theorem 7.3.5 can be enhanced to facilitate iterative elimination of multiple quantifiers.

The presented result can only be a first step towards the formulation of a novel fragment of
second-order logic that (i) extends the monadic second-order fragment, (ii) is based on the concept
of separateness, (iii) admits elimination of second-order quantifiers, also in an iterated fashion.
Remark 7.3.7 already makes clear that a lot remains to be done, in order to achieve this goal.
Furthermore, there seems to be no good reason to confine ourselves to the elimination of quantifiers
over unary predicates only, but aim for higher arities as well. Moreover, the requirements regarding
separateness of variables could be weakened by taking boolean structure into account instead of only
concentrating on the atoms in a given formula, compare also Section 3.6. For example, the formula
3P.Vzy. P(z) A (P(y)V R(z,y)) does not satisfy the prerequisites of Theorem 7.3.5, as {z} and {y}
are not separated and the set {z,y} contains two variables that occur as arguments of P. However,
the theorem can be applied to the equivalent formula IP.Vzixoy. P(x1) A (P(y) V R(xa, y)), as the
sets {x1} and {z3,y} are separated and x5 does not occur as argument of P. As a third possible
improvement, equations between universal and existential variables should be allowed in a less
restrictive way than they are at the moment. To this end, some of the methods that are used to
handle equations during quantifier elimination in the monadic second-order fragment might be
applicable in the more general setting as well.

In the outlined approach we concentrated on transforming the input formulas syntactically
until the Basic Elimination Lemma (Proposition 7.3.4) is applicable. In future work, it is of course
advisable to also try other known approaches, such as the ones described in [GSS08], e.g. the SCAN
algorithm, the DLS* algorithm, hierarchical theorem proving, or variations thereof. The unmodifed
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DLS algorithm, as presented in [GSS08], fails on the logic fragment described in Theorem 7.3.5. In
particular, the preprocessing phase is not always able to transform the input into the required form,
although this would be possible in principle. This is already true for monadic sentences such as
¢ :=3P.Vz3y. (-P(z) V P(y)) A (P(z) V ~P(y)), which is equivalent to 3P.Vz3y. P(z) <+ P(y).
Conradie gave a necessary and sufficient condition regarding the syntax of formulas in which DLS
can successfully eliminate an existential second-order quantifier [Con06]. It turns out that the
occurrences of P in ¢ violate Conradie’s condition in many ways — every occurrence of P is in
malignant conjunctions and disjunctions and inside a V3-scope. Nonetheless, it is not hard to see
that there is a first-order formula that is equivalent to ¢, namely true. A slight modification of
the DLS preprocessing step in the spirit of Lemma 3.2.4 might already solve this particular issue.
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Chapter 8

Linear Arithmetic with
Uninterpreted Predicates

In Part I of the present thesis we have mainly treated first-order logic where only the distinguished
equality predicate had a fixed semantics. The semantics of all other predicate symbols and function
symbols was open to interpretation and only determined by the structures that we considered.
In the literature, such symbols are sometimes referred to as uninterpreted, meaning that their
interpretation is not fixed a priori. In Part IT we will be interested in first-order languages where the
vocabulary contains uninterpreted predicate and function symbols alongside interpreted symbols.
Moreover, parts of the domain are fixed and other parts are not predetermined, i.e. we technically
have a sorted setting. In particular, we shall be considering fragments of the language of linear
arithmetic over the rationals or integers with additional uninterpreted predicate symbols and ask
whether the associated satisfiability problems are decidable.

We have already encountered two well-known decidable arithmetic theories! in Chapter 2 (pages
20-22) and in Section 7.1: Presburger arithmetic — the first-order theory of the integers? with
addition and the usual ordering — and linear rational arithmetic — the first-order theory of linear
sentences over the rational numbers with the usual ordering. Both fragments admit quantifier
elimination, first elimination procedures were devised by Presburger [Pre29] (see [Sta84] for an
English translation and [End01] for a textbook exposition) and Tarski [Tar57], respectively. In 1974
the computational time complexity of deciding membership in the theory of Presburger arithmetic
was shown to be doubly exponential by Fischer and Rabin [FR74], and a more precise lower bound
was later derived by Berman [Ber80]. The computational complexity of deciding validity in linear
rational arithmetic is at least exponential, as follows from results in [FR74], see also Section 7.4
in [BMO7]. Weispfenning has shown that quantifier elimination in linear rational arithmetic requires
at least doubly exponential time [Wei88]. A very recent account of the history and the current
state of affairs regarding Presburger arithmetic can be found in [Haal8]. For a survey of the recent
developments regarding quantifier elimination in real closed fields and some historical background
see [Stul7, Stul8]; these methods also work for rational arithmetic formulas as long as they are
linear. Both arithmetic languages found numerous applications. For a textbook introduction to
linear arithmetic over the rationals or over the integers in the context of automated reasoning and
verification see, e.g., Chapters 7 and 8 in [BMO07] and Chapter 5 in [KS16].

Undecidability of First-Order Arithmetic with Uninterpreted Predicate Symbols

It has been discovered more than half a century ago that the addition of a single uninterpreted
unary predicate symbol to Presburger arithmetic renders the associated satisfiability problem (and

1Formally, a logical $-theory 7T is considered decidable, if there is an algorithm that can decide membership of
any given Y-sentence in 7.

2Qriginally, Presburger arithmetic considers the domain of the nonnegative integers. But this is not serious
restrictions, see, e.g., Example 3.7 in [BMO7].
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also the associated validity problem) undecidable. In 1957 Putnam [Put57] discussed this theory
as one example of an undecidable first-order theory that is somewhat stronger than the decidable
first-order theory of natural numbers with the successor function and a single uninterpreted unary
predicate symbol.? Lifshits mentioned in a note [Lif69] (without giving a proof) that the addition
of one uninterpreted predicate symbol — of unspecified arity — to Presburger arithmetic leads to
undecidability. In the technical report [Dow72] Downey gave an encoding of two-counter machines*
and their halting problem in the Horn fragment of Presburger arithmetic with a single unary
predicate symbol that is uninterpreted. Moreover, undecidability is also implied by a general result
due to Garfunkel and Schmerl [GS74] published in 1974. Seventeen years later Halpern [Hal91]
strengthened the undecidability result for Presburger arithmetic with a single uninterpreted unary
predicate symbol in that he proved ITi-completeness of the associated validity problem, which, given
that the considered language is closed under negation, entails ¥1-completeness of satisfiability.> Only
recently, Speranski [Spel3b] gave an alternative characterization of the analytical hierarchy that is
based on a reduction of II.-formulas with multiplication to IT!-formulas without multiplication
but with an uninterpreted unary predicate symbol. Halpern’s IT{-completeness can be conceived
as a special case of this more general point of view. We shall add some results to this line of
contributions in Chapter 11. As a starter, we will give simple encodings of the halting problem
for two-counter machines based on 3*V* sentences with a very restricted arithmetic language and
a single uninterpreted predicate symbol whose arity is greater than one. On the arithmetic side
we get along with one of the following fragments where ¢ € Q and < ranges over the relations
<, <, =, #, >, > difference constraints x —y < ¢, additive constraints x + 1y < ¢, quotient constraints
T < c-y, and multiplicative constraints = -y < c¢. The details of the encodings can be found in
Section 11.1. In the rest of Chapter 11, we will focus on the universal fragment of Presburger
arithmetic plus a single unary uninterpreted predicate symbol. We shall devise a novel encoding of
two-counter machines and investigate several variants of it. Our results will shed more light on the
border between decidability and undecidability in this context. We will also see that allowing for a
V3 quantifier alternation even leads to Xi-completeness (of satisfiability). Furthermore, we shall
assess the relevance of the undecidability results for a number of verification frameworks. The
mentioned results will not change substantially when we use the rationals as underlying domain
instead of the integers.

Decidable First-Order Arithmetic Fragments with Uninterpreted Predicate Symbols

All of the above said leads to one conclusion: In order to obtain decidable subfragments of the
combination of linear arithmetic with uninterpreted predicate symbols, the arithmetic part needs to
be restricted considerably.® We shall explore the decidable side in Chapter 10 and investigate two
decidable fragments. Both will be an extension of the Bernays—Schénfinkel-Ramsey fragment (BSR)
with a restricted form of linear-arithmetic constraints. For notational convenience, we use the
notation A AT — A for BSR clauses with arithmetic constraints, where A and I' are conjunctions
of atoms, respectively, and A is a disjunction of atoms. The part A contains exclusively arithmetic
atoms and no uninterpreted symbols. The parts I' and A, on the other hand, only contain atoms
that are either (a) relational atoms with some uninterpreted predicate symbol or (b) non-arithmetic
equations u &~ v, where u and v are implicitly universally quantified first-order variables of a
sort that is not pre-determined, i.e. of an uninterpreted sort. We extend BSR in two ways with
linear-arithmetic expressions and call the obtained clause fragments BSR with simple linear rational

3Biichi [Biic60, Biic62] and Rabin [Rab69] proved that the theory remains decidable, if an arbitrary number of
uninterpreted unary predicate symbols is admitted.

4Two-counter machines are a special case of Minsky machines, see [Min67], Sections 11 and 14. See also
Section 11.1 of the present thesis.

5For the definition of the analytical hierarchy and the sets H% and E%, see, e.g., Chapter IV.2 in [0di92] or
Chapter 16 in [Rog87].

6There are still alternatives. One possibility could be to consider sentences in CNF and restrict the occurrences
of variables as arguments of uninterpreted predicate symbols in clauses, as is done in certain decidable clause classes
(cf. Chapter 3, pages 27-28). This was pointed out by Christoph Weidenbach in a discussion in January 2019. We
shall not consider this approach any further in the present thesis.
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constraints — BSR(SLR) — and BSR with bounded difference constraints — BSR(BD).

In the first clause class, which we shall treat in detail in Section 10.2, we allow arithmetic
atoms of the form s < ¢, x < ¢, and x < y in the A-part of clauses, where x and y are rational-
valued variables that are implicitly universally quantified, s and ¢ are linear arithmetic terms
that are variable free (ground), and < ranges over <,<,=,#,>,>. The ground terms s and ¢
may contain uninterpreted constant symbols of sort Q. Since their value is not predetermined,
they can be conceived as being existentially quantified. An exemplary BSR(SLR) clause is

d>0Nc—1<zANz<c+2d hNy<z A Q) — P(z,y).

Remark 8.0.1. The arithmetic atoms admitted in BSR(SLR) are similar to the kind of arithmetic
atoms that appear in the context of the array property fragment [BMS06, Bra07] and extensions
thereof (see, e.g., [GAM09, HVW17a]).” The array property fragment can be used in the context of
verification to specify certain properties of array data structures (see [KS16], Chapter 7 or [BM07],
Chapter 11 for an introduction and examples). Apart from the fact that we concentrate on the
rational domain instead of the integers in Section 10.2, the main difference is that we allow
strict inequalities and disequations between universally quantified variables. In the presence of
uninterpreted non-constant function symbols, strict inequality or disequations can be used to assert
that some uninterpreted function f is injective. This expressiveness prevents certain instantiation-
based approaches to satisfiability checking from being applicable, e.g. the methods in [BMS06, Bra07].
In the context of the array property fragment, this expressiveness even leads to undecidability, see,
e.g. Section 2.4 in [Bra07], or Theorem 11.16 in [BMO7].

A close relative of the array property fragment is the hashtable property fragment presented
in [Bra07], see also [BMO07], Section 11.3. It admits the same syntax for arithmetic atoms.

In the BSR(BD) clause class, treated in Section 10.4, we allow arithmetic atoms of the
form z < ¢, x 9y, and z — y < ¢ in the A-part of clauses, where x and y are rational-valued
variables, ¢ could be any rational number, and < ranges over <,<,=,#, >, > again. We refer
to atoms of the form =z — y < ¢ as difference constraints. An exemplary BSR(BD) clause is

2—y<lA=2<zAz<2A-1<yAy<3Ay<zAQ,z) — Plz,y) V P(y,z).

Remark 8.0.2. Already in the seventies, Pratt identified difference constraints and Boolean com-
binations thereof as an important tool for the formalization of verification conditions [Pra77].8
Applications include the verification of timed systems and scheduling problems (see, e.g. [Pra77,
NMA* 02, TSSP04, dMB11], the textbook [KS16] (Section 5.7), the handbook article [BT18] (Sec-
tion 11.4.5), and Mahfoudh’s PhD thesis [Mah03] for references). Dedicated decision procedures
for Boolean combinations of difference constraints have been devised, see, e.g. [SSB02, MNAMO2,
CAMNO4, ACGMO04, NOO5, CM06, WGG06] and the references therein.

As unrestricted combinations of uninterpreted predicate symbols with difference constraints
lead to an undecidable satisfiability problem (once more, two-counter machines and their halting
problem can be encoded, see Sections 11.1 and 11.4), we have to further confine the language.
We require that every difference constraint z — y < ¢ has to be conjoined with four additional
constraints c; < z, r < dg, ¢y <y, y < dy, where c;,d5, ¢y, d, are rationals. This restriction seems
to weaken expressiveness severely. Indeed, it has to, since we aim for a decidable satisfiability
problem. Yet, we show in Section 10.5 that BSR(BD) clause sets are expressive enough to formulate
the reachability problem for timed automata, for instance.

The main result of Chapter 10 is that the satisfiability problems associated with BSR(SLR)
and BSR(BD) are decidable (cf. Theorems 10.2.14 and 10.4.10). Both results have a very similar
proof outline, which, roughly speaking, proceeds as follows. Given some satisfiable sentence
@ = 3z2Vx. \,; Ci(Z,X), where the C; are clauses adhering to the syntactic restrictions of BSR(SLR)
or BSR(BD), and given any model A |= ¢, we define a suitable equivalence relation ~ over tuples
of rationals such that ~-equivalent tuples cannot be distinguished by the arithmetic constraints

7This was brought to the attention of the author of the present theses by Viorica Sofronie-Stokkermans at the
VTSA summer school in Koblenz, Germany, in August 2015
81n parts of the literature difference constraints are referred to as separation predicates [SSB02, TSSP04].

BSR(SLR)

BSR(BD)
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occurring in ¢. We can formulate this property more precisely as follows. Let X’ be the restriction
of X to rational-valued variables. Moreover, let a be a tuple of elements from A’s domain such
that A = V. (3, X) — notice that apart from rationals a may also contain elements from some
uninterpreted sort. For any two ~-equivalent tuples 7,5 € QX1 we require for all conjunctions of
constraints A(z,X') in ¢ that Q = A(3,7) if and only if Q = A(3,5). The key to decidability is
that we choose ~ so that it induces only finitely many equivalence classes. Based on A, a, and
~, we then construct a model B |= ¢ that interprets the uninterpreted sorts with finite sets and
whose interpretations of uninterpreted predicate symbols do not distinguish ~-equivalent tuples
of rational numbers. We call structures of this form uniform with respect to ~. The proof of
B’s existence is partially based on basic methods from Ramsey theory. If A contains a certain
collection @ of finite sets Q1,...,Qr C Q such that any two ~-equivalent tuples over elements
from @ are indistinguishable under (A, a), then B treats any tuple 7 over Q like the ~-equivalent
tuples ¢ over Q. For this approach to work, it is essential that @ covers all ~-equivalence classes
over Q and each @; contains a critical mass of rational numbers. Ramsey theory provides the right
methods to show that such sets exist for any pair (A4,3) with A = Vx. A, Ci(3,%). The guaranteed
existence of models that are uniform with respect to an equivalence relation ~ inducing only a
finite number of equivalence classes is similar to the finite model property in entirely uninterpreted
settings and it immediately implies decidability.

Example 8.0.3. Consider the following BSR(SLR) sentence @1 and the BSR(BD) sentence o
(we use convenient notation that could easily be converted into syntax that adheres to the restrictions
posed by BSR(SLR) and BSR(BD)):

@1::32122V9Ey.(3<21<zQ<3071)/\ 3<r<zi N3<y<zo — P(m,y))
Nzn<z<yA y<3—51—>P(:1:,y))

and
pri=Vay. ( —2<z-y<O0A-2<z<2A-2<y<2 — P(z,y))
A x< =2 A -2<y<0 — P(z,y))
/\( 1<x A 1<y<2%P(x,y)).

Figure 8.1 illustrates suitable equivalence relations ~1 and ~qo for dimension two (we only have
two universally quantified variables per sentence and per clause). Moreover, satisfying uniform
interpretations are depicted for the predicate symbol P in @1 and @o, respectively. Decidability of
the associated satisfiability problem follows from the fact that ~1 and ~s induce only finitely many
equivalence classes.

The outlined approach to proving decidability is quite general. For a given language combining
linear rational arithmetic with uninterpreted predicate symbols we just have to find a suitable
equivalence relation ~ and the rest can be developed along the same lines as outlined above. Hence,
the outlined approach may turn out to be applicable to other fragments as well. Moreover, in the
light of the insights we have gained in Chapter 3 it is possible to generalize the decidability results
for BSR(SLR) and BSR(BD) to SF and GBSR variants of the two fragments, cf. Theorem 10.3.2
and Corollary 10.3.4.

More on Related Work

We have already elaborated on undecidable fragments of first-order arithmetic with uninterpreted
predicate symbols. There is also a number of works describing decidable fragments of first-order
logic in which linear rational or integer arithmetic is mixed with uninterpreted function or predicate
symbols. However, the results seem to be scattered across the literature. We shall report on a few
such results in what follows. An early result can be found in [Put57]: the first-order theory of the
natural numbers with the successor function plus a single uninterpreted unary predicate symbol
is decidable. This result is subsumed by results due to Biichi [Biic60, Biic62], later extended by
Rabin [Rab69], who show that the monadic second-order theory of the natural numbers with the
successor function (today also known as the monadic second-order theory of one successor (S15))
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Figure 8.1: Left: Partition of the two-dimensional rational plane into ~-equivalence classes with
respect to two rational values si, so assigned to z1, z2 in (1, respectively. Right: Partition of the
two-dimensional rational plane into ~s-equivalence classes with respect to the sentence ¢q. Every
dot, line segment, rectangular white area, and triangular white area represents an equivalence
class. Moreover, the orange-colored parts represent subsets of the rational plane that represent
interpretations of the predicate P(z,y) that are satisfying for ¢1 and @9, respectively, if we put
the z-axis horizontally and the y-axis vertically. These interpretations are uniform in the sense
that any of the equivalence classes is either completely contained in the respective subset or it is
disjoint from the subset.

is decidable. Shelah [She75] reproved some of these results using different methods; the article
also contains a historical overview and additional references to related works. Moreover, Shelah
showed in the same article that the monadic second-order theory of the usual order over the real
numbers is undecidable. Ferrante and Rackoff [FR79] investigated the computational complexity
for deciding the monadic first-order theory of one successor with an uninterpreted predicate symbol:
they obtain doubly exponential upper and lower bounds.

The satisfiability problem for existential first-order sentences combining linear rational or integer
arithmetic with uninterpreted function and predicate symbols can be shown to be decidable using
the Nelson—Oppen combination framework (see Section 10.3). Pratt [Pra77] elaborated on the
subcase where the arithmetic atoms are restricted to difference constraints, i.e. atoms of the form
x — y 4 ¢ where ¢ ranges over the integers. This kind of arithmetic atoms will play a major role
in Sections 10.4 and 11.4. On the one hand, we show that satisfiability is decidable for a certain
first-order fragment combining bounded difference constraints with uninterpreted predicate symbols
of arbitrary arity in the former section. In the latter section, on the other hand, we show how the
halting problem of two-counter machines can be encoded using only arithmetic atoms of the form
T — y < ¢ where c¢ is an uninterpreted arithmetic constant.

An interesting subcase of the existential first-order fragment of linear integer arithmetic with
uninterpreted function symbols with a decidable satisfiability problem is counter logic. This
fragment was motivated and investigated in [BLS02] in the context of hardware verification. The
arithmetic part is restricted to the positive integers with the successor function and the predecessor
function (see Section 11.5.3 for more details). Suitable decision procedures were presented in [BLS02,
GHNT04, ABRS09]. In [ABRS09] also the case of successor and predecessor modulo some fixed
integer is treated. Further positive results stem from the field of software verification, where data
structures, such as arrays, or memory are often formalized using uninterpreted function symbols and
restricted forms of arithmetic over integer indices, partly allowing for universal quantification over
indices. See, for example, [BMS06, HIV08, ABRS09, GAM09, KPSW10, Sof14, RIS17, HVW17a]
and the references therein. See also the textbooks [BM07, KS16] and the handbook article [BT18]
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for further references. We will show in Section 11.5 that little extensions of several of the mentioned
fragments lead to undecidable satisfiability problems.

There are also decidability results based on theory combination beyond the Nelson-Oppen case,
involving universal quantification. Interesting results in this direction are due to Fontaine and his
collaborators [Fon07, Fon09, AF11, CFR14], where component theories are considered that can be
expressed in the decidable first-order fragments MFO~, BSR, AF with equality, GF, LGF, or FO?
(cf. Sections 10.3 and 12.1.1).

Finally, there is the vast field of constraint logic programming (see, for instance, [FA03] for
an introduction), where one can also find positive results regarding first-order arithmetic with
uninterpreted predicate symbols, e.g. [CMT92, CM93].

To the best knowledge of the author, the decidability results that come closest to the results
developed in Chapter 10 of the present thesis can be found in [GAM09, KW12, Krul3, FW12, Fiel3].
In [GAMO09] Ge and de Moura presented a very general instantiation approach that is a decision
procedure for certain subfragments of linear integer and rational arithmetic with uninterpreted
function and predicate symbols. For instance, BSR(SLR) without strict inequalities and without
arithmetic disequations can be decided using this instantiation method. It fails, however, in the
presence of <,#,> in arithmetic atoms in BSR(SLR) clauses. In [KW12, Krul3] Kruglov and
Weidenbach devise a procedure based on hierarchic superposition that decides satisfiability for the
existential first-order fragment of arithmetic with uninterpreted predicate symbols. The calculus
is not limited to the language of arithmetic though, but also serves as a decision procedure for
other background theories. It can even handle universal quantification in Horn clause sets as long
as all variables in background-theory terms are existentially quantified. The setting of linear and
nonlinear arithmetic with uninterpreted predicate symbols was treated in [AKW09, EKK*11] in
particular. In [FW12, Fiel3] Fietzke and Weidenbach described an encoding of the reachability
problem for timed automata in a fragment of first-order linear arithmetic with uninterpreted
predicate symbols whose arity depends on the number of clocks in the input automaton (cf.
Section 10.5). Then, they show that Kurglov and Weidenbach’s hierarchic superposition calculus
modulo linear arithmetic [AKW09, KW12, FW12] can decide (un)satisfiability for the resulting
logic fragment. As we have already mentioned above, we prove in Section 10.5 that the reachability
problem for timed automata can be formalized using BSR(BD) clause sets. However, the latter
does not cover all the clauses that result from the encoding of Fietzke and Weidenbach, called the
FOL(LA) encoding of timed automata in Section 10.5 (cf. Definition 10.5.7). The two fragments
are syntactically incomparable: while the FOL(LA) encoding of timed automata results in Horn
clause sets and contains essentially arithmetic atoms of the form v — v = z — y, BSR(BD) is not
restricted to Horn clauses and does not admit arithmetic atoms v — v = z — y. We shall show in
Section 10.5 that this form of atoms is not required to capture the reachability problem for timed
automata.

One direction to look for new decidable fragments is to draw inspiration from similar encodings
of extensions of the timed automaton formalism. There are numerous kinds of extensions of timed
automata that have been proposed and might be worthwhile targets for such an approach, see,
e.g. the handbook articles [BFLT18, DFPP18] for references. Another source of inspiration might
come from metric temporal logic (MTL), a family of extensions of linear-time temporal logic (LTL).
In MTL the usual temporal operators of LTL, e.g. eventually and until, are enhanced in such a way
that certain quantitative timing constraint can be expressed. An overview and more references can
be found in [OW08, HOD17, BLM*17], for example.



Chapter 9

Additional Technical Preliminaries

We take over and reuse the basic notions and notation introduced in Part I, in particular in
Chapter 1. In Part IT we mainly consider many-sorted first-order logic with equality and a mixture
of interpreted and uninterpreted predicate and function symbols. Some of the terminology we shall
use is borrowed from the framework of hierarchic combinations of uninterpreted first-order logic with

background theories due to Bachmair, Ganzinger, and Waldmann, see [BGW94, BW13b, BW13a].

In particular, in order to simplify terminology and definitions, we take over the neat distinction
of the interpreted part of the considered language, ambiguously referred to as background theory
or base theory (together with background/base sorts), from the uninterpreted part. The latter
comprises uninterpreted sorts and uninterpreted predicate and function symbols, all of which have
to be assigned a meaning in terms of structures. Although this is technically not necessary, we
mostly restrict our attention to single-sorted background theories, such as linear rational or linear
integer arithmetic with the base sorts Q and Z, respectively.! Similarly, we most of the time only
consider a single uninterpreted sort S (we sometimes also use the term free sort). This sort needs
to be interpreted with some nonempty domain, as usual. We continue to use the symbol ~ to
denote the built-in equality predicate for sort S — for the arithmetic sort we use the sign = to
denote the identity relation.

In accordance with this division, we use pairwise-disjoint, countably infinite sets of variables
Varg, Varz, Varg of the respective sorts. Moreover, vocabularies now come equipped with sort
information. An uninterpreted predicate symbol P, for instance, can have a mixed-sort signature
P& X ... X &y, where the §; can be any of the sorts Q,Z,S. To avoid confusion, we tacitly
assume that no predicate or function symbol is overloaded, i.e. each of them has a unique sort.

Recall the definition of linear rational arithmetic (LRA) terms and formulas from Section 7.1.

The underlying vocabulary is Lrra = ({<, <, =, #, >, >}, QU{+, - }), where Q is the only occurring
sort. LRA terms are all ¥1ra-terms in which multiplication only occurs in (sub)terms of the form
r-x where r is a rational coefficient and z is a first-order variable of sort Q. Variables of other sorts
are not admitted in LRA terms. For convenience, we use abbreviations such as —%az — y for the
formal expression f% -z 4+ (—1) -y and the like. LRA formulas are all first-order ¥ ga-formulas in
which all terms are LRA terms. The terms of Presburger arithmetic, called PA terms, are defined
to be the terms over the vocabulary Ypp := ({<, <, =,#,>,>},{0,1,4+, —}), where the only sort
is Z. We also use convenient abbreviations for PA terms, such as —3x 4 2y for the formal expression
0—(x+2x+2)+y+y.2 In Chapter 11 we shall consider the extended language of PA+P terms
and PA+P formulas which is based on the vocabulary Ypaip := ({<, <, =,#, P} {0,1,+,—})

1We use symbols such as Q, Z, N, and R with different meaning. Depending on the current context, we use them
to address the respective sets of numbers, structures, or sorts.

2Notice that the formal term length of the LRA term t; := 42 — 2 differs significantly from the length of the
PA term ¢y := 4z — 2. While the former has term length len(¢1) = len(4 - z 4+ (—2)) = 5, the latter has length
len(t2) = len(z+x+x+x—1—1) = 11. More generally, the rational numbers in LRA terms are formally represented
by constant symbols, the integers in (abbreviated) PA terms can be conceived as being represented in a unary
encoding. Since we will not be concerned with PA terms when analyzing computational complexity of certain
decision procedures later, this technical curiosity will not impact our investigations any further.
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where P is an uninterpreted unary predicate symbol of sort Z. Furthermore, we shall also consider
a second extended language: LRA+PN terms and LRA+PN formulas. Both are based on the
vocabulary Yprat+pn = ({<,<,=,#,P,N},{0,1,+,—}) with P, N being uninterpreted unary
predicate symbols of sort Q.

Throughout the following chapters we shall concentrate on clauses (disjunctions of literals)
and sets of clauses. Occasionally, we treat sets N of clauses as if they were sentences. Then, we
consider any variables that occur in NV as implicitly universally quantified. More precisely, given
any clause set N that is finite, it can be conceived as a sentence pn 1= VX. Ag(z)en C(X), where X
is a tuple collecting all variables occurring in N. Existentially quantified variables are represented
by uninterpreted constant symbols, called Skolem constants, of the respective sort, but their value
is not predetermined. This means, we implicitly restrict our attention to the 3*V* prefix class,
if not explicitly stated otherwise. Given any clause C, we use the following notation: the set of
all constant symbols occurring in C' is denoted by consts(C') — this includes rational numbers or
integers. Similar notation is used for other syntactic objects, e.g. clause sets.

For finite clause sets N we define len(N) := } .y len(C) and || N| := >~y [|C]]. Since the
vocabulary underlying any formula ¢ cannot be assumed to be finite if ¢ contains LRA terms, the
encoding length ||| of such formulas can in general not be expressed in terms of len(y) alone.
Instead, the bit length of the rational numbers occurring in ¢ has to be taken into account as
well. Therefore, we redefine our notion of encoding length accordingly. Henceforth, we assume that
el € O(len(y) - log(|TI| + [©2| + |vars| + k)) where IT and © are the sets of predicate and function
symbols occurring in ¢ and « is the smallest integer that is larger than the absolute value of any
numerator and denominator occurring in any rational number in ¢ (represented by an equivalent
irreducible fraction). The same applies to clause sets containing LRA terms.

In the following chapters a Bernays—Schénfinkel-Ramsey clause (BSR clause) is understood
to be a disjunction of literals that may contain constant symbols but no function symbols of
positive arity. In order to denote BSR clauses that contain arithmetic constraints alongside
with uninterpreted symbols, we use the notation A A" =+ A, where A and I' are conjunctions
of atoms, respectively, and A is a disjunction of atoms. Since A and V bind stronger than —,
explicitly putting the implicit parentheses yields (A AT) — (A). The part A contains exclusively
arithmetic atoms and no uninterpreted symbols. The parts I' and A, on the other hand, only
contain atoms that are either (a) relational atoms with some uninterpreted predicate symbol
or (b) non-arithmetic equations u = v, where u and v are first-order variables of a sort that
is not pre-determined, i.e. of an uninterpreted sort. Requiring the parts I' and A of clauses to
not contain any arithmetic terms apart from variables does not limit expressiveness. First of
all, for every implication AAT — AV s <t where < € {<,<,=,#,>,>} there is an equivalent
implication s < t AAAT — A where < € {<,<,=,#,>,>} is the negated counterpart of <.
Hence, every clause is equivalent to some clause in which all purely arithmetic atoms occur in
the A part. Moreover, every arithmetic term ¢ in I or A that is not a variable and that is not
part of a purely arithmetic atom can be safely replaced with a fresh base-sort variable x; when an
arithmetic constraint z; = t is added to the A part of the clause (a process known as purification
or abstraction [BGW94, KW12]).

Concerning semantics, we adhere to the definitions given in Chapter 1. However, we tacitly
assume that all structures that we shall consider in the following chapters interpret the arithmetic
function and predicate symbols in the usual way, unless explicitly stated otherwise. Notice that
this also affects notions such as semantic entailment and semantic equivalence, which are implicitly
re-defined based on the restriction to the mentioned class of structures. Given any clause set N, we
occasionally write A = N if we have A |= ¢ for the associated sentence oy :=VX. A\¢(z)en CX),
where X is a tuple collecting all variables occurring in N. This notation takes into account that
all variables in N are implicitly considered to be universally quantified. Similarly, we extend the
notions A satisfies N and A is a model of N to clause sets, if we actually mean “A satisfies ¢y’
or “A is a model of " for the associated sentence ¢y. Furthermore, we tacitly assume that all
considered variable assignments and substitutions respect sorts, i.e. given any first-order variable
z of sort Q (or Z), any variable assignment §, and any substitution o, we assume that f(z) is a
value from Q (or Z) and that the term o(x) has the sort Q (or Z). We assume the same for any

)
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first-order variable that is of any uninterpreted sort S (in the context of a given structure A that
interprets S with some nonempty set S*).

For any two sets R,Q C Q we write R < @ if r < ¢ holds for all r € R and ¢ € Q). Given any
real or rational number r, we denote the integral part of r by |r], i.e. |r| is the largest integer with
|r] <r. Dually, [r] addresses the smallest integer with [r] > r. By fr(r) we denote the fractional
part of v, i.e. fr(r) := r — |r]. Notice that fr(r) is always nonnegative, e.g. fr(3.71) = 0.71, whereas
fr(—3.71) = 0.29. Given any tuple 7 of reals or rationals, we write fr(7) to address the corresponding
tuple of fractional parts, i.e. fr((ri,...,ru)) := {fr(r1),...,fr(ry)). We use the notation |7] and
[7] in a component-wise fashion as well. Throughout Part II we shall use the usual notation for
intervals of the number line: for example, with respect to the rational numbers (—oo, r] denotes
the set {g € Q| ¢ <r} and [r,s) denotes the set {g € Q| r < g < s}. It will always be clear from
the current context what the underlying domain is. Finally, Q>0, R>¢, and Z>( address the sets
of all nonnegative rational numbers, real numbers, and integers, respectively.

R<Q@Q
Lr], fr(r)

Q>0, Rxq,
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Chapter 10

Decidable Fragments of Linear
Rational Arithmetic with
Uninterpreted Predicate Symbols

We have emphasized in Chapter 8 that the syntax of decidable first-order fragments combining
arithmetic with uninterpreted predicate symbols has to be restricted considerably on both sides,
the arithmetic part as well as the uninterpreted part. In the present chapter, we shall introduce and
investigate two subfragments with a decidable satisfiability problem, both based on the Bernays—
Schonfinkel-Ramsey fragment: BSR with simple linear rational constraints — BSR(SLR) — and
BSR with bounded difference constraints — BSR(BD). We have already sketched the definitions in
Chapter 8. The formal definitions are as follows.

Definition 10.0.1 (BSR with simple linear rational constraints — BSR(SLR)). 4 BSR(SLR)
clause has the form A AT — A, where the conjunctions A, T' and the disjunction A satisfy the
following conditions:

(i) Every atom in A is an LRA atom of the form s <t or x <t or x <y where s,t are ground
(i.e. variable-free) LRA terms, x,y € Varg, and < € {<, <, =,#,>,>}.

(i) Every atom in T and A is either an equation s =~ s’ over free-sort variables and constant
symbols, or a non-equational atom P(s1,...,8y) that is well sorted and where the s; range
over base-sort variables, free-sort variables, and free-sort constant symbols.

Definition 10.0.2 (BSR with bounded difference constraints — BSR(BD)). A BSR(BD) clause
has the form AANT — A, where the conjunctions A, T’ and the disjunction A satisfy Condition (ii)
of Definition 10.0.1, and every atom in A is an LRA atom of the form x<c, x <y, orx —y<c
where ¢ € Z may be any integer (not a Skolem constant!), x,y € Varg are distinct, and < € {<, <,
=,#,>,>}. Moreover, we require that whenever A contains an atom of the form x — y < ¢, then
A also contains LRA atoms ¢, <z, v < dy, ¢y <y, andy < dy with ¢z, dg, cy,dy € Z. We shall
refer to atoms of the form x — y < ¢ as difference constraints.

Limiting the right-hand sides of arithmetic atoms in BSR(BD) clauses to integers instead of
rational numbers simplifies their treatment. This restriction does not severely restrict expressiveness,
as long as we are only interested in the satisfiability problem. We could multiply all rational
numbers in a BSR(BD) clause set with the least common multiple of their denominators and thus
obtain an equisatisfiable clause set in which only integers occur.

In Chapter 9 we have argued that requiring the parts I' and A of clauses to not contain any
arithmetic terms apart from variables does not limit expressiveness. In order to simplify syntax
even further, we often restrict our attention to clause sets in the following normal forms.
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Definition 10.0.3 (BSR(SLR) normal form for clauses and clause sets). A BSR(SLR) clause
AAT — A is in BSR(SLR) normal form if every variable that occurs in A also occurs in T or in
A.

A BSR(SLR) clause set N is in BSR(SLR) normal form if the following conditions are met.
All clauses in N are in normal form and pairwise variable disjoint. Moreover, N can be divided
into two parts Ng and Npsr such that

(a) every clause in Ng has the form A — false, i.e. the parts I' and A are empty, and

(b) for every clause AAT — A in Npggr either ' or A is nonempty and any LRA atom s <t in
A is such that s and t are either base-sort variables or Skolem constants, respectively.

Moreover, we assume that Ngsr contains at least one free-sort constant symbol.

Definition 10.0.4 (BSR(BD) normal form for clauses and clause sets). A BSR(BD) clause
AAT — A is in BSR(BD) normal form if every variable that occurs in A also occurs in T' or in A.
A BSR(BD) clause set N is in BSR(BD) normal form if all clauses in N are in normal form and
pairwise variable disjoint. Moreover, we assume that N contains at least one free-sort constant
symbol.

We have already seen exemplary clause sets for both fragments in Example 8.0.3. The
requirement that (implicitly universally quantified) variables in the A-part of a clause AAT —
A have to occur in I" or A or in both can be established by any procedure for eliminating
existentially quantified variables in conjunctions of LRA atoms. Establishing the other requirements
in Definitions 10.0.3 and 10.0.4 is straightforward. We shall postpone the proof of this claim for a
little while (cf. Lemma 10.0.7), and first derive an auxiliary result that will be useful to analyze
the blowup that we incur during the normal form transformation.

The following is standard methodology in the area of difference logic, see, e.g. Section 5.7
in [KS16], Section 2.1 in [CMO06], or Section 11.4.5 in [BT18]. Let m be any positive integer. Let
X be any m-tuple of pairwise-distinct first-order variables x1, ..., x,, of sort Q and let g be any
first-order variable of sort Q that does not occur in X. Let A(zg,X) := zg=0A A’'(z9,X) be a
conjunction where A’(xg,X) is a conjunction of atoms of the form z —y < c or x — y < ¢ with
x,y € xU{x0} and ¢ € Z.

Definition 10.0.5 (Difference constraint graph Gy, cf. Definition 5.17 and Excercise 5.16 in [KS16]).
The difference constraint graph G(A) is a weighted directed graph (V, E) with V = {xo,z1,...,Tm}
and E CV xV x Q such that

(z,2,0) € E for allx €V,

(z,y,c) € E if and only if A contains the constraint x —y < ¢, and

(z,y,c—0) € E if and only if A contains the constraint x —y < c,
where we set § :== 1(m+1)71.

A path 7 in Gy is any finite, nonempty sequence (x;,, Ti,, €1)(Tiy, Tigs C2) - - . (Ti,_y, i, Co) Of
edges from Gp. We call 7 simple, if the indices i1,...,7,—1 are pairwise distinct, i.e. m traverses
every vertex in G, at most once, except for the end point which may coincide with the starting
point but does not have to. A simple cycle in G, is any simple path whose start and end point
coincide. The length of a path in Gy is the sum of the weights associated with the edges the path
traverses. Notice that § in Definition 10.0.5 is chosen such that the following property is satisfied.
Let 7 be any simple path in Gy. Let ¢q,.. ., c¢ be the weights associated with the edges 7 traverses.

We have (Zlgiéé[cﬂ) —-1< 219'54 c < 2131513 [ci].

Proposition 10.0.6 (cf. Theorem 1 in [CMO06]). Consider the difference constraint graph Ga and
suppose that we have Q = Jxox. A(xo,X). Then, for every pair x,y € XU {xo} and every rational
number r we have
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(a) Q |=Vzox. A(x0,X) = & —y < r if and only if y is reachable from x in Gn and [dg ] <7,
and

(b) Q | Vaox. A(x0,X) = & —y < 7 if and only if y is reachable from x in Go and we have either
[doy| <7 ordyy <[dyy] =T,

where dy 4 is the length of a shortest simple path from x to y in Ga.

In fact, a variant of Proposition 10.0.6 yields a deterministic decision procedure for the sentence
¥ := JzoX. A(zg, X) under Q that runs in polynomial time [KS16, BT18]: ¢ is satisfied by Q if and
only if there is some simple cycle in G5 that has a negative length. In other words, we then have
Q = Vzox. A(z,X) = ¢ — 2 < —1 for some z € XU {xo}.

Next, we prove the existence of BSR(SLR) and BSR(BD) normal forms.

Lemma 10.0.7. For every BSR(SLR) (or BSR(BD)) clause set N there is an equisatisfiable
BSR(SLR) (or BSR(BD)) clause set N' in BSR(SLR) normal form (BSR(BD) normal form) such
that

(a) the length of N’ is at most exponential in the length of N,

(b) for any clause C in N’ the number of variables occurring in C is not larger than the number
of variables occurring in any clause in N,

(¢) if N is a BSR(SLR) clause set, the number of distinct rational numbers and Skolem constants
occurring in N’ is linear in the length of N,

(d) if N is a BSR(BD) clause set, then

(d.1) the number of clauses in N’ grows at most exponentially in the number of atoms s # t
occurring in any clause in N,

(d.2) the length of any clause in N' is at most polynomial in the length of the longest clause
in N,
(d.3) every free-sort Skolem constant occurring in N’ also occurs in N, and

(d.4) the absolute value of any integer in N’ is linear in k- \, where & is the smallest positive
integer that is larger than the absolute value of any integer occurring in N, and A is the
smallest positive integer that is larger than the mazximal number of universally quantified
variables occurring in any clause in N.

Proof sketch. We start with the BSR(SLR) case. First, we show how make sure that every base-sort
variable that occurs in A in a clause A AT — A also occurs in T" or in A. Consider any BSR(SLR)
clause A AT — A and let X be some nonempty tuple of base-sort variables that occur in A but
neither in I' nor in A. Recall that all variables in clauses are implicitly universally quantified. We
observe that VX. (A AT — A) is equivalent to (3x. A) AT — A. Since A is a conjunction of LRA
atoms, we may apply virtual substitution (cf. Section 7.1, page 185) to eliminate the quantifier
block 3x and compute some disjunction of conjunctions of LRA atoms \/; A} that is Q-equivalent to

3x. A. Then, the clause (3. A) AT = A is equivalent to the conjunction of clauses A, (A; AT — A).

The length of A,(A; AT — A) is at most exponential in the length of AAT — A (cf. Theorem 3.7
in [LW93]), the length of each A; is at most linear in the length of A, and the set of variables
occurring in any A} is a subset of the variables occurring freely in 3%. A. In BSR(SLR) clauses the
used elimination sets contain only testpoints of the form ¢, t 4+ &, or —oo, where ¢ is some LRA
term occurring in N in some atom z < t. Virtually substituting such a testpoint in any arithmetic
atom that is admitted in BSR(SLR) yields again an atom admitted in BSR(SLR).

Next, we describe how to modify N in such a way that it can be partitioned into Ng and Npgr
as required in Definition 10.0.3. Clauses of the form s <t AA’ AT — A, where ¢ is neither a variable
nor a Skolem constant, are replaced — under preservation of (un)satisfiability — with two clauses
t # ¢ — false (which is equivalent to ¢t = ¢) and s <c A A’ AT — A for some fresh uninterpreted

ANT = A,



X
/ / /
0» £31> A2

A//

=l

A/// (\7)

Adgier (X, V)

230 CHAPTER 10. DECIDABLE FRAGMENTS

constant symbol ¢ of sort Q. Doing this exhaustively for all clauses with nonempty part I' or A
leads to the desired partition of N in Ng and Npgg.

Now we treat the BSR(BD) case. Again, we first show how to make sure that every base-
sort variable that occurs in A in a clause A AT — A also occurs in I' or in A. Clauses of the
form s # t AN AT — A are equivalently replaced with two clauses s < t AA’ AT — A and
s>t AN AT — A. We do this exhaustively for all atoms s # ¢ that contain at least one variable
not occurring in the I' or A part of the respective clause. In the worst case, treating a clause in
N in this way produces 2 clauses if the original clause contains k atoms s # t that need to be
replaced.

Consider any BSR(BD) clause C := A’ AAAT — A where every atom in A’ contains a variable
x that does not occur in A, I'; and A. Let X be some tuple listing all these variables exactly once
and let v be some tuple listing all the other variables occurring in C'. We assume that A’ does not
contain any atoms of the from s # t. Moreover, we assume that all atoms s = ¢ in A’ have been
replaced with conjunctions s <t At < s. We observe that VX. (A'(X,7) AA(F) AT(¥) = A(¥)) is
equivalent to (3%. A’(X,V)) AA(V) AT(V) — A(¥). Since A’(%, V) is a conjunction of LRA atoms, we
may apply the Fourier-Motzkin elimination procedure to eliminate the variables X in (35{. N(%, \7))
one by one.

Consider any x € X. In order to eliminate z from Jz. A’(X,¥), we proceed as follows. Let

s A1, AS be the shortest conjunctions satisfying the following properties:

(i) every atom from A’ that does not contain x occurs in A,
(ii) for every atom in A’ that contains z there is a Q-equivalent atom in A} A AL,

(iii) every atom in A} has the form s < z or s < z where s is either an integer, a variable, or an
LRA term y + ¢ for some variable y € X UV of sort Q and some integer ¢, and

(iv) every atom in Af has the form z < ¢ or x < ¢t where ¢ is either an integer, a variable, or an
LRA term y + ¢ for some variable y € X U ¥ of sort Q and some integer c.

Let A” be the conjunction of the following set of atoms

{s <t ’ (s<y z) € A} and (z <9 t) € A}, where at least one of <, < is the strict <}
U {sSt‘(sSx)EA'l and(xgt)eAé}.

Let X' :=x\ {2z} . It is well known that the two formulas Jz. A} (x, %', v) A AL (2, X', ¥) and A" (X', V)
are Q-equivalent (see, e.g. [Sch99], Section 12.2). Hence, Jz. A'(x,X’,v) can be replaced with
the Q-equivalent formula Ay(X',v) A A”(X',¥). Concerning the atoms in A”(X,7v) we find that
every atom therein can be transformed into an equivalent atom of the form y < ¢, y < z, or
y — 2z < c where y,z € X UV, cis some integer, and < € {<, <, >,>}. As we need to keep at most
4| U¥|+8- ¥ U¥|? of these atoms — at most one atom y < ¢ for each pair y, < and at most two
atoms y — z < d and z — y < e for every triple y, z,<4 —, we may assume that the length of A”(X',¥)
is at most polynomial in the number of variables in X', v.

We apply the described elimination procedure to eliminate the other variables in X as well, in a
variable-by-variable fashion. Hence, the final conjunction A”’(¥) contains at most 4 - [v¢| + 8 - [v|?
atoms, and we replace the clause C(%,¥) in N with the equivalent clause A" (V) AA(F)AT(¥) — A(¥).
In addition, we can bound the absolute value of the integers occurring in A"’ as follows. It is easy
to verify that we can transform A(X, V) into a Q-equivalent conjunction Agig (X, ) of difference
constraints in the sense of Definition 10.0.5 and Proposition 10.0.6 (see the paragraph preceding
Definition 10.0.5). We have mentioned right after Proposition 10.0.6 that we can check in polynomial
time whether 3%V. Agif (X, ¥) is satisfied under Q. In the opposite case, A"’ can in fact be replaced
by false. Henceforth, we assume that Q = 3xv. Aqig (X, ¥). Since A”/(¥) is the result of applying
Fourier-Motzkin elimination to 3%. A’(X, ¥), we observe that for every atom of the form u —v < ¢
occurring in A"/ (¥) we have Q |= VXv. Agit (X, V) = u—v < ¢. Let & be the smallest positive integer
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that is larger than the absolute value of any integer occurring in A’. Then, by Proposition 10.0.6,
we observe ¢ > —k - (U 7V| 4 1) and, in addition, that there exists some integer k satisfying the
following properties:

(1) —k-(xUV|+1) < k < k- (xUV[+1), and
(2) Q EVV.AN(X,V) s u—v<k.

This means, if ¢ > - (| U V| + 1), then we can replace u — v < ¢ in A" with the atom v — v < k,
which subsumes the former. Using similar arguments we can show the same for other atoms
occurring in A”’. Consequently, we may assume that A’/ contains only integers whose absolute
value is linear in - (| U¥| 4+ 1). O

The main result of the present Chapter is that satisfiability of finite BSR(SLR) clause sets and
finite BSR(BD) clause sets is decidable, respectively (Theorems 10.2.14 and 10.4.10). The proof
technique is very similar for the two fragments. It is partially based on methods from Ramsey
theory, which will be briefly introduced in the following section.

10.1 Basic Tools from Ramsey Theory

In the present section we establish two technical results based on methods usually applied in
Ramsey theory. We shall use these results later on to prove the existence of models of a particular
kind for finite and satisfiable BSR(SLR) or BSR(BD) clause sets. These models meet certain
uniformity conditions. In order to construct them, we rely on the existence of certain finite subsets
of Q that are used to construct prototypical tuples of rational numbers. These finite subsets, in
turn, have to behave nicely as well, since rational tuples that are not distinguishable by BSR(SLR)
or BSR(BD) clauses are required to have certain uniformity properties.

A tuple (r1,...,7mm) € Q™ is called ascending if r1 < ... < r,. A coloring is a mapping
X : S — C for any set S and any finite set C. For the most basic result of this section (Lemma 10.1.1),
we consider an arbitrary coloring y of m-tuples of rational numbers and stipulate the existence of
a finite subset Q C Q of a given cardinality n such that all ascending m-tuples of elements from @
are assigned the same color by x. We call such a set @ uniformly colored.

Lemma 10.1.1. Let n,m > 0 be positive integers. Let x : Q™ — C be any coloring. There is some
positive integer n such that for every set R C Q with |R| > n — i.e. R needs to be sufficiently large
— there exists a subset Q C R of cardinality n such that all ascending tuples (r1,...,rm) € Q™ are
assigned the same color by x.

Proof. This proof is an adaptation of the proof of Ramsey’s Theorem on page 7 in [GRS90]. For
n < m the lemma is trivially satisfied, since in this case Q™ cannot contain any ascending tuple.
Hence, we assume n > m. In order to avoid technical difficulties when defining the sequence
of elements $;,—1, Sm, Sm+1, ... below, we assume for the rest of the proof that R is finite but
sufficiently large. This assumption does not pose a restriction, as we could always consider a
sufficiently large finite subset of R, if R were to be infinite.

We proceed by induction on m > 1. The base case m = 1 is easy, since x can assign only

finitely many colors to elements in R and thus some color must be assigned at least [%J times.

Hence, if R contains at least n|C| elements, we find a uniformly colored subset @ of size n. Suppose

m > 1. At first, we pick the m — 2 smallest rational numbers s; < ... < $p,_2 from R and set
Sm—2 := R\ {s1,...,8m—2}. Thereafter, we simultaneously construct two sufficiently long but
finite sequences S;,—1, Smy Smt1,--- and Sp—1, Sm, Smt1, - - - as follows:

Given S;, we define s;41 to be the smallest rational number in S;.

Given S; and the element s;11, we define an equivalence relation ~; on the set S := S; \ {si+1}
so that s ~; s’ holds if and only if for every sequence of indices ji,...,Jm_1 with 1 < j; <
oo <Jm—1 < i+ 1, we have x(sj,,...,55,.,_1,5) = X(Sj1s---+5j,._,,5"). This equivalence relation

ascending

tuples,

coloring

uniformly
colored sets

S1y.-.-

Sm72

Si+1

iy

St

3

y Sm—2
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partitions S} into at most |C () equivalence classes. We choose one such class with largest
cardinality to be S;;1.

By construction of the sequence s1, s2, s3, ..., we must have x(sj,,...,5;5,,_1,5x) = X(Sj,- -,
Sj._1,SK) for every sequence of indices j; < ... < jp—1 and all indices K, K’ > j,,—1 + 1. Notice
that this covers all ascending m-tuples in {s1, s2, s3,...}" starting with s;,,...,s;, —1, i.e. they all
share the same color. We now define a new coloring x’ : {s1, s2, s3,...}""1 = C so that x'(sj,, ...,
Sjm_1) =X(Sj1s - Sjp_1185m_1+1) for every sequence of indices j1 < ... < jm—1 (in case of jn—1
being the index of the last element in the sequence si,s2,s3,..., X'(Sj,,...,5;,_,) shall be an
arbitrary color from C). By induction, there exists a subset Q C {s1, s2, s3, ...} of cardinality n,
such that every ascending (m — 1)-tuple 7 € Q™! is colored the same by x’. The definition of \’
entails that now all ascending m-tuples 7 € Q™ are colored the same by . Hence, @ is the sought
set. O

Based on Lemma 10.1.1, one can derive similar results for more structured ways of coloring
tuples of rational numbers. We shall employ such a structured coloring when proving that the
satisfiability problem for finite BSR(SLR) clause sets is decidable. More precisely, the proof of
Lemma 10.2.9 will rely on such a result, namely Lemma 10.1.4. But before we formulate and prove
this lemma, we present two auxiliary results.

Lemma 10.1.2. Let n,m,p > 0 be positive integers and let x : QP — C be an arbitrary coloring.
Let Ry, ..., R, be sufficiently large but finite subsets of Q. There exist subsets Q1 C Ry,...,Qp C
Ry, each of cardinality n and there is some color C' € C, such that for all ascending m-tuples
71 €QT, ..., Tp € Q) we have x(1,...,7,) = C.

Proof. This proof is an adaptation of the proof of Theorem 5 on page 113 in [GRS90]. As in the
proof of Lemma 10.1.1, we assume n > m. We proceed by induction on p > 1. The case p =1 is
covered by Lemma 10.1.1. Suppose p > 1. We define an equivalence relation ~,, over the set R}’
so that § ~, § holds if and only if for all ascending tuples 7 € R}",...,Tp_1 € R} | the colors

x(Fh e Tp—1, §) and X(Fl, ey Tp—1, §’) are identical. This equivalence relation induces at most
IRy |Rp_1l . - :
IC \( ) () equivalence classes over R)". It thus induces a coloring of X' : Ry — Czl> where

C,, contains one color for each of these equivalence classes. By virtue of Lemma 10.1.1, we can
construct a subset Q, C R, with n elements such that all ascending m-tuples 7 € Q)" are colored
identically by x’. Let the coloring x” be defined by x" (71, ...,7p-1) :== x(F1,...,7p—1,§) for some
fixed ascending m-tuple s € Q}". By induction, we find subsets ()1 C Ry, ...,Qp-1 € Rp_1, each

containing n elements, such that for all ascending m-tuples 71 € RY",...,7p—1 € R, the colors
x"(F1,...,7p—1) are identical. But then, the definition of x” and x’ entail that the sets Q1,...,Q,
satisfy the requirements posed by the lemma. O

Recall that we write [K] to address the set {1,..., K} for any positive integer K > 0.

Lemma 10.1.3. Let n,m,p > 0 be positive integers, let K > 0 be a nonnegative integer and let
X : Q™ — C be an arbitrary coloring. Let Ry, ..., R, be sufficiently large but finite subsets of Q.

Let q1,...,qx be fized rational numbers. Let p : [m] — [p + K| x [m] be some mapping such that
p(i) = (K, £) with K > p implies { = 1.
There exist subsets Q1 C R1,...,Qp C Ry, each of cardinality n, and there exists some color

C € C such that for all ascending tuples

1= ("), 1my) € QT

Tp = (T(p1ys-- - T(p,m)) € Q'

Tpr1 = (Tpa1,1)) = (q1)

TprK = <7"<p+K,1>> = (qx)
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we have X(Tp1y, - - Tpim)) = C.

Proof. We again assume n > m. We define a new coloring x’ : Q™ — C by

X (P - Tmys o> Tpa)s -5 T(pamy) 7= X(Tp(1)s -+ > To(m))

for every mp-tuple (71,...,7p) € R* x ... x R}’ with ascending 71,...,7p. By Lemma 10.1.2,
there exist subsets Q1 C Ry,...,Q, € R,, each with n elements, such that for all ascending
tuples 71 € QT',...,7, € Q)" the colors \'(71,...,7,) are the same. By definition of x’, the sets
Q1,...,Qp satisfy the requirements of the lemma. O

Now we have the right tools at hand to prove Lemma 10.1.4

Lemma 10.1.4. Let n,m,p > 0 be positive integers, let K > 0 be a nonnegative integer and let
X : Q™ — C be an arbitrary coloring. Let Ry,..., R, be sufficiently large but finite subsets of
Q. Let q1,-..,qK be fived rational numbers. Let p1,...,pr be some enumeration of all mappings
p; : [m] = [p+ K] x [m] for which p;(i) = (K, ) with K > p entails { = 1. Then, there exist
subsets Q1 C Ry,...,Qp C Ry, each of cardinality n, such that for all ascending tuples

— m
71,7 € Q7

_ m
Tps T GQP

Tp+1 = (rp+1,1) = (@1)

Tprr = (Tprx1) = (qK)

and every index j, 1 < j < L, we have
X (g5 Togm)) = X(7, a0+ (o)

Proof. We again assume n > m. We construct sequences of subsets Sy o 2 ... D Sy, for every ¢,
1 < ¢ < p, such that

Sg’o = Rz7 and

Sej+1 € Sp; is a subset of sufficient cardinality that is constructed by application of Lemma
10.1.3 for p := pj41, i.e. for all ascending tuples

<8<171>, ey S<11m>> S S{r’LjJrl
(8pays- > Spm)) € Syl
the colors X(Epj+1(1), e §pj+l(m)) are the same.
Then the sets S1,1,,...,Sp 1 are the sought Q1,...,Q)p. O

10.2 The Bernays—Schonfinkel-Ramsey Fragment with Sim-
ple Linear Rational Constraints is Decidable

For the rest of the present section we fix two positive integers m,m’ > 0 and some finite BSR(SLR)
clause set N in BSR(SLR) normal form. For the sake of simplicity, we assume that all uninterpreted N, m, m’
predicate symbols P occurring in N have the sort P : 8™ x Q™. This assumption does not limit
expressiveness, as the arity of a predicate symbol P can easily be increased in an (un)satisfiability-
preserving way by padding the occurring atoms with additional arguments. For instance, every
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occurrence of an atom P(t1,...,t,) can be replaced with P(ty,...,tm,v,...,v) for some fresh
first-order variable v that is added sufficiently often as argument.

Given the BSR(SLR) clause set N, every structure A induces a partition of Q into finitely
many intervals: the rational numbers occurring in N together with the interpretations of all the
Skolem constants ¢ occurring in N yield point intervals that are interspersed with and enclosed by
open intervals.

Definition 10.2.1 (A-induced partition of Q). Let A be any structure and let r1,...,7 be an
enumeration of all the values in the set {c* | ¢ € consts(N) is of sort Q} in ascending order. By
Ja we denote the following partition of Q:

jA = {(—OO, rl)a {Tl}a (rlv 7’2), {7"2}, sy (7’]@71, Tk)v {Tk?}v (Tkv +OO)},

where the sets {r;} represent point intervals, i.e. closed intervals containing exactly one value r;.

The idea underlying the following equivalence relation is that equivalent tuples are indis-
tinguishable with respect to the arithmetic atoms that we allow in the BSR(SLR) clause set
N.

Definition 10.2.2 (J4-equivalence, ~ 7, ). Let A be any structure and let k be any positive integer.
We call two k-tuples 7, € QF Ja-equivalent if and only if

(i) for every i, 1 <i <k, and every interval J € T4 we have r; € J if and only if ¢; € J and
(i1) for alli,j, 1 <4i,j <k we have r; < r; if and only if ¢; < g;.
The induced equivalence relation over tuples of positive length is denoted by ~ 7, .

For every positive k the relation ~ 7, induces only finitely many equivalence classes over the
set of all k-tuples over the rationals.

Example 10.2.3. Consider an exhaustively Skolemized variant of the sentence @1 from Exam-
ple 8.0.3:

wSk::ny.(3<cl<cz<9’5—1)/\(3§x<cl ANI<y<co — P(a;y))
A<z <y A y<3 — Pz,y) .

Although we use convenient notation, the sentence essentially meets the syntax of BSR(SLR). Let
A be any structure satisfying 3 < c¢f* < ¢35t < 35—1 Then, the partition Ja of Q is given by

Ta = {(=00,3), {3}, (3,¢{"), {ei'}, (e e3) ('} (e3 ) A% 1 (B +00) }

Figure 10.1 illustrates the equivalence relation ~ gz, induced by J4 over the two-dimensional rational
plane.
Obviously, the number of equivalence classes is finite: there are 91 classes in the quotient set

Q*/ny, -

Proposition 10.2.4. Any equivalence relation ~y, in accordance with Definition 10.2.2 induces
finitely many equivalence classes over the set QF.

Proof. Given any k-tuple 7, every component belongs to exactly one of the intervals in J 4, and if
multiple such components stem from the same interval, there are only finitely many possibilities
for their ordering relative to one another. O

We intend to show that, if NV is satisfiable, then there is some model A for N which does not
distinguish between different 7 4-equivalent tuples. First, we need some notion that reflects how
the structure A treats a given tuple 7 € Q™. This role will be taken by the coloring x4, which
maps T to a set of expressions of the form Pa, where P is some predicate symbol occurring in IV
and 3 is an m/-tuple of domain elements from SA. The presence of Pa in the set x 4(7) indicates
that A interprets P in such a way that P contains the tuple (3,7). In this sense, x_4(7) comprises
all the relevant information that A contains regarding the tuple 7.
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Figure 10.1: Partition of the two-dimensional rational plane into equivalence classes induced by
~7,. Every dot, line segment, rectangular white area, and triangular white area represents an
equivalence class. The open white areas represent open sets that stretch out towards infinity. The
same holds true for the fringe line segments.

Definition 10.2.5 (A-coloring x.4). Let cq,...,c, be an enumeration of all constant symbols of
sort S that occur in N. Given any structure A, let S := {a € S* | a=c for some ¢;}. An
A-color is any set of expressions of the form Pa where P is some uninterpreted predicate symbol

occurring in N and a is some m'-tuple over the set S. The A-coloring of Q™ is the mapping x4
assigning A-colors to m-tuples of rationals such that for every ¥ € Q™ we have Pa € x 4(F) if and
only if (a,7) € PA.

Having the coloring x4 at hand, it is easy to formulate a uniformity property for any given
structure A. Two tuples 7,7 € Q™ are treated uniformly by A, if the colors x 4(7) and x4 (7)
agree. Put differently, A does not distinguish 7 from 7.

Definition 10.2.6 (J4-uniformity). A structure A is Ja-uniform if x4 colors each and every
~ 7. -equivalence class uniformly, i.e. for all ~ 7, -equivalent tuples 7,7 we have x 4(T) = x (7).

We next show that there exists a J4-uniform model A of N, if N is satisfiable. Since such a
model does not distinguish between 7 4-equivalent m-tuples, and as there are only finitely many
equivalence classes induced by ~7,, only a finite amount of information is required to describe the
structure 4. This insight will give rise to a decision procedure that nondeterministically guesses
how each and every equivalence class shall be treated by the uniform model.

Given some model A of N, the following lemma assumes the existence of certain finite sets Q;
with a fixed finite cardinality which are subsets of the open intervals in J4. All J4-equivalent
m-tuples that can be constructed from the rationals belonging to the @); are required to be colored
identically by x.4. The existence of the sets @; is stipulated (and proved) in Lemma 10.2.9.

Lemma 10.2.7. Let A be the mazimal number of distinct base-sort variables in any single clause
in N. In case of A < m we set A := m. Let A be a model of N. Let Jo,{r1}, J1,...,{rx}, J be an

enumeration of all intervals in J4 sorted in ascending order with the J; being the open intervals.

Suppose we are given a collection of finite sets Qo, ..., Qx possessing the following properties:
(i) Q; C J; and |Q;| = X for every i.
(ii) Let Q :=J, Qi U{r1,...,mx}. For all Ja-equivalent m-tuples q,q € Q™ we have x 4(q) =
xa(d)-

Then, we can construct a model B of N that is Jg-uniform and that interprets the free sort S with
a finite set. Moreover, B interprets all constant symbols in N in the same way A does.

A-color
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Proof.

Claim I: Let pu be any positive integer with 1 < p < A. For each of the finitely many equivalence
classes in Q*/ . 74 We find a representative lying in Q*.

Proof: Given any equivalence class [7]~ a4 € QH*/~ 740 We define the following ascending sequences
for every i, 0 < i < k:

si,1 < ... < 8, enumerating in ascending order all the values occurring in 7 that stem
from J;, and

¢i1 < ... < g comprising all rationals from @; in ascending order.

In every Q; C J; we find A > p > k; distinct rationals.
We can now construct a tuple §' € [F]~ . N Q" by setting

, A if 7y = ¢ for some ¢ € consts(N) of sort Q,
qp = . . . . .
¢ qi,; if r¢ =s;; for some i, 0 < i < K, and some j, 1 < j <k,

for every ¢, 1 < £ < p. Clearly, 7 and ¢’ are J 4-equivalent. O
C, S Let ¢1,...,c, be an enumeration of all constant symbols of sort S that occur in N and let S
B denote the set {a € S* | a = ¢! for some ¢;}. We construct the structure B as follows. We set

SB.=3§ , and for every constant symbol ¢ occurring in N we set 8 := EA' Moreover, for every
uninterpreted predicate symbol P occurring in N and for all tuples a € S™ and 7 € Q™ we pick
some tuple § € Q™ which is J4-equivalent to 7, and we define P so that

(3, 7) € PP if and only if (a,q) € P*.
Claim II: The structure B is Jg-uniform.

Proof: By construction of B and by Requirement (ii). O

We next show B = N. Consider any clause C = AAT — A in N and let 8 be any variable
assignment ranging over S8 U Q. Starting from 3, we derive a special variable assignment ¢ as
follows. Let x1,...,2, be an enumeration of all base-sort variables occurring in C'. By Claim I,
there is some tuple (g1,...,qx) € Q*° such that (q1,...,qx.) ~7. (B(21),...,B(xrs)). We
define vo(z;) := g; for every i, 1 < i < A¢. For all other base-sort variables, v can be defined
arbitrarily. For every free-sort variable u we set yo(u) := B(u). We observe

<,B($1),...,B(l‘)\c)> ~Js <70(x1)7~'~770(x)\c)> . (10'1)

As A is a model of N, we get A, v¢ | C. By case distinction on why A, v¢ | C holds, we can
infer B, 8 |= C as follows:

Case A,vo £t <at’ for some LRA atom ¢ <t in A, where t,¢' are base-sort variables or ground
LRA terms. Notice that, since we assume C to be in BSR(SLR)) normal form, if ¢ is a variable,
then ¢’ is either a variable or a constant symbol, and if ¢’ is a variable, then ¢ is either a
variable or a constant symbol. Since B and A interpret constant symbols in the same way
and due to (10.1), we conclude B, 8 =t < t'.

Case A,v¢c £t =~ t' for some free-sort equation ¢ ~ ¢’ € I'. In this case, ¢t and t' are either
variables or constant symbols of the free sort, which means they do not contain subterms of
the base sort. Since B and A4 behave identical on free-sort constant symbols and (u) = vo(u)
for every variable u € Vs, we have B, 8 [t~ t'.

Case A,v¢ |t ~ t/ for some t & t' € A. In analogy to the above case, we get B,5 =t~ t.
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Case A,vc ¥~ P(t},...,t0 ., t1,...,ty) for some non-equational atom P(t},...,t ,,t1,...,tm) in

T'. This translates to

(A(e)(t), - Alve) (), Alve) (t), - - A(ve) (tn)) & P
Moreover, since N is in BSR(SLR) normal form,, C' must belong to Nggr and thus each t;
is either a variable of sort Q or a Skolem constant of sort Q. By definition of v¢, we have
A(ve)(tj) € Q for every j, 1 < j < m. Therefore, and by construction of B,

(Alve)(th), - -, Alve)(t), Alve) (t), - - Alve) (b)) & PP

We observe the following properties:

(I) We have A(yc)(t;) = B(B)(t]) for every j, 1 < j < m/, due to the definition of B and
Yc-
(IT) Since A and B interpret constant symbols in the same way, we get A(y¢c)(t;) = B(ve)(t;)
for every j, 1 < j <m.
(IIT) The definition of y¢ entails that (B(yc)(t1), ..., B(v¢)(tn)) and
(B(B)(t1),--.,B(B)(tm)) are Jp-equivalent.

The first two observations imply

(BP)t1), -, B(B)(th,), Blye)(tr), - .., B(ye) (tm)) & PE.
Due to this result and the fact that B is Jg-uniform (Claim II), the third observation leads

to (B(B)(t1); -, B(B)(tr,), BB)(t1),- .- B(B)(tm)) & P°.
Put differently, we have B, 8 £ P(t),...,t, . t1,...,tm).

»fm/

Case A,v¢c E P(t},...,tl , t1,...,tm) for some non-equational atom P(},...,t, ,,t1,...,tm) in

m’

»yYm/’
A. In analogy to the previous case we may infer B, 8 = P(t},...,t, /. t1,. .., tm).
Altogether, we have shown B = N. O

In order to show that uniform models always exist for satisfiable clause sets N, we still need to

prove the existence of the sets @; required in Lemma 10.2.7. We use Lemma 10.1.4 to show this.

As an auxiliary result, we first show a correspondence between the equivalence classes with respect
to ~ 7, and mappings p : [m] = [|Tal] X [m].

Lemma 10.2.8. Let A be any structure. Let Ji,{q1}, J2,{q2},...,{qx}, Jut1 be an enumeration
of all intervals in J4 sorted in ascending order with the J; being the open intervals. Let S €
Qm/NjA be any equivalence class with respect to ~ 7, containing m-tuples. There is some mapping

p:[m] = [|Tal] X [m] such that
(i) whenever p(i) = (k,¢) with k > k + 1 then £ =1, and

(i) for all ascending tuples

r = <’I“<1’1>,. .. ,r<1,m>> S J{n,

/FK/+1 = <r(n+1,l)v ce 7T<n+1,m>> € gjrh
77&+2 = <r(r€+2,1)> = <Q1>

Tort1 = (T2rt1,1)) = (@)
we have (Ty(1y, -, Tp(m)) €S, and

(iii) for every tuple (s1,...,Sm) € S there exist ascending tuples 1, ... ,Taxt1 defined like in (ii)
such that (s1,...,8m) = (Tp1)s- > Tp(m)) -

Ji, G
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Proof. Fix any S € Q™/., . Let &' be some representative taken from S, i.e. S =[s']., . Given
§', we construct 2k + 1 possibly empty sequences 8} := (s} |, 5] 5,---), such that every 5 with
k <k +1 lists all elements of § in ascending order that lie in Ji, and every &) with k >k + 1
contains exactly the value g;_,—1. We construct the mapping p in such a way that p(i) = (k, ()
holds if and only if s; = sy ,.

Now let 71, ..., 72,41 be any tuples of rationals chosen in accordance with requirement (ii). It
is easy to verify that 7, := (r ), ...,7y(m)) is Ja-equivalent to 5, i.e. 7, belongs to S.

In order to show (iii), we construct the tuples 71, ...,Tax+1 from (s1,...,$,,) in the same way
we have constructed the § from §" above. In addition, we pad them with suitable values from
the respective intervals Ji to reach the length m for every tuple. Then, it is easy to verify that

<81,...,Sm>:<7“p(1),...,’r‘p(m)>. O

Lemma 10.2.9. Let A be any structure. Let Jo,{r1},J1,...,{rx}, Jx be an enumeration of all
intervals in J4 sorted in ascending order with the J; being the open intervals. Let A be any positive
integer. There is a collection of finite sets Qq,...,Qx such that Requirements (i) and (ii) of
Lemma 10.2.7 are met:

(i) We have Q; C J; and |Q;| = A for every i, 1 <i <k + 1.

(it) Let Q :=, Qi U{ri,...,rc}. For all Ja-equivalent m-tuples q,q' € Q™ we have x 4(q) =
XA(T)-

Proof. Let the sets Q1,...,Qut1 be the Q1,...,Q, which we obtain by virtue of Lemma 10.1.4
when we set n:= X\, p:=k+1, x :=xa, R1 :=J1,..., Ry := Jet1. Requirement (i) is obviously
satisfied for Q1,...,Qx+1. By Lemma 10.2.8, the equivalence class to which any two given J4-
equivalent tuples g, ¢’ belong corresponds to some mapping p : [m] — [2x + 1] x [m]. Part (ii) of
Lemma 10.2.8 states that ¢ can be written in the form (r,),...,7,m)) for appropriate values
7(k,¢y and g’ can be represented in the form (r;(l), e ,r;(m)> for appropriate r2k7£>. We then know

by Lemma 10.1.4 that x.4(q) = XA((Tp(1)s- - Tpm))) = XA 1y Thmy)) = xA(T)- O

Lemmas 10.2.7 and 10.2.9 together entail the existence of some J4-uniform model A = N with
a finite free-sort domain S#, if N is satisfiable.

Corollary 10.2.10. If N has a model, then it has a model A that is J -uniform and that interprets
the sort S with some finite set.

Corollary 10.2.10 provides the key tool for devising a decision procedure for finite BSR(SLR)
clause sets. But before we present such a procedure, we need to develop a variant of Lemma 10.2.7
that is easier to handle from the computational point of view.! Recall that we assume N to be
in normal form (cf. Definition 10.0.3). Therefore, N can be partitioned into Ng, Ngsr, where
Npsr C N is a subset that contains exactly the clauses AAT — A from N with nonempty I' or A.
By Requirement (b) of Definition 10.0.3, we may assume that Ngsg does not contain any symbol
from the arithmetic part of the underlying vocabulary, except for <, <. That is, Nggr does neither
contain any rational numbers nor any arithmetic operators. Our aim is to treat Ng and Nggr in
isolation: combining a decision procedure for LRA and one for BSR sentences over uninterpreted
vocabularies.

Let c1,...,c; be an enumeration of all the constant symbols in Ng U Npgr that are of the sort
Q and let dy,...,dy; be an enumeration of all free-sort constant symbols occurring in Ngsg. We

1The author of the present thesis is indebted to Pascal Fontaine for pointing out in a discussion in November 2017
that Lemma 10.2.7 and Corollary 10.2.10 alone are not sufficient for devising a decision procedure for BSR(SLR).
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define v to be the following BSR sentence (with constant symbols)
¢ := (Vv.Rat(v) 4> =Free(v)) A (Voy.z < y vV z < y — Rat(z) A Rat(y))
A /\ Rat(c;) A /\ Free(d;)
1<i<k 1<5<e
A (V;Uyz. Rat(x) A Rat(y) A Rat(z) — ( (mz < )
/\(x<y/\y<z—>x<z)
/\(w%y\/x<y\/y<m)

A(m§y<—>:c¢:zy\/m<y))),

which explicitly stipulates sort membership for constant symbols and contains the axioms of total
orders for < and <. We assume, without loss of generality, that the predicate symbols Rat and
Free do not occur in N. The length of 9 is linear in the length of Ng U Npsr. Notice that we use
the equality sign = instead of =, and thus refrain from treating arithmetic variables in a privileged
way. The reason will become apparent in Lemma 10.2.11.

Let @ be some tuple listing all variables from vars(Ngsg) N Vars and let X be some tuple listing
all variables from vars(Npgr) N Varg. We define the sentence

ONoer = U A Viik. ( N\ Free(u) A A\ Rat(x)) > A\ cax,

el TEX C(u,x)ENBsr

which is evidently equivalent to some BSR sentence and whose length is linear in the length of

Ng U Npgr. In addition, we define the sentence n< for any total preorder < (a reflexive and
transitive binary relation) over the constant symbols ci, ..., c; as follows. We write ¢; < ¢; if and
only if we have ¢; X ¢; and ¢; A ¢;. Suppose that ¢;, < ... < ¢, is a maximal <-chain with

k' < k. Let A be the maximal number of distinct base-sort variables in any single clause in Npgg.

In case of A < m we set X\ :=m. Let Zg, ...,z be pairwise-disjoint tuples of first-order variables
of length A each. We set

N< 1= 32 ... 7. ( /\ 20, < Zo,z‘+1)
1<i<A—1

N zogx <cj N cjp <211
A ( /\ 21 < Zl,i+1)
1<i<A—1

N zia<cj, N cj <2za1

ANzir—ix <cj, N ¢, <Zpa

A ( /\ 2k < Zk,i-',—l)

1<i<A—1

AN /\ i ~cj.
CijCj
N cj =<c;
Written in a more convenient notation, n< establishes the chain
201 < ..o <2oA <G <211 << 2 <G, <o

<G, <Z—11 <o < 2R <G, < 2 << 2

and identifies ¢; and ¢; whenever ¢; =< ¢; = ¢;. Notice that the length of 7< is at most quadratic in
the length of Ng U Npsg.

¥ Npsr



240 CHAPTER 10. DECIDABLE FRAGMENTS

For the following variant of Lemma 10.2.7 we make an exception for the sentences ¢y, and
1< and treat <, < as uninterpreted predicate symbols and consider both sentences without sorts.

Lemma 10.2.11. Let = be any total preorder over the constant symbols c1, ..., ck. Suppose there is
a model A f= g AN= with a single-sorted domain and in which <, < are treated as uninterpreted
predicate symbols. Assume that A’s domain is minimal, i.e. A does not contain any substructure
that also satisfies pnger A< — notice that this entails that A is finite. Furthermore, assume that
for all m-tuples q,q of elements from Rat™? which are Ja-equivalent® we have x 4(q) = xa(q')-

Then, we can construct a model B of Ngsr that is Jg-uniform, contains the rational numbers
as subdomain, interprets the predicate symbols <, < as the usual relations over the rationals, and
interprets the free sort S with some finite set. Moreover, we have B |= ¢; < ¢; if and only if
A= ¢ <cjif and only if ¢; < ¢;.

The proof of Lemma 10.2.11 proceeds along the same lines as the proof of Lemma 10.2.7 does.
We only need to switch from the setting of Ngsg mixing interpreted arithmetic relations over the
rationals with uninterpreted predicate symbols to the point of view of the purely uninterpreted
setting of Yy A <. Moreover, Corollary 10.2.10 guarantees the existence of a model A as
described in Lemma 10.2.11 whenever Npgp is satisfiable (in the arithmetic setting).

Proposition 10.2.12. If N has a model B, then there is some total preorder < over the base-sort
Skolem constant symbols c1, ..., c occurring in N and a Js-uniform® model A = pNgen A 1< with
a finite domain. Moreover, we have B |= ¢; < ¢; if and only if A = c¢; < ¢; if and only if ¢; < ¢;.

Now we have all pieces together to devise a nondeterministic decision procedure for finite
BSR(SLR) clause sets in normal form. Consider such a clause set N. Recall that since N is in
normal form, we can divide N into two disjoint parts Ng and Npgr such that Npgr does neither
contain any rational numbers nor any arithmetic operators (except for the predicate symbols <, <).
Our previous observations lead to the following nondeterministic decision procedure:

(I) Nondeterministically fix a total preorder < over the set of all base-sort Skolem constants
occurring in Ng U Nggr.

Define a clause set N< that enforces < for base-sort Skolem constants:

Ng ::{c>c'—>false‘cjc’}.

(IT) Check whether the clause set Ng U N< is satisfiable under Q, that is, check whether there
is some assignment 7 : {c1,...,cx} — Q such that Q = (Ng U N<) [e1/v(c1), ..., cu/v(ck)]
where (Ng U N<)[e1/7(c1),...,cr/v(ck)] denotes the syntactic replacement of every ¢; with
v(¢;) in Ng U N<.

(IIT) Check whether the (single-sorted) BSR sentence ¢y A =< — transformed into prenex
normal form with a 3*V* quantifier prefix — is satisfied by some model A that is J 4-uniform.

(IV) If both Step (II) and Step (III) succeed, then N is satisfiable.

Step (II) relies on the fact that Ng U N< is variable free and that the existential fragment of linear
rational arithmetic is decidable (cf. Proposition 10.2.13). Notice also that Steps (II) and (III) could
be done in any order. By Lemma 10.2.11 and Proposition 10.2.12, the procedure is a correct and
complete decision procedure for the satisfiability of finite BSR(SLR) clause sets in normal form.

Next, we investigate the time complexity of the outlined decision procedure. To this end, we
first argue that Step (II) can be done in nondeterministic polynomial time.

2 Although J4-equivalence and the coloring function x 4 are technically defined for a different setting, we reuse
the definitions in Lemma 10.2.11 and in Proposition 10.2.12 with their intended meaning without formally adapting
them to the new setting.

3See Footnote 2.
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Proposition 10.2.13. Let ¢g := 3. /\CGN@UN< C[cl/vl,...,ck/vk] where vV contains k fresh

variables vy, ..., v, of sort Q and C [cl/vl, cee ck/vk] denotes the clause C' after replacing every c;
in C with v;. The question whether Q |= pg holds can be decided nondeterministically in polynomial
time with respect to ||Ng U N<||, i.e. with respect to the length of the binary encoding of the clause
set Ng U N<.

Proof sketch. We devise the following nondeterministic decision procedure:
(1) Let At be the set of all atoms occurring in ¢g. Nondeterministically choose a subset S C At.

(2) Construct the propositional counterpart ¢pop 0f g by replacing every arithmetic atom A in
(o with the propositional variable p4. Check whether (A cgpa) A (Aacans P4) = Pprop
is a valid propositional formula.

(3) Let ¢(v) := (/\A(v)es A@)) A (/\A(v)eAt\S —A(¥)) and check whether we have Q = 3v.¢(¥).
(4) If both Steps (2) and (3) succeed, then g is satisfied under Q.

As the formula (/\AGSPA) A (/\AeAt\S ﬁpA) in Step (2) describes a complete assignment of all
the propositional variables occurring in ¢prop, Step (2) amounts to checking whether ¢prop is
satisfied under this assignment. Hence, Step (2) can be done in polynomial time (with respect to
len(@prop)). Regarding Step (3), conjunctions of linear inequalities with existentially quantified
variables over the rational numbers can be solved deterministically in polynomial time (with
respect to the length of their binary encoding) via a transformation into a linear program (see,
for instance, [BM07], pages 217218 in Section 8.3 and Theorem 8.17). It is well known that for
any feasible linear program over the rational numbers a solution can be computed in polynomial
time [Kha80, GL81, Kar84] (see also [RESW14] and [Sch99], Sections 10, 13, and 14). O

By virtue of Proposition 10.2.13, Step (II) can be done nondeterministically in polynomial time
with respect to ||[Ng U N<||, where the formula length of N< (and also || N<||) is at most quadratic
in the length of Ng U Npsr. On the other hand, the sentence g, A< has a formula length
that is polynomial in the length of Ng U Npgr. By Proposition 3.1.6, we know that, if pnge, A 7=
is satisfiable, then it has a model whose domain contains at most as many elements as @y A 7=
contains existentially quantified variables plus constant symbols.

Unfortunately, we cannot invoke Proposition 5.0.1 directly to obtain an upper bound regarding
the computational complexity of Step (III), because the proposition only speaks about the general
first-order satisfiability problem and Step (III) is about satisfiability with respect to a restricted
class of structures. However, the decision procedure underlying Proposition 5.0.1 (see, e.g.,
Proposition 6.0.4 in [BGGYI7]) starts with nondeterministically guessing a structure 4 that is a
candidate model for the sentence at hand, and then checks in deterministic exponential time whether
A is indeed a model. It is easy to see that we could restrict the guessing step to structures that are
Ja-uniform?. The latter in fact amounts to an additional step for checking whether the candidate
model is indeed J4-uniform, which can be done deterministically in time that is exponential in the
length of the considered sentence. Hence, by a modified variant of Proposition 5.0.1, we conclude
that the satisfiability problem that needs to be solved in Step (IIT) belongs to NEXPTIME, and, as
the problem is at least as hard as BSR-Sat, it is in fact NEXPTIME-complete.

Theorem 10.2.14. The satisfiability problem for finite BSR(SLR) clause sets is decidable, and
for clause sets in BSR(SLR) normal form the problem is NEXPTIME-complete.

By Lemma 10.0.7, every finite BSR(SLR) clause set IV can be transformed into an equisatisfiable
clause set N’ in BSR(SLR) normal form. The occurring blowup is such that (a) the length of
N’ is at most exponential in the length of N, (b) the number of variables occurring in any
clause in N’ is not larger than the number of variables occurring in any clause in N, (c¢) the
number of uninterpreted constant symbols occurring in N’ is linear in the length of N. Hence, by

4See Footnote 2 on page 240.
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Proposition 10.2.13 plus the modified variant of Proposition 5.0.1 (see above), Steps (I) to (IV) can
still be done nondeterministically in time that is at most exponential in the length of the original
clause set N.

Corollary 10.2.15. The satisfiability problem for finite BSR(SLR) clause sets is NEXPTIME-
complete.

10.3 Shifting Perspective: BSR(SLR) from the Viewpoint
of Combinations of Theories

In automated reasoning there are often specialized decision procedures tailored towards specific
theories, such as (fragments of ) arithmetic over the rationals or integers, equality over uninterpreted
function symbols, and theories concerning data structures such as arrays, bit vectors, pointers,
and strings. In applications originating from verification of software systems, for instance, it
is often necessary to be able to reason about formulas that are based on more than one of
these theories. In such applications, one mostly considers existentially quantified formulas and
universal quantification is not allowed. Indeed, such syntactic restrictions are one possible way to
make certain satisfiability problems decidable which would be undecidable otherwise. From an
engineering perspective it is then desirable to combine several decision procedures, each capable
of reasoning in one component theory, into a procedure that can handle the combined theory.
It turns out that this is a non-trivial task, which can, however, be solved in a satisfying way in
certain practically relevant cases. Two basic approaches for solving this challenge were presented
by Nelson and Oppen [NO79, Opp80, Nel84, TH96] and by Shostak [Sho84, RS01, Gan02]. Over
the years, combination of theories has received quite a bit of attention. The survey article [MZ02]
summarizes the development of the field until 2002. Since then the field has developed further, of
course. Here we can only give an incomplete list of works that is intended to mention many of
the recent contributors: [SR02, TR03, TZ05, RRT04, RRZ05, CK06, GNZ08, ABRS09, WPKO09,
TRRK10, Sof13, CFR15, GG18]. A more detailed overview and further references can be found
in [BMO07], Chapter 10, [KS16], Chapter 10, and [BT18], Section 11.5. A conceptual continuation
of the combination-of-theories paradigm in the full first-order setting is embodied in hierarchic
superposition [BGW92, BGW94, BW13b, BW13a, KW12, Krul3]. The latter is a calculus for
reasoning about first-order logic modulo background theories, which aims at a tight integration of first-
order theorem proving with solvers for the considered background theories. For further references,
see [Krul3], in particular the related-works section in Chapter 1, and also [GHWO03, Sof14], for
instance.

The method by Nelson and Oppen was originally designed for combining theories whose
vocabularies are disjoint and which are stably infinite (see below). Often, it is attempted to relax
the mentioned restrictions towards the to-be-combined theories (disjointness of vocabularies and
stable infiniteness). The general setup of the framework is the following. We consider a first-order
sentence 3v. 11 (V) Ao (V) where 11 and 19 are formulas over disjoint vocabularies X1, X5 that may
contain uninterpreted or interpreted function and predicate symbols. Hence, the only non-logical
symbols common to 1, and 5 are the equality sign ~ and the variables from v. In contrast to the
rest of the chapter, the interpreted part of the vocabularies X1, X5 is not limited to arithmetic.
Usually, 11 and v are restricted to existential formulas, i.e. they are required to be equivalent to
some 3* prefix formula. Then, the only means of exchanging information between the parts ¢ and
)9 is, in essence, equations v ~ v and disequations v % v’ with v,v’ € ¥. Given decision procedures
DP;,DP, that can decide satisfiability of 3v.11(¥) A n(¥) and of 3v.12(¥) A n(¥), respectively,
where 7 is any conjunction of (dis)equations [-]v & v’, the Nelson—Oppen approach combines the
two into one decision procedure for 3v. 1 (¥) A 12(¥) as follows.

(1) Nondeterministically construct an equivalence relation ~ over the variables in v. Let 7. be

the formula
(V) = (/\ v’fuv’) A (/\ Uaév’) :

v’ Vv’
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(2) Use DP; to check whether 3v. 41 (¥) A n.(¥) is satisfiable with respect to the fixed semantics
of the interpreted parts of 3.

(3) Use DP5 to check whether 3v.¢9(V) A 1. (V) is satisfiable with respect to the fixed semantics
of the interpreted parts of 3.

(4) If both Steps 2 and Step 3 succeed, then 37. 11 (¥) A ¥5(¥) is satisfiable with respect to the
fixed semantics of the interpreted parts of ¥; U 3.

The outlined decision procedure is correct and complete provided that the semantic restrictions
underlying X1, ¥y are such that whenever 3v. ¢ (¥) A n(¥) and 3v.¢2(¥) A n~(¥) are satisfiable,
then there are (single-sorted) models A; = 37.¢1(¥) A no(¥) and Az = 37.¢2(V) A n(¥) that
have infinite domains. This property is referred to as stable infiniteness.

The decision procedure that we have developed for finite BSR(SLR) clause sets shows great
similarities with the Nelson-Oppen approach to combining decision procedures. In what follows we
shall abstract from the BSR(SLR) syntax (in normal form) to a certain extent and generalize the
results we have obtained to far.

Consider a sentence o := 3V. 1 (V) AIFVz. 02(¥, ¥, z) with the following properties. The conjunct

1 is a formula over the language of rational arithmetic (without uninterpreted constant symbols).

The conjunct s is a relational quantifier-free formula that does neither contain rational numbers
nor any arithmetic operators except for <, <. However, ¢s may contain uninterpreted predicate
symbols. Notice that the BSR(SLR) normal form falls into the syntactic category of ¢. The
syntax of ¢ emphasizes the loose connection that ¢ establishes between the arithmetic part and the
non-arithmetic predicates via the order relations <, <. While in the classical Nelson—-Oppen setting
the only information the two procedures DP;, DP5 need to exchange are equations v = v’ over
existentially quantified variables v,v’, in the case considered here, component decision procedures
need to exchange information about the order relations <, < that are common to the two parts ¢
and 9. More precisely, only the relative positions of the shared variables from v with respect to <
need to be exchanged. This leads to the following adapted decision procedure, which is based on
the one for finite BSR(SLR) clause sets from Section 10.2:

(1) Nondeterministically choose a total preorder < over the set of all variables from ¥ — there
are at most 2/¥1* different choices for =. We write v; < v; if and only if we have v; < v; and
v; A v;. Let vj, < ... < v, be a maximal <-chain. Define the formula

775(\7)::(/\ v<v’)/\< /\ vzv’).

v=<v’ v=v’
Av'<v

(2) Find a tuple 7 € QI¥l such that Q & ¢y (F) A n< (7).

(3) Check whether the BSR sentence 3vyVz. v2(7,¥,2) A n<(¥) (with a mixture of interpreted
and uninterpreted function and predicate symbols) is satisfiable, using the methods from
Section 10.2, Lemma 10.2.11 in particular. If the answer is positive, construct a model
A ': Hvyvz' P2 (\77 v, Z) A n= (‘7)

(4) If both Steps (2) and Step (3) succeed, then ¢ is satisfiable. More precisely, we then get
Al @1(F) A (F5V2. 92(7,3,2)) A (7).

Notice that in this scheme the Steps (2) and (3) are independent of each other and only linked
by the formula n<, which is based on the nondeterministically constructed preorder <. From
the perspective of ¢s, the variables in v are constants whose exact values are unknown and not
important. In fact, most parts of the structure Q are not important for constructing a model for 5.
However, in general we have to make sure that any cardinality constraints that might be imposed by
9 are not in conflict with the fact that < and < under Q are dense linear orders without endpoints.
For example, a BSR sentence of the form y := Vz122. 21 # 20 — Vi (Pi(zl) > ﬁPi(zQ)) limits

stable
infiniteness

P P1, P2
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the domain to 2" elements. In this case, using the rational numbers as (sub)domain is not possible.
Such cardinality conflicts are resolved in Lemma 10.2.11 by (a) conjoining the formulas ¢ and 7)<
(defined on pages 239 and 239) and (b) requiring J 4-uniformity of the model A. In case of , this
means that A |= < entails the existence of two distinct domain elements a, b with a <4 b that
are indistinguishable with respect to their belonging to the sets P, i.e. A = A, (P;(a) ¢ Pi(b)).
Hence, we get A £~ x.

Remark 10.3.1. The combination approach outlined so far allows for a neat black-box-style
integration of arithmetic solving with theorem proving for purely uninterpreted first-order logic, in
particular for BSR. From a practical point of view, the combined decision procedure suffers from the
drawback that the (nondeterministic) search for a suitable preorder does not take the information
into account that the decision procedures employed in Steps (2) and (3) gather while trying to solve
the two parts 3v. 1 (V) An<(¥) and IVVZ. 02(¥,5,2) A n<(¥) individually. If we aim at combined
decision procedures that are more efficient in practice, then a tighter cooperation of the component
decision procedures is desirable, which could lead to a more directed search for the preorder <.

Consider again the sentence ¢ = 3v. 1 (V) A IFVZ. p2(¥,¥,2). In the light of the above said,
it becomes clear that the constituent ¢1(v) does not necessarily have to be a linear-arithmetic
sentence without quantifiers. In fact, the only requirement that is necessary for the described
combination approach to work is the availability of a procedure that is able to provide us with a
solution 7 for the variables v such that ¢1(7) is a valid arithmetic statement. Indeed, there are
such procedures available for formulas ¢;(¥) over the language of linear rational arithmetic with
additional quantifiers and, more generally, for linear arithmetic over ordered fields. We have met
one such a procedure based on quantifier elimination, namely virtual substitution [Wei88, LW93|
in Section 7.1. When we consider the reals as domain, we could even allow polynomials instead of
linear terms only — in this case, we are restricted to the model class of real closed fields.> For this
language there are also quantifier-elimination procedures known that generalize the ones for the
linear case, see [Stul7] for an overview. Regarding the second constituent 3yVz. vo(¥,7,7) of ¢, we
have focused on BSR sentences until now. But in the light of our insights gained in Chapter 3, in
particular in Sections 3.2 and 3.5, it becomes clear that we could also use SF or GBSR formulas
here.

Theorem 10.3.2. Consider the class of first-order sentences of the form o = 3. 01(¥) A p2(¥)
that satisfy the following properties.

(a) ©1(¥) is a formula over the language of real arithmetic based on the vocabulary {({<, <,=,
#,>, >} QU {+,-}). Then, all terms in v1(¥) are polynomials over real-valued variables
with rational coefficients.

(b) 3. 2(¥) is a two-sorted GBSR sentence over the sort R and the uninterpreted sort S. The
underlying vocabulary contains the interpreted predicate symbols <, <,=,#,>,> over the
sort R and may also contain uninterpreted predicate symbols with signatures mizing the sorts
R and §. On the other hand, rational numbers or arithmetic operations such as +,—,- are
not admitted in (7).

The satisfiability problem for the described class is decidable.

Proof sketch. The theorem follows from the fact that 3v. o (V) can be transformed into an equivalent
BSR sentence (cf. Lemma 3.5.2) and the availability of first-order quantifier-elimination procedures
for 39. ¢1(¥) An<(¥) for any preorder < on the variables in v. Together with these two components,
the combined decision procedure described earlier suffices to solve the decision problem posed in
the theorem. 0

As explained above, the theorem is also valid if we replace R with Q under the restriction that
all arithmetic terms in the constituent ¢1(¥) are linear arithmetic terms.

5Recall that validity in the theory of the rationals with addition and multiplication is undecidable, cf. Footnote 2
on page 20.
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By virtue of Theorem 10.3.2 and an adapted variant of Lemma 10.0.7, the following generalization
of BSR(SLR) has a decidable satisfiability problem.

Definition 10.3.3 (GBSR with simple linear rational constraints — GBSR(SLR)). A GBSR(SLR)
sentence is any sentence of the form ¢ :=VX13y1 ...VX,3V,. ¥ with quantifier-free v that adheres
to Definition 8.4.1 and may contain LRA atoms that are subject to the following restriction. Every
LRA atom in ¢ has the form s <t or x <t or x <&’ where z,2’ € (X3 U...UZX,) N Varg and s,t
are LRA terms that do not contain any variable from X1 U ... UZX,, but may contain variables from
(71 U...U¥y,) N Varg. Every non-arithmetic atom in ¢ is either an equation s = s’ over variables
from Vars, or a non-equational atom P(s1,...,8my) that is well sorted and where the s; range over
base-sort variables and free-sort variables.

Corollary 10.3.4. The satisfiability problem for the class of GBSR(SLR) sentences is decidable.

10.4 The Bernays—Schonfinkel-Ramsey Fragment with
Bounded Difference Constraints is Decidable

Similarly to the previous section, we fix some finite BSR(BD) clause set N in BSR(BD) normal
form, and we assume that all uninterpreted predicate symbols P occurring in N have the sort
P: 8™ x Q™ for two fixed nonnegative integers m,m’. Moreover, we assume that all rational
numbers in N are in fact integers. This does not lead to a loss of generality, as we could multiply all
rational numbers with the least common multiple of their denominators to obtain an equisatisfiable
clause set in which only integers occur. We could even allow Skolem constants, if we were to add
clauses stipulating that every such constant is assigned a value that is (a) an integer and (b) is
bounded from above and below by some integer bounds. Dropping any of these two restrictions

renders the satisfiability problem undecidable, cf. Chapter 11, Sections 11.2 and 11.4 in particular.

For the sake of simplicity, we do not consider Skolem constants in this section.

Our general approach to proving decidability of the satisfiability problem for finite BSR(BD)
clause sets is very similar to the route taken for BSR(SLR) in the previous section. However,
due to the nature of the LRA atoms in BSR(BD) clause sets, the employed equivalence relation

characterizing indistinguishable tuples has to be different from the one tailor-made for BSR(SLR).

In fact, we use one equivalence relation ~,, over the unbounded space Q™ and another equivalence
relation ~, over the bounded subspace (—k — 1,k + 1)™ for some positive integer k. Our definition
of the relations ~, and =, is inspired by the notion of clock equivalence used in the context of
timed automata (see, e.g., [AD94, BK08], and Section 10.5 of the present thesis).

Definition 10.4.1 (bounded region equivalence ~). Let k be any positive integer. We define the
equivalence relation ~,; on (—k — 1,5+ 1)™ such that we get (r1,...,mm) = (S1,...,8m) if and
only if the following conditions are met:

(i) For every i we have |r;] = |si], and fr(r;) =0 if and only if fr(s;) = 0.

(i) For all i, j we have fr(r;) < fr(r;) if and only if fr(s;) < fr(s;).

The relation ~, induces only a finite number of equivalence classes over (—x — 1,k + 1)™.
Over Q™, on the other hand, an analogous equivalence relation ~,, would lead to infinitely many
equivalence classes. In order to overcome this problem and obtain an equivalence relation over Q™
that induces only a finite number of equivalence classes, we use the following compromise.

Definition 10.4.2 (unbounded region equivalence =,.). Let x be any positive integer. We define
the equivalence relation =,; on Q™ in such a way that we have (ri,...,rm) = ($1,...,8m) if and

only if

(i) for every i either r; > k and s; > K, or r; < —k and s; < —k, or the following conditions
are met:

(i.3) |ri] = |si] and

12

1)
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(i.i) fr(r;) =0 if and only if fr(s;) =0,
and
(ii) for all i,j

(11.1) if ri,r; > Kk or v,y < —k, then r; < rj if and only if s; < sj,
(ti.ii) if —k <1y, < K, then fr(r;) < fr(r;) if and only if fr(s;) < fr(s;).

Obviously, the equivalence relations ~, and =, coincide on the subspace (—&,x)™. Over
(—k — 1,k + 1)™ the relation ~, constitutes a proper refinement of =,,. Figure 10.2 depicts the
equivalence classes induced by ~, and =, in a two-dimensional setting for x = 1. We will need
both relations in our approach.

AN /
17 v
v e P
(0,0)

Figure 10.2: Left-hand side: partition of the set (—2,2)? induced by ~;. Right-hand side: partition
of Q? induced by =;. Every dot, line segment, and white area represents an equivalence class.

Definition 10.4.3 (~,-uniform and =,-uniform structures). Let x be any positive integer. We
call any structure A ~-uniform if its corresponding coloring x 4 (cf. Definition 10.2.5) colors each
~, -equivalence class over (—k — 1,k + 1)™ wuniformly, i.e. for all tuples §,§ € (—x — 1,k + 1)™
with G ~, @ we require x4(q) = xa(7'). We call A =,-uniform if x 4 colors each =, -equivalence
class over Q™ uniformly.

The parameter k will be determined by the rational number in N with the largest absolute
value. If k is defined in this way, one can show that the LRA atoms occurring in N cannot
distinguish between two =,-equivalent m-tuples of rationals. This observation will be crucial for
the proof of Lemma 10.4.4, where we will prove the existence of =,-uniform models for satisfiable
finite BSR(BD) clause sets N. To this end, we start from some model A of N and rely on the
existence of a certain finite set @Q C [0, 1) of fractional parts. This set @ can be expanded to a set
@ C (—k — 1,k + 1) by addition of the fractional parts in ) with integral parts &k from the range
—k—1< k < k. Hence, Q contains 2(k+1)-|Q| rational numbers. We assume that all ~-equivalent
tuples 5,5 from @m are treated uniformly by 4. Put differently, we require x 4(3) = x4(5'). We
choose to formulate this requirement with respect to ~, because of the more regular structure of
its equivalence classes, which facilitates a more convenient way of invoking Lemma 10.1.1. Due to
the fact that ~, constitutes a refinement of =, on the subspace (—x — 1,k + 1)™, and since for
every =,-equivalence class S over Q™ there is some ~4-equivalence class S C (—k — 1,k + 1)™
such that S C §, we can use the color x4 (7) of representative m-tuples 7 constructed from @ to
serve as a blueprint when constructing a =,-uniform model B.

Lemma 10.4.4. Let A be the maximal number of distinct base-sort variables in any single clause
in N; in case of A < m, we set A :=m. Suppose that N is satisfiable and let A be any model of N.
Let k be the smallest positive integer that is larger than the absolute value of any rational number
occurring in N. Suppose we are given a finite set Q C [0,1) of cardinality A + 1 such that 0 € Q
and for all tuples 7,5 € @m, T~ 5 entails x 4(T) = xa(5), where
@:: {quk | q € Q and k is any integer with —x — 1 §kz§/<;}.

Then, we can construct a model B of N that is =, -uniform and that interprets the free sort S with
some finite set.
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Proof. The construction of B from A is similar to the construction of uniform models outlined in
the proof of Lemma 10.2.7.

Claim I: Let p be any positive integer with 1 <y < A. For each of the finitely many equivalence
classes S € Q"/~, and every 7 € S, there is some ¢ € SN Q" such that 7 =, ¢ and
for all 41,149,453 with 7, < —k and r;, > k and —k < r;; < k and fr(r;;) > 0 we have
fr(qil) < fr(qu) < fr(qis)'

Proof: Let iy,1z,... be all the indices from {1,...,u} for which we have r;; > & for every j.
Analogously, let /1, /s, ... be all the indices from {1,...,u} such that r,;, < —& holds for
every j. We define the rational number

0:= min({fr(n) ‘ —k <r; <kand fr(r;) >0and 1 <3 < m} U {%})
There must be some integer ¢ for which we get —%(5 < %7"5]. <0< %rij, < %5 for all j,5’. Let
7 be the tuple that we obtain from 7 by replacing every r;, with %rij + %5 + xk and every
¢, with %7“@]- + %5 —  — 1. By construction, we observe 7’ € (—x — 1,k + 1)* and 7 =, 7.
Moreover, we have 0 < fr(,) < 16 < fr(ﬂj,) < § < fr(rg) for all j,j’ and every ry with
—k <7 <k and fr(rg) > 0.

Next, we define the following ascending sequences

sy < 8§ < ... < sy, where s; = 0 and the values s’ with j > 1 are the strictly positive
fractional parts in ascending order that occur in fr(7#), and

gy < ¢4 < ...< g4, which comprises all rationals in @ in ascending order, including ¢j, = 0.

We now construct a tuple g € SN Q" by setting g, := |7¢] + ¢} for j such that fr(r}) = s’.

Clearly, ¥ and q are ~,-equivalent. Since ~, is a refinement of =, over the subspace
(—k — 1,k + 1), this entails 7 =, §. O

Let c¢1,...,ce be an enumeration of all constant symbols in N that are of the sort S. Let S
denote the set {a € S* | a = ¢! for some ¢;}. We construct the structure B as follows. We set
SB.=8 , and for every constant symbol ¢ occurring in N we set ¢8 := cA/.\ Furthermore, for every
uninterpreted predicate symbol P occurring in N and for all tuples a € S™ and 7 € Q™ we pick
some tuple § € Q™ in accordance with Claim I — i.e. § satisfies ¥ =, § — and define P? in such a
way that

(a,7) € PP if and only if (a,q) € P*.

Claim II: The structure B is =, -uniform.

Proof: Let 71,72 € Q™ be two ~,-equivalent tuples. By Claim I, there exist two tuples ', > € @m
such that q' =, 7
Even stronger, we can infer ! ~, g2 as follows. Suppose, ' %, G>. We observe the following
properties, which follow from ¢! =, ¢* and the fact that ¢*,¢* € (—x — 1,k + 1)™:

(i) [g'] = [¢*] and [q"'] = [¢*].

(ii) For all i, j for which —x < ¢}, qjl < K we have fr(g}) < fr(q}) if and only if fr(¢?) < fr(q]z).
(ili) For all 4,5 for which ¢},qj < —k or &k < ¢}, q; we have ¢ < ¢j if and only if ¢} < ¢.

Because of ¢',* € (—k — 1,k + 1)™, we even obtain fr(¢;) < fr(¢j) if and only if
fr(q?) < fr(q?).

Hence, our assumption ¢' %, g* entails that there are two indices 4, j such that fr(q}) < fr(q;)
and fr(q7) > fr(q}) (or fr(¢}) < fr(qj) and fr(¢7) > fr(¢7)), and one of the following cases
applies:

(1) k <gf,qf and —k < qj,¢; <&, or

(2) k< g}, ¢ and q}q? < —K, Or

and §? =, 72. By transitivity and symmetry of =,, we have ¢* =, ¢°.

15, fj

S
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(3) —k<gqg}H¢? <rkand Kk < qjl-,qf-, or
(4) —k < ¢}, ¢? <k and qjl-,qu < —K, or
(5) ¢;,4 < —r and —k < ¢}, ¢} < K, or
(6) ¢;,q7 < —r and k < qj,q;.
Ad (1). By Claim I, we have fr(g}) < fr(¢j) and fr(¢7) < fr(¢3).
Ad (2). By Claim I, we have fr(q}) > fr(q}) and fr(¢7) > fr(¢3).
Ad (3). By Claim I, we have fr(q}) > fr(q}) and fr(¢7) > fr(¢3).
Ad (4). By Claim I, we have fr(g}) > fr(qj) and fr(¢7) > fr(q3).
Ad (5). By Claim I, we have fr(q}) < fr(q}) and fr(¢}) < fr(¢3).
Ad (6). By Claim I, we have fr(g}) < fr(q}) and fr(¢}) < fr(q3).

Since all cases yield a contradiction, we must have ' ~, 2.

Because of ¢!, ¢ € @m and due to our assumptions regarding Q and @m we have x4(q') =
x4(g*). Moreover, by construction of B, we have xg(7') = xa(g") and x5(7?) = x4(7?).
Consequently, x5(7) = x5(7). O

We next show B |= N. Consider any clause C = AAT — A in N and let 5 be any variable
assignment ranging over S8 U Q. Starting from 3, we derive a special variable assignment ¢ as
follows. Let x1,...,z¢ be an enumeration of all base-sort variables in C. By Claim I, there exists
some tuple g := (q1,...,q¢) such that (g1,...,q¢) = (B(21),...,8(z¢)) and g € Q°. We define
~vo(z;) := g; for every i. Hence, we have
(B(x1),...,B(xe)) (10.2)

x¢} we could define vo(y) arbitrarily. For every

<’7C(x1)’ s 770(z€)> =y

For all other base-sort variables y & {z1,...,
free-sort variable u we set yo(u) := B(u).

As A is a model of N, we know A, v¢c = C. By case distinction on why A, v¢ = C holds, we
use this result to infer B, 8 = C.

Case A, v¢ [~ © < ¢ for some atom = < ¢ in A. Hence, Bc(x) 4 c. Due to Equivalence (10.2), the
assumption |c| < s, and the definition of =,;, we know that yo(z) < ¢ holds if and only if
B(x) < c. Consequently, we get 8(z) « ¢ and thus B, 8 |~ = < c.

Case A, vc £ = <y for some atom = <y in A. By Equivalence (10.2) and the definition of =, we
know that yo(z) <ve(y) if and only if S(x) < 5(y). Consequently, we get B, 8 [~z < y.

Case A,v¢ £ x — y < ¢ for some atom & —y < ¢ in A. By definition of BSR(BD) clause sets, A
must also contain atoms ¢, < z, * < d,, ¢y <y, and y < d,, for certain rational numbers
Cz, dz, Cy, dy Whose absolute value is at most . If one of these atoms is not satisfied by ¢,
then the first case applies.

If all of these atoms are satisfied by v¢, then, by Equivalence (10.2), they are also satisfied
by 8. Moreover, Equivalence (10.2) and the definition of =,, entail |yo(z)] = [B(=)],

o)) = 1BW)], Ihe(@)] = [6(=)], [ve(y)] = [B)], fr(yo(z)) < fr(yo(y)) if and only if
ﬁr(ﬂ(x)) < fr(B(y)), and fr(yo(x)) > fr(ye(y)) if and only if fr(8(x)) > fr(8(y)). Hence, the
ollowing two observations hold:

e (x) lye(@)] = lveW)] + [fr(ve () — fr(vo(y)) ]
1= 1Bw)] + [fr(B(x)) — fr(B(y))]

- B(y)]

—vc(y)]| =
= [B(z
= |B(z
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and

e () —=veW)] = [1e(@)] = [ve )] + [fr(ve () — fr(ve (y))]
= [B()] = [B)] + [fr(B(2)) — fr(B(y))]
= )

Consequently, since we assume ¢ to be an integer, we have y¢(x) — vo(y) < ¢ if and only if
B(x) — B(y) < c. In other words, A, 8 =z —y<ec.

Case A,vc W=t = t' for some atom t ~ t' € T'. Hence, ¢ and ¢’ are either variables or constant
symbols of the free sort, which means they do not contain subterms of the base sort. Since B
and A behave identical on free-sort constant symbols and S(u) = y¢(u) for every variable
u€ Vs, weget B,SEt~t.

Case A,v¢ =t ~ t/ for some t ~ t' € A. In analogy to the above case, we obtain B, 5 =t~ t'.

Case A,vc = P(t),...,t ., t1,...,ty) for some non-equational atom P(t|,...,t, , t1,...,ty) in

»Ym/ »Ym/

I". This translates to

(A(e)t),- - Alve) (), Alve) (), - Alve) (tm)) & P
By construction of ¢, we have A(y¢)(¢;) € Q for every j. Due to our assumptions regarding
@ and by construction of B, we therefore have

(A(ve)(t1)s - - A(ve) (), Alve) (), - Alve) (tn)) & PP.
We observe the following properties:
We have A(vc)(t}) = B(B)(t}) for every t; due to the definition of B and ~c.
Since all the t; are base-sort variables, we get A(v¢c)(t;) = B(yc)(t;) for every t;.

These two observations yield

(BB)(t1), - BB)(tr,). B(ye)(ta), - .., B(re)(tm)) & P°.

Because of this result, and due to =,-uniformity of B,

<B(’YC)(t1)v e 76(’7C)(tm)> &n <B(6)(t1)’ . aB(ﬁ)(tm)>

(BB)(t1), - BB)(t1,), BB) (1), -, B(B)(tm)) & PP.
Put differently, we have B, 8 = P(t],...,t! , t1,...,tm).

yPm/

entails

Case A,v¢c | P(t},...,tl / t1,...,ty) for some non-equational atom P(t|,...,t ,,t1,...,tm) in

s Ym/

A. In analogy to the previous case we infer B, 8 = P(t},...,t) . t1,... tm).

»Ym/’

Altogether, we have shown B |= N. O
We shall employ Lemma 10.1.1 to prove the existence of the set @ that is required for Lemma

10.4.4. This will finish the proof concerning the existence of =,-uniform models for finite satisfiable
BSR(BD) clause sets. But first, we need the following auxiliary result.

Lemma 10.4.5. Let S € (—k — 1,64+ 1)/~ be an equivalence class with respect to ~,,. There
are two mappings p : [m] —{0,1,...,m} and o : [m] - {—x —1,...,0,...,k} such that
(i) for every ascending tuple (ro,r1,...,7m) € [0,1)™ ! with ro = 0 we have (r 1y + o(1),...,

Tpm) +0(m)) €S, and

(ii) for every tuple (s1,...,8,) € S there is an ascending tuple (ro,71,...,7m) € [0,1)™ L with
ro = 0 such that <51, A sm> = <7"p(1) Fo(1), .. Tpm) + U(m)>.

Proof. Fix some tuple g taken from S. Given g, we set ¢j := 0 and further construct the sequence
41, G5, ... in such a way that it lists all strictly positive fractional values occurring in fr(g) in

q, q;
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ascending order. We construct o by setting o (%) := |g;] for every i, and p such that p(i) = k holds
if and only if fr(g;) = g},. Consequently, we have

(G- am) = (fr(q) + a1, - - Tr(gm) + Lam]) = <q’p(1) + (1), s Qo) + o(m)) . (10.3)

Let (ro,71,...,7m) € [0,1)™"! be any ascending tuple with ro = 0. For all 4, we observe the
following properties:

(1) Lrpey +o(@)] =o(i) = lai].
(2) fr(rpey +o(i) = fr(rpuy) = 7o)

(3) p(i) = 0 if and only if fr(g;) = g5 = 0, which entails that fr(r,;y + o (7)) = 0 holds if and only
if we have fr(¢g;) = 0.

(4) fr(q) = q:,(i)'

(5) We have fr(r,;) +o(i)) < fr(r,g +o(j))
if and only if To) < Tp()
if and only if p(i) < p(j)
if and only if q'p(i) < q'p(j)

if and only if fr(g;) < fr(g;).

Taken together, these observations imply ¢ ~ (r,i1) +o(1),...,75(m) + o(m)). Hence, we have
just proved (i).

In fact, we have also already proved (ii), by giving the construction of the sequence ¢(, ¢}, ¢5, - - .
and by having derived Equation (10.3). If the sequence ¢}, ¢}, . .. is shorter than m elements, we
can simply pad it in an ascending fashion with arbitrary values from the interval (0, 1). O

We now have all necessary auxiliary results in place to prove Lemma 10.4.6, which stipulates
the existence of the set @ required by Lemma 10.4.4.

Lemma 10.4.6. Let A be any structure and let k, A be positive integers with X > m. There exists
a finite set @ C [0,1) of cardinality A + 1 such that 0 € Q and for all tuples 3,5 € ij, 5~.58
entails x A(3) = x4(3'), where

@:: {q+k | q € Q and k is any integer with —x — 1 §k§/<;}.

Proof. Let Si,...,Sk be some enumeration of all equivalence classes in (—k — 1,k +1)™/~,_. By
Lemma 10.4.5, there is a (not necessarily unique) sequence (p1,01), ..., (pk, ok) of pairs of mappings
such that each pair (p;, ;) corresponds to the equivalence class S; in the sense of Lemma 10.4.5.
Let ¢4, ..., ce be an enumeration of all constant symbols in IV that are of the sort S. Let S denote
the set {a € S | a = ¢ for some ¢;} containing all domain elements assigned to free-sort constant

symbols by A. We define a coloring ¥ : Q™ — (P{Pa|a € S™" and P occurs in N})k by setting

5(\(7_1) = <X.A(<Tp1(1) + 01(1)7 R a/r'pl(’m) + Jl(m»)a ceey XA(<rpk(1) + Uk(l)v s 7rpk(77L) + Uk(m)>)>

for every tuple 7 = (r1,...,7rm,) € (0,1)™, where we define ry to be 0. By virtue of Lemma 10.1.1,
there is a set Q" C (0,1) of cardinality A such that all ascending tuples (ry,...,r,) € Q™" are
assigned the same color by x. We then set @ := Q" U {0}.

Consider any equivalence class S; and the corresponding pair (p;,0;) and let 5,5 € @m be two
~ -equivalent tuples. Let q1, go,... be an enumeration of all the strictly positive fractional parts
in fr(5) in ascending order and let gy := 0. Hence, gy < ¢1 < g2 < .... By definition of p;, o;, there
are two ascending tuples g := (0,q1,...,qm) and ¢ := (0,¢},...,q,,) in [0,1)™*! such that

§=(qp;1) + 05(1), -, Gy, (m) + 05(m))
and
8" = {d), ) + 05 (D) - @ (my + 05(m))-



10.4. DECIDABILITY OF BSR WITH BOUNDED DIFFERENCE CONSTRAINTS 251

Because of 8,8 € Q™, we know that (@1, qm) € Q™ and (q},...,q,,) € Q™. Then,
XU, -y am)) = XU}, - - -, q.,)) entails

xA(3) = XA(<qu(1) +0i(1), -5 qp;m) + O’j(m)>)
= xa((@p, 1y + 751+ @),y T 05(m))) = xa(5) - [
Lemmas 10.4.4 and 10.4.6 together entail the existence of = ,-uniform models for finite satisfiable
BSR(BD) clause sets, where & is defined like in Lemma 10.4.4.

Corollary 10.4.7. Let k be the smallest positive integer that is larger than the absolute value of
any rational number occurring in N. If N is satisfiable, then it has a model A that is =, -uniform
and whose interpretation of the sort S is some finite set.

Similarly to the BSR(SLR) case, Lemma 10.4.4 and Corollary 10.4.7 do not immediately lend
themselves to constructing a decision procedure for finite BSR(BD) clause sets. We need results
that are easier to handle computationally. To this end, we reuse some ideas that we have already
presented in the context of BSR(SLR). Let s be the smallest positive integer that is larger than
the absolute value of any rational number occurring in N. Let A be the maximal number of distinct
base-sort variables in any single clause in IV; in case of A < m we set A := m. Let Var, be a set of
first-order variables defined by

Var, := {qu_k ‘ where ¢; + k is a formal term for any pair of
integers 4,k with 0 <i < Xand —k —1 <k <k} .
Then, Var, contains (A + 1) - (2x + 2) variables, each of which is intended to represent one value
from the set @), defined in Lemma 10.4.4. Let z be a tuple listing all variables from Var,; is any
order. Moreover, let di,...,d; be an enumeration of all free-sort constant symbols occurring in

N. We construct a formula 7,(z) (also containing the constant symbols dy,...,dy) that has the
following properties:

(a) nx(z) contains the axioms of (strict) linear orders for <, < (treated as uninterpreted predicate
symbols),

(b) mx(z) introduces two fresh unary uninterpreted predicate symbols Rat and Free to represent
the sorts Q and S, respectively, and makes sure that the constant symbols d; are assigned to
sort S and that the variables in z are assigned to sort QQ, and

(¢) nk(z) introduces fresh binary uninterpreted predicate symbols P,_yqr with —k —1 <k <k
and 4 € {<,<,=,%#,>,>} which are intended to represent the predicates z — y < k by
uninterpreted predicate symbols, and 7, (z) makes sure that the P,_,q are defined in the
intended way over the elements represented by the variables in z.

Formally, we define 7, as follows:
1(z) := (Vv.Rat(v) <> —Free(v)) A (Vay.z <y V& <y — Rat(z) A Rat(y))
A /\ (Vay. Po—yar(z,y) — Rat(z) A Rat(y))

—k—1<k<k
€E{<.<=#,2,>)

A /\ Rat(z) A /\ Free(d;)

z€z 1<j<e

A (Vsr:yw.Rat(m) A Rat(y) A Rat(w) — ((ﬁm < z)
/\(x<y/\y<w—>m<w)
/\(x%y\/x<y\/x<y)
/\(xgy<—>a:%y\/a:<y)))

A /\ (( /\ Zqj+k < Zq,7’+1+k> A Zgxtk < Zqo+k+1) :
—k—1<k<wx  0<j<A—1

Var,,
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The length of 7, is polynomial in the number of variables in Var,, in x and A, and in the number
of free-sort constant symbols occurring in N. In addition to 7, we define n/,(z) to be a first-order
formula stipulating the order axioms for the fresh predicate symbols P,_,q. That is, 7.(z) in
conjunction with 7/, (z) satisfies the following properties for all i, 7, j', k, k' with —x < i < k and
0<j,7<Xand —k—1<k, k' <k:

M (Z) A (2) I Pacymi(zay s 70, 440 i and only if k — K = i and j = 7/,

N:(2) A1 (Z) E Po—y<i(2g;+k, 2q,+1) if and only if k — k" <idor k — k" =4 and j < j,
N5(2) A0 (2) F Po—y>i(24;+k, Zq;+) if and only if & — & > or k — k' =i and j > j',
() AL(P) [ Py (a0 20, 10) i and only i 7(2) A (2) 1= Poys (g b 20y 040)

or T]N(Z) A Tl;(i) ): Px—y:i(ij-‘rka qu/-ﬁ-k:’)a

nx(2) A1 (2) = szyzi(zqfrkv qurJrk/) if and only if 7,.(z) A n,.(2) = Px*y>i(ij+kv querk’)
or 0x(z) Ay (z) = P:rrfy:i(ij+ka qu,+k')7

N (Z) A (2) | Po—yi(2¢, 4k, Zq;+i) if and only if 0.(2) A1 (Z) = Po—y<i(2q;4k, Zq,+k7)
or 0 (2) A1y (2) = Po—y>i(2q;+ks 2, +k' )5

where all predicate symbols in 1, (z) A7 (Z) are treated as uninterpreted in the current context. The
length of 7/, is at most polynomial in |Var,| and £ — we could simply specify for every quadruple
Zq;+ks Zq, +k'» <, @ whether Py yai(2g;4ks zq],+k/) is satisfied or not. We assume, without loss of
generality, that none of the predicate symbols Rat, Free, and P,_,q occur in IN. Moreover, we
assume that none of the variables from Var, occur in N. Let @ be some tuple listing all variables
from vars(IN) N Vars and let X be some tuple listing all variables from vars(N) N Varg. Recall that
we assume that all rational numbers in the BSR(BD) clause set N are integers. Let N’ be the
result of replacing every integer k in N with the variable z4 1. We now define the sentence

ON . = F7. 1 (Z) Al (Z) A VK. (/\ Free(u) A [\ Rat(a:)) - A\ C@Eux),

uen TEX C(z,u,x)EN’

which is evidently equivalent to some BSR sentence. Furthermore, we observe that the length of
©N,x is polynomial in s, A, and the length of N. For the following variant of Lemma 10.4.4 we
again make an exception for the sentences ¢y, and treat <, < as uninterpreted predicate symbols
and consider the sentence without sorts.

Lemma 10.4.8. Suppose there is a model A }= ¢y, with a single-sorted domain and in which
<, < and the Py_yqi are treated as uninterpreted predicate symbols. Assume that A’s domain is
minimal, i.e. A does not contain any substructure that also satisfies pn .. — notice that this entails
that A is finite. Furthermore, assume that for all m-tuples q,q of elements from Rat™? that are
=, -equivalent® we have xA(q) = xa(7).

Then, we can construct a model B of N that is =, -uniform, constains the rational numbers
as subdomain, interprets the predicate symbols <, < as the usual relations over the rationals, and
interprets the free sort S with some finite set.

The proof of Lemma 10.4.8 proceeds along the same lines as the proof of Lemma 10.4.4 does.
We only need to switch from the setting of N mixing interpreted arithmetic relations and difference
constraints over the rationals with uninterpreted predicate symbols to the point of view of the
purely uninterpreted setting of ¢y .. Moreover, Corollary 10.4.7 guarantees the existence of a
model A as described in Lemma 10.4.8 whenever N is satisfiable (in the arithmetic setting).

6 Although ~-equivalence and =,-equivalence and the coloring function x 4 are technically defined for a different
setting, we reuse the definitions in Lemma 10.4.8 and in Proposition 10.4.9 with their intended meaning without
formally adapting them to the new setting.
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Proposition 10.4.9. If N has a model B, then there is a = -uniform” model A = ¢n ., with a
finite domain.

Finally, we have all pieces together to devise a nondeterministic decision procedure for finite
BSR(BD) clause sets N that proceeds as follows:

(I) Construct the sentence gy, corresponding to N and transform it into prenex normal form
with some F*V* quantifier prefix. Suppose the result is of the form IvVw. (v, W) with
quantifier-free ¥ (¥, w). In what follows we treat all predicate symbols in this sentence as if
they were uninterpreted.

(IT) Nondeterministically construct a candidate model A such that

(a) A’s domain is minimal: we do not introduce more domain elements than necessary to
assign suitable values to ¥ and the constant symbols occurring in ¢y ., and

(b) A is 2,-uniform® with respect to the elements in Rat™.

(III) Check whether A is indeed a model of ¢ .

By Lemma 10.4.8 and Proposition 10.4.9, the procedure is a correct and complete decision procedure
for the satisfiability problem for finite BSR(BD) clause sets. Concerning computational complexity,
we observe the following: Step (I) can certainly be done in polynomial time with respect to x and
the length of N. As we may assume that the integers in N are encoded in binary, the dependence
on k leads to a runtime bound that is polynomial in 21V, Proposition 3.1.6 together with a
modified variant of Proposition 5.0.1 — compare the discussion right before Theorem 10.2.14 on
page 241 — entails that Steps (II) and (III) together can be done nondeterministically in time
p(n* -len(pn ) where p is some polynomial in a single argument, n := |z| + |consts(pn,« )|, and
k denotes the number of universal quantifiers in ¢y ., which we may assume to be linear in the
maximal number of variables in any clause in N. Since n is linear in 2IV1 k is linear in len(N),
and len(¢y. ) is polynomial in #, A and len(N) and, hence, polynomial in 2I1¥1 we in the end
get that the satisfiability problem for finite BSR(BD) clause sets lies in NEXPTIME. It is even
NExPTIME-complete, since the subproblem BSR-Sat is already NEXPTIME-hard.

Theorem 10.4.10. Satisfiability of finite BSR(BD) clause sets is decidable, and for clause sets in
BSR(BD) normal form the problem is NEXPTIME-complete.

By virtue of Lemma 10.0.7, transforming any finite BSR(BD) clause set N into an equisatisfiable
finite clause set N’ in BSR(BD) normal form leads to a blowup that is such that (a) the length of
N’ is at most exponential in the length of N, (b) for any clause C in N’ the number of variables
occurring in C' is not larger than the number of variables occurring in any clause in N, (c) every
free-sort Skolem constant occurring in N’ also occurs in N, and (d) the absolute value of any
integer in N’ is linear in ky - A, where sy is the smallest positive integer that is larger than the
absolute value of any integer occurring in N and Ay is the maximal number of variables occurring
in any clause in N. Let n’ be the number of existentially quantified variables plus the number of
constant symbols occurring in ¢n . Then, we observe that n’ is polynomial in Ky - Ay and len(V)
and, hence, n’ is polynomial in 2Vl Let &’ be the number of universal quantifiers occurring in
©nN k- Then, k' is linear in Ay, which in turn is smaller than len(N). Consequently, satisfiability
of N can be checked nondeterministically in time that is bounded from above by p(2(le“(N))d+1)
for some polynomial p and some positive integer constant d.

Corollary 10.4.11. The satisfiability problem for finite BSR(BD) clause sets is NEXPTIME-
complete.

7See Footnote 6 on page 252.
8See Footnote 6 on page 252.
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10.5 An Application: Formalizing Reachability for Timed
Automata in BSR(BD)

Timed automata (cf. Definition 10.5.3), introduced in the 1990s [AD90, AD94, Lew90, HNSY94],
and extensions thereof are a well-established and widely-used formalism for modeling behavior
of state-based real-time systems. See [BKO08] for a gentle textbook exposition and see the very
recent handbook articles [BFLT18, DFPP18] for comprehensive surveys. In the present section,
we consider the reachability problem for timed automata, which poses the question whether one
can reach a certain set of states from the initial state, possibly under timing restrictions. The
involved concepts will be defined below (Definitions 10.5.2-10.5.4). Our goal is to show that this
problem can be formalized using finite BSR(BD) clause sets. The encoding we shall use will be a
variant of an encoding devised by Fietzke and Weidenbach [FW12]. The central idea underlying
the modification is that time progress does not have to be modeled as precisely as done in the
original encoding. It is well known that the clock constraints in any given timed automaton induce
finitely many regions in the space of clock valuations. We shall refer to these regions as TA regions
(cf. Definition 10.5.5). If two clock valuations belong to one and the same TA region, they are
indistinguishable by the automaton and its clock constraints. This leads to a more abstract point
of view where only the reachability of TA regions matters. As we adopt this point of view, passage
of time can be modeled as a movement from one TA region into reachable regions rather than
the movement of a single point in the space of clock valuations to a ray of reachable points (cf.
Figure 10.4 on page 257). It turns out that difference constraints are sufficient to formalize time
progress in terms of TA regions. This approach will be made precise in Lemmas 10.5.9 and 10.5.10.
Furthermore, it not hard to see that it is sufficient to consider a bounded subspace of the space QZ,
if we intend to decide reachability for a timed automaton with m clocks (cf. Proposition 10.5.6).
For every such automaton there exists a computable integer x, depending on m and the integers
occurring in clock constraints, such that any valuation 7 of the clocks can be projected to some
valuation 7 that is indistinguishable from 7 by the occurring clock constraints and that lies inside
of the space [0,k + 1)™. This is the reason why bounded difference constraints suffice to formalize
reachability.

Remark 10.5.1. In [NMA"02] an encoding of the reachability problem for timed automata in
difference logic (Boolean combinations of difference constraints without uninterpreted predicate
symbols) is given, which facilitates deciding bounded reachability for timed automata, i.e. the
problem of reaching a given set of states within a bounded number of transition steps. When using
BSR(BD) as a modeling language, we do not have to fix an upper bound on the number of steps a
PTIOTI.

There are also other encodings of the reachability problem for timed automata and related
formalisms into linear arithmetic known, for instance [QSW17] (based on miztures of Presburger
arithmetic and linear rational arithmetic) and [CJ98, CJ99] (based on the additive theory of
rationals or integers).

We shall use the standard definitions for timed automata and related notions (see, e.g. [AD94,
BKO08, BFL"18]). In what follows, we fix a positive integer m and a finite tuple % of length m
containing pairwise-distinct first-order variables that have sort Q, called clock variables or clocks
for short.

Definition 10.5.2 (Clock constraints). An atomic clock constraint over X is an atom of the form
true, x d¢, or x —y e, where x,y €X, <€ {<,<,=,>,>}, and ¢ > 0 is a nonnegative integer.
By ACC(x) we denote the set of all atomic clock constraints over X.

A clock constraint over X is a finite conjunction ¢ = o1 A ... A @i of atomic clock constraints
01,0 € ACC(X) for some k > 1. We denote the set of all clock constraints over X by CC(X).

Definition 10.5.3 (Timed automaton). A timed automaton is a tuple
A = <Loc,€0,5<, (inw(i))geLoc, T>
where Loc is a finite set of locations (i.e. control states); £y € Loc is the initial location; X is a



10.5. FORMALIZING REACHABILITY FOR TIMED AUTOMATA IN BSR(BD) 255

tuple of clock variables; inv,(X) € CC(X) is a clock constraint describing the location invariant of
location £; T C Loc x CC(X) x P(X) x Loc is the location transition relation of the autormaton,
including transition guards with respect to clocks and the set of clocks that are being reset to zero
whenever the transition is taken. In addition, we assume Q = invy,(0) and, moreover, we assume
that every clock constraint ¥(X) occurring in a timed automaton over X is satisfiable under Q, i.e.

we have Q = 3x. Y (X).

The latter property can be checked in polynomial time, as already mentioned right after
Proposition 10.0.6. Since we will be concerned with the reachability problem only, we do not
consider an alphabet of actions that could provide additional labels for transitions. Hence, we
implicitly assume a one-letter alphabet, but the obtained results could easily be transferred to
richer alphabets.

Notice that we allow atoms x — y < ¢ in clock constraints. Such constraints are often referred to
as diagonal constraints in the timed-automata literature. It is known that they do not add expres-
siveness to the formalism, as any timed automaton with diagonal constraints can be transformed
into an equivalent timed automaton that does not contain any diagonal constraints (see [BPDG98],
Section 4.2). Two timed automata are considered to be equivalent, if they accept the same (timed)
language ([BPDGY8], Section 2.2).

Although the control flow of any timed automaton can be described by finite means, the fact
that clocks can assume infinitely many values yields an infinite state space. Formally, the semantics
of a timed automaton is given by an infinite transition system.

Definition 10.5.4 (Semantic transition system of a timed automaton). The semantics of a
timed automaton 2 := <Loc,€07>‘<, (inve ()‘())[eLOC,T> is given by an infinite state transition system
TS(R) := (S, sg, —) with the following components: TS(2A)

S :=Loc x QY = {(ﬁ, 7 f {e€Locand T € ngo} is the state space consisting of locations paired
with clock valuations — such a valuation is a total mapping X — QZ; assigning nonnegative clock
reals to m clock variables; valuations

so := (Lo, 0) is the initial state, where 0 denotes the tuple of length m containing all zeros;

— C S x S is the transition relation containing two kinds of transitions:
delay transitions  {((,F7) < ({,7') | £ € Loc and there is some t > 0 such that
7 =T+t and Q = inve(7) };
location transitions {(¢,7) < (¢',7') | there is some ((,9(%),Z,¢') € T such that
Q Ey(F), 7 :=7[Z—0], and Q = invy (7'),
where T+t is the tuple (ry +1t,...,rym + 1) and 7[Z—0] stands for the tuple ¥ with

oo 0 Zf x; € Z,
U g Z
for every index 1.
We denote the reflexive transitive closure of — by —*. ¥
Any pair (£,7) € Loc x Q™ is called reachable in 2, if we have sg —* (£,T). reachable

Consider any timed automaton 2 := <Loc,€0,5<, (inw(i))ZeLOC, T>. It is easy to verify that i
every clock constraint occurring in 2 — be it as the initial condition, as transition invariant, or as
transition guard — can be transformed into an equivalent conjunction v of difference constraints in
the sense of Definition 10.0.5 and Proposition 10.0.6 (see the paragraph preceding Definition 10.0.5).

Let k be the smallest positive integer that is larger than the absolute value of any integer occurring &
in any clock constraint in 2. Let p := s -m.? Since we assume all clock constraints in timed pu
automata to be satisfiable under Q, Proposition 10.0.6 entails that none of the clock constraints
in 2 can distinguish two clock valuations 7,7 € [O, w+ 1)m that are ~,-equivalent. On the one

9Notice that it is sufficient to set u = x - m instead of yu := r - (m + 1), as the start and end points of the paths we
need to consider in difference constraint graphs associated with clock constraints in timed automata do not coincide.
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hand, the following equivalence relation ~g over Q> is a refinement of =, over Q> and, on the
other hand, ~,, constitutes a refinement of ~g over [0, u + l)m.

Definition 10.5.5 (~g, TA regions). Let 2l := <Loc, ly, X, (inw(i))geLoc, T> be a timed automaton.
Let k be the smallest positive integer that is larger than the absolute value of any integer occurring
in any clock constraint in A and let p := k- m. We define the equivalence relation ~g on QT
such that ¥ ~g 5 holds if and only if a

(i) for every i we either have |r;] = |si], orr; > p and s; > p, and

(i) for alli,j we either have |r;—r;] = |s;—s;], orri—r; > pand s;—s; > p, orr;—r; < —p
and s; — 55 < —|i.

We call the equivalence classes induced by ~g over QY the TA regions of 2.

Figure 10.3 illustrates the TA regions for a timed automaton with two clocks and in which all
integer constants have an absolute value of at most 2. For every TA region R C Q% of such an
automaton, there is at least one representative 7 € R which lies in the subspace [0, 5)2.

7
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Figure 10.3: Partition of the set Q2>0 into ~g-equivalence classes of clock valuations that cannot
be distinguished by a timed automaton with two clocks in which the absolute value of integer
constants occurring in location invariants and transition guards does not exceed 2. Every dot, line
segment, and white area represents some equivalence class.

Proposition 10.5.6. Let A := <Loc,£0, X, (inw(i))eemC7 ’T> be any timed automaton and consider
the transition system TS(2A) := (S, so, =) associated with A. Given two clock valuations 7,5 € QY
with 7 ~g § and any location ¢ € Loc, we have so —* (¢,7) if and only if so —* (¢, 5).

Proof. This is an immediate consequence of the definition of TS(2() and the observation that the
clock constraints in 2l cannot distinguish ~g-equivalent clock valuations. The latter results from
Proposition 10.0.6. O

Fietzke and Weidenbach have presented an encoding of the semantic transition system of a
given timed automaton 2 into a first-order clause set with linear arithmetic constraints [FW12].
We shall use this encoding as a starting point.

Definition 10.5.7 (FOL(LA) encoding of a timed automaton, [FW12]).
Let 2 := (Loc, (o, X, (inw()’())eeLoc, T) be a timed automaton. The FOL(LA) encoding of 2 is the

set Ny containing the following clauses, where Reach is a (m + 1)-ary predicate symbol of sort
Loc X Q X ... x Q, the £ € Loc are reused as free-sort constant symbols, X' is some m-tuple of
pairwise-distinct clock variables, and z is one more first-order variable (we assume X, X', and {z}
to be pairwise disjoint):
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the initial clause A\, cxxi =0 A inve, (%) — Reach(fo, X);
delay clauses 220 AN N, ex®i=mi+2 A inve(X') A Reach(, %) — Reach(¢,%')
for every location £ € Loc;
transition clauses P(X) N N,ez2i =0 AN, enz2i =i A inve(x') A Reach((,x)
— Reach(¢', %)
for every location transition (€,4(x), Z, ') € T.

Proposition 10.5.8 (Corollary 4.3 and Proposition 4.4 in [FW12]).
Let2A := <Loc, ly, X, (ian()’())geLoc, T> be a timed automaton, let TS(A) = (S, sg, <) be its semantic
transition system, and let Ny be its FOL(LA) encoding.

(i) Let A be a model of Ny. For every location ¢ € Loc and every tuple 7 € %o, we have
A E Reach(¢,7) if and only if s —* (€, 7).

(it) Let ¥ (X) € CC(X) be some clock constraint describing the set S := {7 € Q% | Q = ¥(F)}
of clock valuations. Moreover, let £ € Loc be some location in A. Any pair ({,7) with
7 € S is reachable in the transition system TS(A) if and only if the clause set Ny U {t)(X) A
Reach((,x) — false} does not have a model.

In the FOL(LA) encoding described in Definition 10.5.7 the passage of time is formalized in a
synchronous fashion in delay clauses. This is done by adding the constraint z > OA /\zie)z T =x+z
to the premise of the delay clause, where z is implicitly universally quantified (with respect to the
whole clause). Since z does not occur in the rest of the delay clause, we could equivalently use the
constraint x; < xj A /\wie}z x1 — x; = o) — x} instead.

Next, we argue that the passage of time does not have to be formalized as a synchronous
progression of all clocks. Instead, it is sufficient to require that clocks progress in such a way
that their valuations do not drift apart excessively. Although this weakens the semantics slightly,
reachability remains unaffected. Figure 10.4 illustrates the underlying idea. We first prove an

v vV
/ /

Z
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AV AV

Figure 10.4: Synchronous versus asynchronous progress of time for two clocks. Left-hand side:
Synchronous progress of time illustrated for two starting valuations within the same TA region.
Right-hand side: Asynchronous progress of time illustrated for one starting valuation. The dashed
blue lines mark the boundaries within which drifting of clocks does not affect reachability. In both
cases the light green area depicts the union of TA regions that is reachable from the TA region
containing the starting valuations.
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auxiliary result.

Lemma 10.5.9. Let i be any positive integer and let S € [0, 4 1)™/~, be any equivalence class
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Ty, Ty with respect to ~,. We define the two sets 11,15 as follows:

T, = {q’ ef0,p+1)" ‘ there is some q € S such that for every i, 1 <i < m,
we have q; < q; and q1 — ¢ = q} — q;}

and

Ty:={7 €[0,p+1)™|
there is some q € S such that for all i1,i3, 1 <i1,i3 < m,
qi, < qgl and for every integer k, —pu < k < u, we have
@i, — Qi < k if and only if ¢;, — q;, < k, and
Gy — Qi = k if and only if ¢, — q;, > k} .

Then, we observe Ty = Th.

Proof. We obviously have T7 C T5.

q,Ss In order to prove Ty C T7, consider any ¢’ € T». Pick some § € S for which s; < ¢, for every i.
Such an 5 must exist because of S C Ty. By construction of Ty, we observe [s; — s;] = |q; — ¢}
and [s; — s;] = [q; — ¢;] for all i, j.

Claim I: For all indices i,j, 1 <1i,j < m, we have fr(s;) = fr(s;) if and only if fr(¢;) = fr(q;).

Proof: For all rational numbers 7, ¢ we have fr(r) = fr(¢) if and only if |r —t] = [r — ¢]. Using
this fact, we get that fr(s;) = fr(s;) entails |¢; — ¢} | = [si —s;] = [si —s;] = [¢; — ¢;] which
in turn implies fr(g;) = fr(q;). Symmetrically, fr(g;) = fr(q}) entails fr(s;) = fr(s;). O

Claim IT: Let kq,..., k,be some enumeration of the indices in {1,...,m} such that fr(sg,) <
. < fr(sy,,). There is some ¢ such that

fr(qfwﬂ) <...< fr(q,;m) < fr(q;ﬁ) <...< fr(q;é).

Proof: Suppose Claim II does not hold, while Claim I is satisfied. More precisely, suppose there
are indices ji, ja, j3 such that fr(s;,) < fr(s;,) < fr(sj,) and fr(q},) < fr(qj,) < fr(q},) (or
fr(q;,) < fr(q;,) < fr(q},) or fr(q;) < fr(q},) < fr(q},) — these cases can be treated in an
analogous fashion).

For all rational numbers r,¢ we have |r —¢| = [r| — |t] + |fr(r) — fr(¢)], where

0 iffr(r) > fr(t)

[fr(r) — fr(t)] = {_1 if fr(r) < fi(t).

Hence, we get the following system of equations:

|_8.71J - |_S.72J -1 = I_Sjl - szj = I_q;d - q;éj = I_q;lj - I-qz'zj
! ! ! !
[sjs] = 845 =1 = [s5, =851 = |aj, — ;) = [4},] — d,]
[sja] = 845 =1 = [s5, =851 = l|ag, —4;,) = d},] — 4}, ]
As this system entails 0 = 1, we obtain a contradiction. O

It remains to prove the existence of some tuple ¢ € S that satisfies the following requirements:
() lg] = [s] and [q] = [5].
(i) @ —q;] = si —s;] = lgi — ) and [qi — g1 = [si — 5] = [q; — ¢j] for all 4, j.
(iii) g1 — ¢; = ¢} — ¢} for every i.
) 4

(iv q} for every i.
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The existence of such a ¢ would immediately entail § € T7. Notice that Requirement (ii) is entailed
by Requirement (iii) and the definition of T5.

Consider any ¢ with 1 < i <m. Requirement (i) entails that § must satisfy ¢; = [s;] + fr(g:).
Therefore, we set |g; | := |s;] for every j. This entails

lg;] < lgj] for every j. (10.4)
Moreover, it follows that g1 —¢q; = [s1]+fr(q1) — [ si] —fr(q;) and q1 —q; = |1 +fr(q7) — [4}] —fr(q)).

Hence, Condition (iii) requires [s1] — [s;] + fr(q1) — fr(q:) = (¢4 ] — |4}] + fr(¢}) — fr(q}), which is
equivalent to

fr(q1) —fr(es) = (lar) = lai)) — (Lsa) = Lsa)) + fr(qy) — fr(gj) - (10.5)
We distinguish several cases:
If ¢ € S, we simply set § := ¢'. Then, Requirements (i)—(iv) are satisfied.

If there is some j such that |s;| = [s;], then, by Requirement (i), ¢; must satisfy fr(¢;) = 0 and,
therefore, for every ¢, fr(ge) is determined by (10.5). Then, Conditions (i)—(iii) are satisfied.

As we have
(10.4) )
g =gl < lgl =g,
Condition (iii) entails g, < g} for every ¢. Hence, Condition (iv) is satisfied as well.

If fr(s1) = ... = fr(sy), we observe |q; — q;] = |s; — s¢] = [s; — s¢] = [qj — q;] for all j, .
Hence, we have |1 —¢;| = [q; — ¢;|, which implies fr(q;) = fr(q}) for every j. As this entails
a1 — q¢; = [d1 — 4;] = [s51 — sj] = s1 — sj, Requirements (i)—(iii) are satisfied if we set ¢ := 5.
Recall that we have chosen 5 such that s; < q;- for every j. Hence, Condition (iv) is satisfied
because of § = s.

If none of the above cases apply, we have |s;| = [s;| — 1 for every i. Moreover, there must be
indices 41,42 such that fr(s;,) < fr(s;,).

Let k1, ...,k be some enumeration of the indices in {1,...,m} such that

fr(sg,) <...<fr(sg,,) . (10.6)

m

Notice that fr(sg,) < fr(sg,,) holds due to fr(s;,) < fr(s;,). By Claim II, there is some ¢ such
that

fr(qy,,,) <... <fr(q,,) <fr(q,) <... <fr(q,) - (10.7)

If £ =0, ie fr(q,) < ... < fr(q,), we set fr(q) := fr(¢’). Then, by Equation (10.4),
Requirement (iv) is satisfied. Claim I together with fr(q; ) <... < fr(q;,) entails that we
have [fr(s1) — fr(s;)] = [fr(q}) — fr(q})| for every j. Consequently,

Lsu] = [si) + Ufr(s1) = fe(s;)) = [s1 = s3] = |dh — ¢4 = o) = |5] + [fr(a1) — fr(g))]

entails |s1] — [s;] = [¢1] — [4}] for every j. This means we have

for every j. In other words, Requirements (i)—(iv) are met.

If £ > 0, then Claim I together with fr(sy,) < fr(s,,) entails that fr(q), ) is strictly smaller
than fr(gj, ). In this case, we define a rational number e := % (fr(q},) — fr(q), )). For
every j < £ we set fr(qr,) := ¢+ (fr(q,’cj) — fr(q,))- For every j > £+ 1 we set fr(qx,) :=
e+1— (fr(q;ﬂ) — fr(qfﬂj)).

19
fr(qs; )
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Claim ITI: We get 0 < fr(qx,) < ... < fr(qw,) < fr(ge,,,) < ... < fr(gr,) < 1.
Proof:
We observe the following:
o fr(qr,) = e+ (fr(q;,) — fr(qp,)) =€ > 0.
o fi(qr, ) = e+1-(fr(q, ) —fr(a;, ) = 5 (frlgy,) —fr(ap, ) +1— (fr(ar,) —fr(g;,,)) =
1— 5 (fe(qr,) — fr(q;,)) < L.
e Because of fr(gy,) € [0,1) and fr(g;, ) € [0,1), we obtain fr(gy,) < fr(g,,,) + 1.
Hence, we get fr(qi,) = € + fr(q;,) — fr(q;,,) <e + (g, ) +1—fr(q,) =e+1-
(fr(g,) — frla,, ) = fo(gre,)-

The above observations entail 0 < fr(qy,), fr(qg,) < fr (le+1) and fr(gg,, ) < 1. By
definition of the fr(gy,;) and our assumptions fr(q; ) < ... < fr(qy,) and fr(qy,,,) <

.. < fr(qy, ), these observations imply Claim III. %

Claim IV: For every j we have (|sg, | + fr(qx,)) — (Lsk, | + fr(ax,)) =}, — T, -
Proof: If 1 < j < £, then we have

(Lsk, ) +frgr,)) — (Lsw, ] + fr(QkJ))
= sk, ) + e+ (fr(qr,) — fr(qr,)) —
[sk ) = Lsk, ) +fr(ar,) — (%)
= sk, — 8w, ) + 0+ fr(q,) — frlar,)
= @y, — @, ) + 0 +fr(qr,) — fr(q,)
Lax )
q

—e— (fr(qh,) — frlgh,))

= lar, ) — lax, | +fr(ar,) — fr(qx,

where
P 0 if fr(qy,) = fr(qy,) or fr(sk,) = fr(sk,), and
o1 if fr(qy,) <fr(gy,) or fr(sk,) < fr(sk,)
(recall that we have fr(gy,, ) < fr(q;,) and fr(sy,) < fr(sy,;) and that Claim I entails that

fr(qy,) = fr(qy,) if and only if fr(sk, ) = fr(sk, ), hence, ¢ is well defined).
If /41 < j <m, then we have

(Lsli + fr(qk'l)) - (Lskjj + fr(qkj))
= sk | +e+ (fr(gr,) — fr(ar,)) — sk, | —e =1+ (fr(qy,) — fr(qr,))
= |_Sk1J - |_8ij + fr(Ql/cl) - fr(q;cj) -1.
Since fr(gj, ) is strictly smaller than fr(gj, ), we get fr(q;,) < fr(qy, ). Moreover, Claim I

together with fr(sy,) < fr(sy,) entails fr(sy,) < fr(sg;). Hence, |sx, — sx;] = [sr,] —
|sk,| — 1 and |q;, — qkjj qu1J — Lq}cjj. Consequently, we get

[sky ) = sk, ) + frlak,) — fr(q,) — 1
= sk, — sk, ) + 1+ fr(qp,) —fr(qy,) — 1

= lan, — @, ) + frgr,) — fr(ar,)
= ak, | — lak, ) +frlar,) — fr(q,)
/

Zq;ﬁ — Gk, -

J

Claim V: For every j we have [sy, | + fr(qx,) < qj,-
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Proof: As we assume ¢ ¢ S, there is at least one i such that |q, | > [sg,]. This entails
@, > lay,] > Lsk,] +fr(gr,). One consequence of Claim IV is that we have (|sg, | +
fr(qr,)) — (Lsk,) + fr(aw,)) = a, — qy,, for every j. This can be rewritten into the
equivalent equation ¢ — (Lsk,] +fr(ar,)) = ap, — (Isk.) + fr(gx,)). Combined with
p,, > sk, +fr(qw,), this entails g > |sk, | + fr(q,) for every j. O

This means, if we set qx; := |sg,; ] +1r(qx;) for every j, then Requirements (i)—(iv) are satisfied.
O

Now we have all necessary tools at hand to show that, if we are only interested in reachability
analysis for timed automata, progress of time does not need to be synchronized over all clocks.
Much rather is it sufficient to formalize the requirement that time progress is never negative and
that clocks must not drift apart excessively.

Lemma 10.5.10. Consider any delay clause
Cx,x,2):= 2z20A A, x®i=xz+2z A inve(X') A Reach(?,X) — Reach({,x’)

T;EX T
that belongs to the FOL(LA) encoding of any timed automaton A := <Loc,€0,i, (ian(X))eeLoc,7'>.
Let v be any positive integer. Let M(X,X') be a finite clause set corresponding to the following
formula

e@x)= (N N\ (@-w<k e al-gi<k) A (@-n 2k o of-a) 2 k)
T, €X —u<k<p

A /\ o, >z A inve(X) A Reach(@,i)) — Reach(4,%’) .

T;EX

For every ~,,-uniform structure A we have A |=Vz.C(7,#,z) for all tuples 7,7 € [0, n + 1)™ if
and only if A= M(q,q") holds for all tuples q,q’ € [0, + 1)™.

Proof. We first show that the clause C' is equivalent to the clause

C'(x,%) = /\ <z A /\ Ty —x; =2y —x; A inve(X') A Reach(f,X) — Reach((,x’) .

x;EX T, EX

Since the variable z in C occurs only in the premise, Vz. C(X,X’, 2) is equivalent to

(Fz.2>0A /\ x, —x; = z) Ainvy(X') A Reach(, %) — Reach((,%’) .

T;EX

For the part 3z. 2 > 0 A /\mie)} x; — x; = z in the latter formula we observe

J2.2>0 A /\xé—mi:z

T, EX
’ ’ o
H /\xigxi/\ /\ T; — X =2; — T
T; EX T;,T;EX
/ / /
H /\xigxi/\ /\xlfxlzxifxi
T, EX T, EX
! ! /
H /\xigxiA /\xl—xi:ml—xi.
Tr;EX T;EX

Consequently, the formulas Vz. C(x,%, z) and C'(%,X’) are equivalent.
Let A be any ~,-uniform structure.
Claim I: For every equivalence class S C [0, + 1)™ with respect to ~, we have that, if
A = Reach(¢,7) holds for one 7 € S, then A = Reach(4, g) holds for every g € S.

qk;
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Proof: By ~,-uniformity of A.

Now suppose A = C'(7,7) holds for all tuples 7,7 € [0, + 1)"™. Moreover, suppose there
is some pair of tuples q,q € [0, + 1)™ such that A = ¢(q, 7). In other words, A, [R—q,X'—7]
satisfies the premise of ¢ — among them inv,(X") — but does not satisfy the consequent Reach(¢, X’).

Let S := [q]~, be the equivalence class with respect to ~, to which g belongs. As we have

AN N (@-4<k o d—<k) A (a—g=2kodg—d>k) A \d>a,

T, T EX —pu<k<p T; €X

we conclude that § € Ty, where T is defined like in Lemma 10.5.9, based on S. Moreover, we know
that A = Reach(¢, 5) for every 5 € S, as A is ~-uniform. The fact that A }= C’(7, ) holds for all
tuples 7,7 € [0, u 4+ 1)™ entails A = Reach(¢, ') for every §' € T} for which Q | invy(3'), where
T; is defined like in Lemma 10.5.9, based on S. Hence, Lemma 10.5.9 entails A = Reach(¢, 5") for
every 5’ € Ty for which Q | invy(5”), in particular for §” = ¢’. This contradiction implies that
A E ¢(q,7) holds for all tuples ¢, g € [0, + 1)™.

The opposite direction can be argued analogously. Consequently, we have A = Vz. C(F,7, 2)
for all tuples 7,7 € [0, u+1)™ if and only if A = (g, ¢') holds for all tuples g, ¢’ € [0, u+1)™. O

Consider any timed automaton 2 := <Loc7 lo, X, (inw()’())leLoc, T>, let k be the smallest positive
integer that is larger than the absolute value of any integer occurring in any clock constraint
in A, and let p := k- m (recall that m = |X|). In order to decide for 2 which states (¢,7) are
reachable, Proposition 10.5.6 entails that it is sufficient to consider a bounded subspace of Q™.
More precisely, any valuation 7 € QZ; of «A’s clocks can be projected to some ~g-equivalent
valuation # € [0, u + 1)™ that 2 cannot distinguish from 7. In the subspace [0, + 1)™, 20’s TA
regions coincide with (finite unions of) equivalence classes with respect to ~,, (cf. Definition 10.4.1).
In fact, the quotient [0, u 4 1)™/~,, i.e. the partition of [0, u + 1)™ into finitely many equivalence
classes induced by ~,,, constitutes a refinement of the division of [0, x + 1)™ into TA regions with
respect to ~g. That is, for every set S € [0, + 1)"/~, there is some set T' € [0, 4 1)™/
such that S C T. Conversely, for every set T € [0, + 1)/, there is a finite collection of sets
S1,..., Sk € 10,04 1)"™/~, such that T'= S; U...US}. Since, by Proposition 10.5.6, every pair
(¢,7) with ¥ € R for some TA region R € QT,/~, is reachable if and only if all pairs (¢,7) with
7 € R are reachable, any minimal model A of the FOL(LA) encoding Ny is ~,-uniform (where
minimality of A refers to the minimality of the set Reach”® with respect to set inclusion C). This
is why it is sufficient that Lemma 10.5.10 focuses on ~,-uniform structures.

Given the FOL(LA) encoding Ny of 2, we obtain a BSR(BD) encoding N} of reachability with
respect to 2 in the following two steps:

(1) Replace every delay clause in Ng(%,X’,2) with the clauses from the finite set M (X,X’)
constructed in Lemma 10.5.10, where we use p := k- m.

(2) Conjoin the formula 0 <y A y < p+ 1 to every A-part of clauses in which a base-sort
variable y occurs.

Since any 2,4 1-uniform model of N} is ~,,-uniform over the subspace (—p—1, u+1)™, Lemma 10.5.10
entails that N} faithfully encodes reachability for 2.

Theorem 10.5.11. The reachability problem for a given timed automaton can be expressed in
terms of satisfiability of a finite BSR(BD) clause set.



Chapter 11

Undecidable Fragments of Linear
Arithmetic with Uninterpreted
Predicate Symbols

In Chapter 8 we have already discussed that adding uninterpreted predicate symbols to the
language of Presburger arithmetic renders the associated satisfiability problem undecidable. Indeed,
already the availability of a single uninterpreted unary predicate symbol P — recall that we
have baptized this language PA+P in Chapter 9 — results in a satisfiability problem that is
not even semi-decidable. The latter was observed by Halpern in 1991 [Hal91]. Halpern’s proof
rests on a result by Harel, Pnueli, and Stavi (Proposition 5.1 in [HPS83]), which states that the
set of Gédel numbers of recurring Turing machines is ¥1-complete.! A nondeterministic Turing
machine is considered to be recurring if, started on an empty input tape, it is able to perform a
nonterminating computation in which it infinitely often reaches its initial state (but not necessarily
its initial configuration). The encoding of recurring Turing machines that Halpern employs in his
proof results in formulas with two quantifier alternations. More precisely, the used sentences start
with a V*3*V*-prefix of first-order quantifiers when written in prenex normal form. However, this
pattern of quantifier alternations can be simplified to V*3*, as pointed out by Speranski in [Spel3a].
Formally, Downey’s encoding of two-counter machines in [Dow72] exhibits a V3 alternation as well.
However, suitable modifications lead to an encoding that does not require existential quantification
at all, see Section 11.2.4.

In the present chapter we develop refined undecidability results that restrict the used language
even further, e.g. by considering only the universal subfragment, or by allowing only very simple
arithmetic atoms. Most of the presented results will be based on a novel encoding of the runs of
two-counter machines that we shall reuse multiple times in slightly different variants. A crucial
difference between Downey’s encoding and ours is that the former concentrates on reachability
of configurations, while the latter also considers the temporal order in which configurations are
reached. One consequence is that our encoding facilitates the formalization of recurrence for
nondeterministic two-counter machines. This requires some chronological information regarding
the configurations that occur in a run, which goes beyond reachability.

In Section 11.1 we will give some basic definitions and first undecidability results based on fairly
simple and straightforward encodings of two-counter machines. More complicated encodings under
stronger syntatic restrictions will follow in the subsequent sections. In Sections 11.1 and 11.2 we
shall restrict the admitted language so that only universal first-order quantifiers may be used (in
prenex sentences). Yet, the associated validity and satisfiability problems remain undecidable. To

1Halpern’s proof shifts the perspective from the validity problem to the problem of satisfiability. A E%—complete
satisfiability problem entails a H%-complete validity problem and vice versa, given that the considered languages are
closed under negation. For the definition of the analytical hierarchy and the sets H% and E%, see, e.g., Chapter IV.2
in [Odi92] or Chapter 16 in [Rog87].

263

TECUTTIing
Turing
machine



universal
Presburger
arithmetic
universal
fragment of
PA+P

264 CHAPTER 11. UNDECIDABLE FRAGMENTS

be more precise, we show L9-completeness of the set of unsatisfiable sentences from the universal
fragment of PA4+P (cf. Theorems 11.2.2 and 11.3.3). As it turns out, this result is still valid when
we use the rationals or reals as the underlying domain (Theorem 11.2.6). Our proof proceeds
by a reduction of the (negated) halting problem for two-counter machines (cf. [Min67]) to the
satisfiability problem in the described language. A run of such a machine, started with a certain
input, can be represented by a potentially infinite sequence of configurations (¢, ¢y, ca) — triples of
natural numbers —, where ¢ denotes the current control state of the machine and ¢y, co are the
current values of the machine’s counters. It is not very hard to imagine that such a sequence of
configurations can be encoded by a potentially infinite sequence of bits. On the other hand, we
can conceive any interpretation of a unary predicate P over the natural numbers as a bit sequence.
Given this basic idea, it remains to devise a translation of the program of an arbitrary two-counter
machine into a suitable sentence from the universal fragment of PA4P. Suitable in this case means
that any model of the resulting sentence interprets P such that it faithfully represents a run of the
given machine on the given input.

In Section 11.3 we will relax our language restrictions a bit and show that allowing one
quantifier alternation entails a high degree of undecidability. More precisely, the set of satisfiable
V*3-Ypa . p-sentences is Xi-complete. The proof rests on a lemma that is due to Alur and Henzinger
[AH94] and that rephrases Harel et al.’s ¥1-hardness result for recurring Turing machines in terms
of recurring two-counter machines. In order to apply this lemma, we will have to adapt the
encoding presented in Section 11.2 only slightly. All we need to do is to add the possibility of
nondeterministic branching of the control flow and to replace the check for the reachability of
the halt instruction by a condition that formalizes the recurrence property. Moreover, we will
observe that our undecidability and Y1-hardness results in the integer setting can be transfered
to corresponding results in the realm of rational and real numbers. We will do so at the end of
Sections 11.2 and 11.3, respectively.

In Section 11.4 we shall develop an encoding of two-counter machines that only uses difference
constraints and where the interpretation of the occurring uninterpreted predicate symbols can
be restricted to finite subsets of the rational interval [0,1]. In the presence of a 3V quantifier
alternation, the associated satisfiability problem is undecidable. This nicely contrasts our findings
from Section 10.4, where we have shown that satisfiability of finite BSR(BD) clause sets is decidable.

Finally, we will discuss the relevance of our findings to the field of verification in Section 11.5.
In particular, we will derive undecidability results for quantified fragments of separation logic
(Section 11.5.1), the theory of arrays (Section 11.5.2), and combinations of the theory of equality
over uninterpreted functions with restricted forms of integer arithmetic (Sections 11.5.3 and 11.5.4).
In certain cases, our results even imply the absence of sound and complete deductive calculi.

It should be stressed once again that most of the results outlined above are obtained based on
refinements of the encoding of two-counter machines presented in Section 11.2. To the author’s
knowledge, a similarly general applicability is not documented for any other encoding of undecidable
problems in the language of Presburger arithmetic augmented with uninterpreted predicate symbols.

11.1  Minsky’s Two-Counter Machines, the Universal frag-
ment of Presburger Arithmetic, and Simple Encodings

In Chapter 9 we have defined the language of Presburger arithmetic to comprise all first-order
formulas with equality over the vocabulary ¥py = ({<,<,=,#},{0,1,+,—}), where the only
sort is Z. The universal fragment of Presburger arithmetic confines the language of Presburger
arithmetic to sentences in prenex normal form in which only universal quantification is allowed
and existential quantification may not occur. Analogously, we say that the universal fragment of
PA+P is the set of all prenex ¥pa 4 p-sentences without existential quantifiers, where Yps1p is
the vocabulary ({<, <,=,#, P},{0,1,4+, —}) with the uninterpreted unary predicate symbol P of

sort Z, as we have defined it in Chapter 9.
Minsky has introduced the two-counter machine as a Turing-complete model of computation
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(Theorem 14.1-1 in [Min67]). We shall only briefly recap the basic architecture of this kind of
computing device.

Definition 11.1.1. A two-counter machine M consists of two counters C1, Co and a finite program
whose lines are labeled with integers 0, ..., K for some nonnegative integer K. FEach program line
contains one of five possible instructions with the following meaning:

inc(Cy) increment counter C and proceed with the next instruction;
inc(Cy) increment counter Cy and proceed with the next instruction;

test&dec(C1,¢) if C1 > 0 then decrement Cy and proceed with the next instruction,
otherwise proceed with instruction £ and leave the counters unchanged;

test&dec(Cy,l) if Cy > 0 then decrement Cy and proceed with the next instruction,
otherwise proceed with instruction £ and leave the counters unchanged;

goto({) leave the counters unchanged and proceed with instruction £;

halt halt the computation.

We tacitly assume that the last program line, i.e. line K, of any two-counter machine contains

the halt instruction and that there is mo other line containing halt. This assumption is not

a restriction, as the goto instruction is available. In the initial state of a given two-counter

machine the input is stored in the two counters. The computation of the machine starts at the first

program line, labeled 0. We occasionally refer to the initial and last program line as lin;z and Lha, Cinit, Lhait
respectively.

A run of a two-counter machine M is a possibly infinite sequence of triples (£, c1,c2), also called
configurations, with three nonnegative integer values each, where £ denotes the current program
line — to be executed in the next step — and ¢y, co denote the current values of the two counters
C4,Cy, respectively. The first triple in a run has the form (0,m,n), where m,n constitutes the
input. Given two successive triples (€,c1,ca) and (¢',c},ch) in a run, the latter is the result of
applying program line £ to the configuration (¢,cy,co). For instance, the successor of (¢, c1,co)
is ({+ 1,¢1,co + 1) if the £-th program line of M is inc(Cy). Only finite runs contain a triple
(K, c1,c2) where K is the program line containing the halt instruction, and then (K, c1,c2) is the
very last triple in the sequence.

Notice that the described machine model describes deterministic computation processes. Since
the machine model is strong enough to simulate any deterministic Turing machine, the halting
problem for two-counter machines is undecidable.

Proposition 11.1.2 (Corollary of Theorem 14.1-1 from [Min67]). It is impossible to devise an
algorithm that is able to decide for every two-counter machine M and every input (m,n) € N x N
whether M ever reaches a program line containing the halt instruction when started on (m,n).

It turns out that two-counter machines can be encoded easily even when only a very restricted
syntax is allowed for arithmetic atoms. In what follows we shall take a look at several simple
encodings where uninterpreted predicate symbols of arity greater than one are used and the
arithmetic atoms are restricted to one of four categories: (1) difference constraints x —y < ¢,
(2) additive constraints © +y < ¢, (3) quotient constraints x < ¢ -y (which could equivalently
be written Z < ¢, hence the name), and (4) multiplicative constraints® In case of quotient and
multiplicative constraints one could also use the rational or integer domain and formulate an
encoding in such a way that imposing lower and upper bounds on the used variables does not result
in a decidable fragment — which would be the case if we were using variables over the integers. We
shall devise such an encoding below and, based on a fragment only containing difference constraints,
in Section 11.4.

2While atoms of the form z < ¢ -y, with ¢ being any nonnegative integer, can be read as an abbreviation of PA
terms x <y + ...+ y, atoms of the form z - y < ¢ cannot. We view the latter as nonlinear arithmetic terms either
—_——

c times
over the integers or over the reals. They will not play any significant role in the rest of the present thesis.
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We start with difference constraints. We use the predicate symbol M : Z X Z X Z X Z to address
the state of the two-counter machine as follows: M (u,x,y, 2) stands for a machine at instruction
u with counter values ¢c; =+ — 2 — 1 and ¢ =y — z — 1, where the last argument z keeps track
of an offset relative to which x and y store the values of the counters. Following this principle,
the increment instruction for the first counter C is realized by adding 1 to the z-component of
M (u,z,y, z) and leaving the offset z untouched. Decrementing the first counter then amounts
to adding 1 to the y- and z-component of M (u,z,y, z), i.e. relative to the offset stored in the
z-component the value of the x-component is reduced by one, while the value in the y-component
keeps its distance to the offset in z. Moreover, we use the relative distance of 1 between a counter
and the offset to encode zero. Hence, the initial state is set to M (init, 1,1,0), i.e. the offset (last
argument) starts at 0, while the second and third components start at 1, which is intended to
represent the counter values zero. In this way, we make sure that it is sufficient to use only the
constant 1 in all the difference constraints. The offset is an appropriate tool that allows us to have
a uniform syntactic structure for all atomic constraints. It is due to the offset encoding that we
can easily use a difference constraint when checking whether a counter is zero or not.

In Table 11.1 we give prototypical encodings of the instructions of two-counter machines. The
encoding is only given for counter C7; the encoding for counter C5 can be done analogously. The
symbols £, €', l;nit, Lhare are placeholders for concrete nonnegative integers that are used as labels
for program statements. Whenever we write £ 4+ 1, we mean the natural number that is the result
of incrementing ¢ and not the formal term “¢ 4 1”. The symbols m,n stand for concrete integers
that constitute the input.

Operation Encoding

£ :inc(Ch) Vaoyze'. o' —x =1 N M, z,y,2) > M+ 1,2",y,2)

0 :test&dec(Cy,l0)  (Vayza'y'z . x—z2>1Ay —y=1A2'—2=1 A M({,z,y,z)
—>M(€+1,x,y’,z’))

A (nyz. x—z=1AN M{x,y,2) — M(f’,x,y,z))
L : goto(l) Vayz. M, x,y,2) = M, z,y, 2)
lhar : halt Vayz. M (bhai, x,y, 2) = M (lhar, 0,0, 0)

Initial condition: M (bipit, m,m, 0)
Halting condition: M (¢har, 0, 0,0)

Table 11.1: Encoding of the basic two-counter-machine instructions using difference constraints.

Lemma 11.1.3. Suppose we are given a sentence paq encoding the behavior of a two-counter
machine M as described above, then the sentence M (Linit,m,m,0) A orq A M (Uhai,0,0,0) is
unsatisfiable if and only if M halts when started on any given input (m,n).

Notice that the sentence in Lemma 11.1.3 could also be transformed into a Horn sentence.
Hence, by Proposition 11.1.2; it follows that satisfiability for Presburger arithmetic sentences
restricted to difference constraints (requiring only the constant 1 besides the input) plus a single
4-ary uninterpreted predicate symbol is undecidable.

Encoding two-counter machines using quotient constraints works very similarly. We only need
to change the representation of counter values in a state M (¢, z,y, z) as follows: ¢; = logy(55) =
logy(z) —logy(2) — 1 and ¢z = logy(52) = logy(y) — logy(2) — 1. Incrementing the first counter is
encoded by the sentence Vayza'.2' =2-a AM(l,x,y,2) = M + 1,2/, y, 2), and the conditional
decrement instruction for the first counter is encoded by

(Vayzy'2 2 >2-2 Ny =2y AN 2" =22 A M(l,z,y,2) — M{+1,z,y, 7))
A(Voyz.o=2-2 AN M(lz,y,2) — M, 2,y,2)) .
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Analogous to the case of difference constraints, we thus infer undecidability of the satisfiability
problem for Presburger arithmetic restricted to quotient constraints (requiring only the constant 2)
and a single uninterpreted 4-ary predicate symbol. In this encoding incrementing a counter amounts
to multiplying the corresponding component of M by two.

If we leave the realm of the integers and go to the rational numbers or the reals, we could
represent an increment operation with division by two. This means that we actually do not have
to leave the unit interval and still represent arbitrarily large counter values. More technically,
the current value of counter C; would be ¢; = —logy(2) = —logy(z) + logy(z) — 1. Then,
incrementing C is encoded by the sentence Vayza'.2 -2’ = AM{l, z,y,z) - M0+ 1,2/, y, 2),
and test&dec(C1, ') is encoded by

(Vasyzy/z/.2~x<z AN2-y=yAN22=zANMUbzyz — M(€+1,$,y/,z'))
AN(Vayz.2- o=z AN M(L,z,y,2) — M, 2,y,2)).

In this encoding, we can limit the range of the last three components of M to the rational or
real unit interval [0, 1), i.e. they are bounded from below and above. Nevertheless, the associated
satisfiability problem is undecidable.

Having additive constraints of the form = + y < ¢ at hand, we can simulate subtraction by
defining the additive inverse using an atom z + z_ = 0. To keep track of inverses, we adjust the
arity of M accordingly and add the side condition

Vaex_yy_zz_. M(b,x,x_ y,y—,2,2—) — x+2_=0Ay+y_=0A2+2_=0.

Counter values are represented in the same way as we have done for difference constraints. The
increment instruction for the first counter is thus encoded by the sentence

Vox_yy_zz 22 2’ +z_ =1 N2 +2" =0 AN Mlz,z_,y,y_,2,2_)
— M(£+17x/7$/—7yay—azaz—)'

It is now straightforward to come up with the encoding of the conditional decrement. Hence,
satisfiability for Presburger arithmetic restricted to additive constraints and a single free predicate
symbol of arity 7 is undecidable. However, this time we need two constants, namely 1 and 0.

In order to complete the picture, we leave the realm of linear arithmetic for a little while and
consider multiplicative constraints of the form x - y < ¢. These relate to quotient constraints like
additive constraints relate to difference constraints. Hence, combining the previously used ideas of
offsets and inverses, we can encode two-counter machines also with multiplicative constraints:

Vex_qyy_1zz12'c’ o2 =2 A2 -2l =1 AN MWz, 2-1,9y,9y-1,2,2-1)
- M{+1,2" 2" 1, y,9-1,2,2-1)

encodes the increment instruction on the first counter, for instance, using the rationals or reals as
domain. As in the case of quotient constraints, we could restrict the range of variables to (0, 1].
Consequently, this yields another fragment of Rational arithmetic with uninterpreted predicate
symbols for which the satisfiability problem is undecidable.

Theorem 11.1.4. The satisfiability problem associated with Presburger arithmetic plus uninter-
preted predicate symbols is undecidable, even if we restrict arithmetic atoms to difference constraints,
additive constraints, or quotient constraints. QOver the domain of rational or real numbers, we
have the same undecidability results for the same fragments, plus the fragment with multiplicative
constraints (which is nonlinear). In addition, in the case of quotient and multiplicative constraints,
the result still holds if we restrict the domain to the rational or real unit interval.

11.2 Encoding Two-Counter Machine Computations Using
a Single Unary Predicate

It turns out that it is sufficient to add a single uninterpreted unary predicate symbol P to
the vocabulary of Presburger arithmetic to facilitate encodings of two-counter machines, their
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computations, and the associated halting problem. As soon as we have constructed a Ypa4p-
sentence ¢ that encodes the behavior of a given machine M together on a given input pair
(m,n), we are interested in the (un)satisfiability of ¢. Hence, we pose the question: Is there a
Ypa+p-structure A (extending the integers with addition, subtraction, and order relations) with
PA C 7 such that A = ¢, or is there no such structure? For the sake of simplicity, we shall
restrict the domain we consider to N = Z>( most of the time, if not explicitly stated otherwise.
We shall first give an informal description in the next section, and then we will get more formal in
Section 11.2.2. Sections 11.2.3 and 11.2.4 are devoted to encoding variants that use a minimal
number of quantifiers. In Section 11.2.5, we shall transfer our undecidability result to the rational
domain, and in Section 11.2.6 we will discuss the case where P is replaced with an uninterpreted
function symbol.

11.2.1 Informal Description of the Encoding

Since any interpretation P* of the predicate symbol P is a subset of the natural numbers, we can
conceive P4 as an infinite sequence of bits bybibs . . ., where for every n € N we have

0 ifn¢ PA,
b, =
1 if n e PA

Given a two-counter machine M with K + 1 program lines, labeled 0, ..., K, and two input values
m, n, we shall represent in P all the configurations that occur during the run of M when started
on input (m,n). One such configuration consists of the label of the program line that is to be
executed in the next step, the current value ¢y of the first counter C, and the current value co of
the second counter C5.

We divide the bit sequence P into chunks of growing length, each delimited by the bit sequence
001011. Such a chunk is divided into three subchunks, using the bit sequence 0011 as a delimiter.
The first subchunk contains the current program line encoded in unary. The second and third
subchunks store the current values of the counters C7,Cs, respectively, also encoded in unary
notation. Hence, every chunk has the form

001011 1°0...0 0011 1¢0...000111°0...0 ,
N~ —~—

——
left de- first sub- second
limiter delimiter subde-

limiter

where £ is the label of the program line to be executed next, c¢; is the value currently stored in
counter C1, and ¢y is the value currently stored in counter Cs. The subsequences 1¢, 1¢* and 1°
are followed by blocks of zeros that fill up the gap before the next 0011 delimiter (indicating the
start of the subsequent subchunk) or the next 001011 delimiter (indicating the beginning of the
successor configuration).

We devise the encoding in such a way that the length of each chunk and its subchunks increases
with the number of computation steps that have already been performed. This makes sure that
there is always enough space available to store the current counter values, which may thus become
arbitrarily large. Of course, we have to provide sufficient space in the beginning such that the label
of any program line and the initial counter values m and n may be stored. In order to achieve
this, we define the constant d := max{K,m,n} + 6 and require that the leftmost chunk starts
at position d, i.e. there is a 001011 delimiter starting at position d but none starting left of d.?
The first three subchunks have length d each. Thus, the second chunk starts at position 4d. The
subchunks of the second chunk, however, shall have a length of 4d each.* Hence, the total length

3Using d as a starting point instead of 0, say, is convenient, since we can use this information about the starting
point to determine the length of subchunks.

4Technically, a length of d + 1 for the subchunks of the second chunk would suffice. After all, the value of a
counter can increase by at most one in a single computation step. However, we have chosen to increase the length in
an exponential fashion rather than a linear one, as this will keep the encoding simple.
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of the second chunk is 12d. This scheme shall continue indefinitely, i.e. the starting points of the
chunks in the bit sequence are d, 4d, 16d, 64d, 256d, and so on. Consequently, all the chunks are
large enough to store all possibly occurring counter values, as these can increase by at most one
in every step of the computation. Figure 11.1 illustrates the structure of a single chunk in the
sequence, starting at position .

earlier later
Cortl.ﬁgu_ unary encoding unary encoding unary encoding cor;ﬁgu—
rations of the current of the current of the current rations
program line value of Cy value of Cy
\/_H \f_/% \’_H | |
}7 ?0101111 10...901111 10... QOILI 10... ?0101111...10..._._ QOII..,V
0
\ \ \
— T \ T \ x 4z \
T
3x

Figure 11.1: Structure of a single chunk of length 3z.

11.2.2 Formal Encoding of Two-Counter Machine Computations

Recall that we assume to be given a two-counter machine M with K + 1 program lines, labeled

0,...,K, and two input values m and n. We use the following abbreviations for arbitrary terms t:
’(/J001011(t> = ﬁP(t) AN ﬁP(t—l- 1) AN P(t—|—2) N ﬁP(t—f—g) N P<t+4> AN P(t+5)
Yoo11(t) := =P(t) A =P(t+1) A P(t+2) A P(t+3)
¢01(t) = _\P(t) AN P(t+ 1)
P1o(t) := P(t) A =P(t+1)
X@(f)!zwlo(t—i-l{')—‘rg) for{=0,....K

First of all, we set up the general structure of the predicate P. Let d denote the integer with
the value d := max{K + 6,m + 4,n + 4}. We use d as the starting point of our encoding.

¢1:= Yoo1011(d) (

A (Vz.z <d — —P(x)) (
(Vz. Yoo1011(x) —> oo11(22) A Yoo11(3z) A too1011(4)) (
(Vzy. Yoo1011(2) A Yooro11(y) A 2 <y A y<dz — z=y) (
(Vzy. Yoo1011(z) A dooni(y) AN 2 <y — y>2z) (11.5
(Vzy. voo1011(z) A doori(y) A 22 <y — y>3z) (
(Vzy. voo1011(z) A dooni(y) A 3z <y — y>dz) (
(Vzy. Yooro11(z) A o1(y) (

> > > > > >

ANz+5<y Ay<dz — toori(y—1))

Subformula (11.1) sets the first 001011 delimiter at position d and Subformula (11.2) ensures that
this is indeed the leftmost such delimiter. Subormula (11.3) sets up all the other delimiters and
Subformulas (11.4) to (11.7) guarantee that there are no spurious delimiters in between them.
Subformula (11.8) stipulates that every 01 subsequence is part of one of the delimiters, i.e. there
cannot be a subsequence 01 that lies outside of a 001011 or 0011 delimiter. This does also entail that
between one delimiter (001011 or 0011) and the subsequent one there is exactly one subsequence
10, possibly overlapping with the last or first bit of one of the delimiters. Hence, this subsequence
uniquely marks the end of the number encoded in the respective subchunk.

¥1
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The following formula sets the initial values of the counters. Moreover, it sets the initial program
line, which we assume to be zero:

Regarding the encoding of program lines, we have to enforce that the current program line never
exceeds K. This is easily done with the formula

gpff:: Vay. Yooro11(x) A io(y) A z+5<y AN y<2z — y<z+5+K.

The previous formulas already ensure that exactly one label of a program line is encoded in every
chunk.

Next we encode the control flow of M. We assume that the following instructions occur in
program line £ for some ¢ € {0,..., K}.

Encoding of the instruction ¢ : inc(CY):

nyz. ¢001011($) A 21‘ Sy A\ Yy S 3:]5 A 1,[)10(@/) A 3$ S z N z §4I’ A d)lo(z) A\ X/(IZ?)
— ¢10(6$+y+1) A ¢10(9$+Z) A X£+1(4$)

The subfomula ¥gp1011(2) in the premise of the implication states that the chunk encoding
the currently regarded configuration starts at position x. The other preconditions make
clear that y and z correspond to the positions at which we find 10 subsequences in the two
subchunks storing the current counter values:

T 2x Y 3x z
{ { { { {
001011 1°0...00011 1¢2=110...00011 1°2=110...0
——" N~ N~
left de- first sub- second
limiter delimiter subde-
limiter

Hence, C; and C5 currently store the values ¢; = y — 2z — 3 and ¢o = z — 3z — 3, respectively.
Since the subsequent chunk starts at position 4x and its second and third subchunks start
at positions 8z and 12z, respectively, we know that there must be one 10 subsequence at
position 8 + 3+ ¢; + 1 = 6x + y + 1 — the first counter is incremented by 1 — and one 10
subsequence must be at position 12z 4+ 3 + ¢o = 92 + z — the value of the second counter
remains unchanged. Moreover, the machine currently executes program line ¢ and is to
continue at program line £ + 1. Therefore, we put the formula x,(x) in the premise and the
formula 41 (42) into the consequent of the implication.

Encoding of the instruction ¢ : inc(Cy):
Vayz. Yooro11(x) A 22 <y A y<3z A Y1p(y) A 3z <z A z<dx A ¥10(z) A xe(z)
— Y1o(6z +y) A o9z +2+1) A xea(dz) .
Encoding of the instruction £ : test&dec(Cq,{'):

The case of C7 storing 0:

Vayz. ooro11(x) A 22 <y Ay <3z Aroly) A3z <z Az<dx Ao(z) A xe(x)
ANy=2x+3
— ¢10(6$+y) N 1[)10(9.%4-2) A Xg/(4.’t) .

The condition y = 2z + 3 ensures that the first counter stores the value 0.
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The case of C storing a value greater than 0:

Vayz. ooro11(x) A 22 <y Ay <3z Aroly) A3z <z Az<dx Ao(z) A xe(x)
ANy>2x+3
— o6z +y—1) A Y1092+ 2) A xer1(4a) .

The condition y > 2z + 3 ensures that the first counter stores a value strictly greater
than 0.

Encoding of the instruction £ : test&dec(Cs,l'):

The case of C5 storing 0:

Vayz. ooro11(x) A 22 <y Ay <3z AProly) A3z <z Az<dx A o(z) A xe(z)
Nz=3x+3
— ¢10(6z+y) A 1/)10(9I+Z) A Xg/(4x) .

The case of Cy storing a value greater than 0:

Vayz. ooro11(x) A 2z <y Ay <3z Aio(y) A3z <z A z<dx A p(z) A xe(x)
AN z>3x+3
— Y106z 4+y) A Y109z +2z—1) A xeq1(d) .

Encoding of the instruction ¢ : goto(¢'):

Vayz. ooro11(x) A 22 <y A y<3z A io(y) A 3z <z A z<d4dx A P19(z) N xe(x)
— Y106z +y) A Y1009+ 2) A xe(4z) .

Encoding of the instruction ¢ : halt:

Vayz. Yooro11(z) A 22 <y A y<3z A U1po(y) A 3z <z A z<dx A 10(z) A xe(z)
— Y10(6z +y) A 10092+ 2) A xk(4x) .

The consequent of the implication ensures that the counters remain unchanged and that the
computation continues at program line K. Since we assume the K-th program line to contain
the instruction halt, the rest of the bit sequence will repeat the same chunk structure again
and again, as the counter values will remain unchanged and the encoded program line will
also repeat indefinitely.

Finally, we pose the central question concerning the halting behavior of the machine: Does the
machine ever reach a program line containing the halt instruction? The question is posed as a
requirement in a negative fashion:

or = V. vooro11(z) — —xk(z) . i

Technically speaking, we require that the machine never reaches the K-th program line, which we
assume to be the one and only line containing the halt instruction.

Given the the two-counter machine M, we denote by ¢ the sentence that encodes M’s behavior ¢y
in accordance with the described formula schemes. Then, the sentence 1 A 5" A X A @E Ay
is satisfied if and only if the machine will never reach the instruction halt when started on the

given input.

Lemma 11.2.1. The two-counter machine M with K + 1 program lines, labeled O, . .., K, started
on input (m,n) eventually reaches a program line containing the instruction halt if and only if the
Ypatp-sentence o1 A py " A @K A @K A g is unsatisfiable.
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Proof sketch. We first observe the following technical properties of every structure .4 with A = ¢1.
(a) For every integer r € N we have A = ¥go1011(r) if and only if r = 4d for some i € N.

(b) For every integer 7 € N we have A |= o011 (r) if and only if » = 2-4%d or r = 3 - 4°d for some
1€ N.

(¢) For every integer r € N we have A |= o1 (r) if and only if

relJ{4'd+1, 4d+3,2-4d+1, 3-4'd+1} .
i€N

(d) Suppose there are integers i,7,q € N such that 4°'d+5 < r,q < 2-4%d. If we have A = 110(r)
and A = 110(q), then it follows that r = q.

(e) Suppose there are integers i,7,q € N such that 2-4'°d+3 < r,q < 3-4'd. If we have A = 110(r)
and A = 110(q), then it follows that r = q.

(f) Suppose there are integers i,7,q € N such that 3-4°d+3 < r,q < 4"71d. If we have A |= 910(r)
and A = 1¥10(q), then it follows that r = q.

(g) For every integer ¢ € N there are integers r1, 72,73 € N such that

e 4id+5<71 <2-4'd and A = 10(r1),
o 2. 4'd+3<ry<3-4'dand A | ¢19(r2), and
e 3-4id+3<r3 <4t dand A= Yio(rs).

Due to the above observations, it is clear that any model A of ¢; interprets P in such a way that it
uniquely represents an infinite sequence of triples of nonnegative integers encoded in unary, just as
we have described it earlier (cf. Figure 11.1). If, in addition, A satisfies 5" and ¢X, then the first
triple of the sequence has the form (0, m,n) and the first component of every triple in the sequence
does not exceed K. Then, for any model A = o1 A 5™ A X A @ the interpretation PA of P
does not only represent a sequence of triples of integers but also establishes relations between the
triples in the sequence, such that they mimic M’s behavior. The only technical difference is that
whenever M enters a configuration (¢, ¢1, co) such that program line ¢ contains halt, then all later
configurations have the form (K, c;,co). All in all, PA is a faithful encoding of some run of M
starting from the input (m,n).
On the other hand, since M is deterministic, there is a unique sequence

T := (linit, M, n) ({1, c1,1,¢2,1)(l2, 1,2, c2.2) (€3, ¢1,3,C23) - - .

of configurations that represents the run of M started on input (m,n). If 7 is finite and thus
contains a halting configuration (£, ¢1,cq) as its last triple, we concatenate the infinite sequence
(K,c1,c2)(K,c1,c2) ... and thus obtain an infinite sequence again. This infinite sequence (be
it originally infinite or made so artificially) can be translated into a structure A, such that
A o1 Ay ™ Ao Ao

So far, we have seen that o1 A@h"" A X Ay is satisfiable and that every model represents the
unique run 7 of M started on input (m, n). Then, we observe for any model A |= ¢1 Ay ApE Ap
that A = ¢X holds if and only if 7 does not contain a triple (K, c;,cs) for any ¢;,co € N. Hence,
01 A st Aol A pa A X is unsatisfiable if and only if M reaches the halt instruction when
started on the input (m,n). O

Together with the fact that the halting problem for two-counter machines is undecidable (cf.
Proposition 11.1.2), we get the following theorem.

Theorem 11.2.2. (Un)satisfiability of the universal fragment of PA+P is undecidable.
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11.2.3 Reducing the Number of Variables to Two

We can formulate the encoding with at most two variables per subformula. All we have to do are
little modifications of the encodings of the two-counter machine instructions.

Modified encoding of the instruction £ : inc(C7):
Vry. Yooron(z) A 22 <y Ay <3z A Y1o(y) A xe(®) — P10(6z +y+1) A xeq1(42)

Vaz. Poor011(x) A 3z <z A z<4dx A 1p(z) A xe(x) — 109z + 2)

For this instruction and most of the others we split the encoding formula into two parts: the
first formula realizes the y-part of the original encoding and the second formula realizes the
z-part.

Modified encoding of the instruction ¢ : inc(Cy):
Vay. Yooro11(z) A 22 <y Ay <3z A Yio(y) A xe(r) — Y16 +y) A Xer1(42)
Vez. Yooro11(z) A 3x <z A z<4dx A P10(2) A xe(z) — 109z +2z+1)

Modified encoding of the instruction ¢ : test&dec(C7,{):
The case of Cy storing 0:
Vaz. Yooro11(x) A 3x <z A z<dx A 10(z) A xe(z) A Y1022 + 3)
— 108z +3) A Y109z +2) A xo(4x)

The subformula 10(22 4+ 3) in the premise ensures that the counter C; currently stores
a 0 and the subformula 119(8z + 3) requires that C; still stores 0 in the next step.
Notice that we do not need a variable y to address the corresponding bit positions, since
we can directly compute these positions from z.

The case of Cy storing a value greater than 0:

Vay. Yooro11(x) A 22 <y A y <3z A t1o(y) N xe(x) N y>2x+3
— 106 +y —1) A xeq1(4x)

Vez. door011(z) A 3x <z A z<dx A 10(2) A xe(z) A —h10(22 + 3)
— ’(/)10(91""2’)

In the first sentence y > 22 + 3 ensures that the value of C is greater than zero. In the
second sentence C1’s exact value is not important and thus —)1o(2z + 3) is sufficient
for ensuring that C7’s value is strictly positive.

Modified encoding of the instruction ¢ : test&dec(Co,’):

The case of C5 storing 0:

VIy. 1/}001011(:6) A 2x < y N y< 3z A 1/)10(y) A X@(ZE) A 1/}10(3117+3)
— P10(6z +y) A Pro(122 +3) A xer(4z)

The case of C5 storing a value greater than 0:

Vay. Yooro11(z) A 2o <y Ay <3z A io(y) A xe(x) A —1o(3z + 3)
— 10(6z +y) A xot1(4x)

Vaz. Poor011(x) A 3z <z A z<4dx A ¥1(z) A xe(z) AN 2>3x+3
— 1/)10(9$+ z — 1)
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Modified encoding of the instruction ¢ : goto(¢'):

Vry. Yooron(z) A 22 <y Ay <3z A Yio(y) A xe(®) — Y10(6z +y) A xe(4)
Vaz. Yoor011(x) A 3x <z A z<4dx A ¥1o(z) A xe(x) — 109z + 2)

Modified encoding of the instruction ¢ : halt:

Vay. ooro11(x) A 22 <y A y <3z A io(y) A xe(z) — Y10(6z+y) N xx(4x)
Vaz. Yoorto11(z) A 3x <z A z<dx A 10(2) A xe(z) — 1092+ 2)

Theorem 11.2.3. (Un)satisfiability of the universal fragment of PA+P is undecidable, if we allow
at least two quantifiers.

11.2.4 Undecidability with One Variable Only Using Another Encoding

It is not obvious how to refine the encoding from the previous section in such a way that a
single variable would suffice. However, the result of Theorem 11.2.3 can be improved, if we
use a different approach. The following is an adaptation of Downey’s encoding [Dow72]. It
results in a sentence that could easily be transformed into one containing only a single quantifier.
Let p1,...,px+4a be the K + 4 smallest prime numbers. In the following sentences, we shall
address them by ¢, qc,, ¢cy 90,41, - - -, g and use them as prime factors. A configuration of the
encoded two-counter machine is described by a single natural number with the prime factorization
(g)" - qe - (gcy)°* - (qc, )2, where t denotes the current time stamp, ¢ is the current program
line, which is to be executed next, and c1,cy are the current values of the two counters C, Cs,
respectively. The sentences entail that P contains every reachable configuration.

Initial condition: P(g; - qey, - 4% - g2, )-
The sentence stipulates that the initial configuration (1, ¢ini, 7, m) can be reached.

Encoding of the instruction £: inc(Cy): V. P(qe-x) = P(q: - qet1 - oy - X)-
If the machine can reach any configuration (¢, ¢, c1, c2), then the machine can also reach the
configuration (¢t + 1,£+ 1,¢1 + 1, ¢2).

Encoding of the instruction ¢: inc(Cs): Va.P(qe-x) = P(q: - qoy1 - goy - X)-

Encoding of the instruction ¢ : test&dec(C1,?):

gc,—1
ve. N\ (P(qe (g, -z +1)) = Plar-qe - (ge, 'IH)))
i=1
AVz. P(qe-qc, - ) = P(qgt - qog1 - ) .

The first part of the sentence stipulates that, if the machine can reach any configuration
(t, 4,0, co) where the counter C is zero, then it can also reach (t + 1,¢,0, ). Notice that
any natural number ¢¢, - + 4 with 1 <14 < g¢, — 1 is not divisible by ¢¢,. Conversely, for
every natural number y > 0 that is not divisible by g¢, there are natural numbers x > 0 and
i > 1such that y = qo, - +4 and 1 <4 < g, — 1. The second part says that, if the machine
can reach any configuration (¢, ¢, ¢y, ca) with ¢; > 0, then it can also reach the configuration
<t+ 1,£+ 1,81 - 1,CQ>.

Encoding of the instruction ¢ : test&dec(Csy,?):

gc,—1

ve. N\ (P(qz~(qC2-w+i))%P(qrq/zw(quin)))

i=1
AVz. P(qe-qe, - x) = P(qr - qes1 - @)
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Encoding of the instruction ¢: goto(¢'): Vx.P(q¢-x) — P(q: - qo - ).

If the machine can reach any configuration (¢, ¢, c1, ca), then it can also reach (t+1,¢, ¢, ca).

Encoding of the instruction £ : halt: Vz.P(q-x) — P(q: - q¢ - x).

If the machine can reach any configuration (t, ¢, c¢1,cs), then the machine will loop forever
while staying at program line £, which contains the instruction halt.

For any two-counter machine M with a program containing K + 1 > 2 lines the computation
of M on the input m,n can be formalized using the above encoding. Then, for any model A of the
encoding, we have A4 = P(qf “qe-qg, oqé?Q) if and only if M reaches the configuration (¢, ¢, c¢1, co) at
the t-th step of its run. Let @ aq, ., be the sentence resulting from the encoding. Then, we observe
that the sentence @ aq,m.n A Vr. 7P(qe,., - ©) is satisfiable if and only if M does not halt when
started on the input m,n. Notice that this sentence can be converted into an equivalent PA+P
sentence in conjunctive normal form that is Horn and Krom and contains exactly one universal
quantifier.

Theorem 11.2.4. (Un)satisfiability of the universal fragment of PA+P is undecidable, even if we
restrict the language to sentences that are Horn and Krom and contain only a single first-order
variable.

We have not yet explained why we have introduced the time stamps to the configurations. This
allows keeping track of the sequence of configurations. In the context of the halting problem, this
is not utterly important, as one is merely concerned with the reachability of the program line
containing halt. However, in the context of the recurrence problem, this ability is crucial. The
sentence Y q,0,0 A VeIy. x < y A P(qe,,, - y) is satisfiable if and only if M’s run is recurring when
started on the input m = 0,n = 0, i.e. if it reaches the program line /;,;; infinitely often.

Proposition 11.2.5. The recurrence problem for deterministic two-counter machines can be
expressed in the Horn-Krom fragment of PA+P using a single V3 quantifier alternation and at
most two variables per clause.

The recurrence problem will be of importance in Section 11.3, where we shall use it to show
that the satisfiability problem for PA+P with a single quantifier alternation is ¥}-hard.

11.2.5 Using the Rationals or Reals as Underlying Domain

Presburger arithmetic is defined on the integers and we have shown that adding a single uninterpreted
unary predicate symbol yields an undecidable satisfiability problem. We can directly use the
encoding that we have presented for the integers in order to show undecidability over the rational
and real domains. The crucial point is that we have encoded the reachability of the halt instruction
in a negative fashion. If the machine M reaches a halt instruction, then we cannot find a model
of the encoding sentence @1 A 5" A kK A pa A K, since any structure that faithfully represents
the run of M on the given input must violate the condition =y (j) for some integer j for which
¥oo1011(j) 1s true. We have used this observation to prove Lemma 11.2.1. The described conflict
does not vanish when we assume a larger domain. If, on the other hand, the machine M does not
reach a halt instruction, then there is a model of p1 A 5" A X A g A K. In particular, there
is a model in which P is interpreted such that it exclusively contains integers and no reals at all.
Hence, the fact that we are dealing with an extended domain does not affect the circumstances
under which the encoding sentence is unsatisfiable or not. Consequently, we have the following
undecidability result.

Theorem 11.2.6. (Un)satisfiability of the universal fragment of linear arithmetic over the rationals
or reals with a single uninterpreted unary predicate symbol is undecidable.
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11.2.6 Unary Function Symbols and the Horn Fragment

The uninterpreted unary predicate symbol P in our encoding of two-counter machines can be
replaced with an uninterpreted unary function symbol f : N — N over the natural numbers. We
simply add the assertion Vz. f(x) < 1 and substitute every negative literal ~P(t) with f(¢) = 0 and
every positive literal P(t) with f(¢) = 1, where ¢ is any term. (Implicitly, we exploit the fact that f
is interpreted by a total function f# in any structure A.) After this substitution, transforming the
encoding formula set from Section 11.2.2 into conjunctive normal form (CNF) yields a sentence
that can easily be transformed into a Horn sentence, i.e. every clause contains at most one positive
literal. The reason is that we can use negation very liberally: —P(t) corresponds to f(t) = 0 and,
at the same time, to = f(¢) = 1; P(t) corresponds to f(t) = 1 and, at the same time, to = f(¢) = 0.
By this line of argument we obtain the following theorem.

Theorem 11.2.7. (Un)satisfiability of the universal Horn fragment of Presburger arithmetic with
a single uninterpreted unary function symbol is undecidable.

Over the domain of the reals, we can replace the predicate symbol P in the same spirit, yet
in a slightly different way. For one thing, we add the assertion Vz. 0 < f(z) A f(x) <1 to the
encoding, which also introduces an explicit lower bound to the values of f. As this assertion alone
does not guarantee that in any model the image of f : R — R contains at most two values, we
replace any occurrence of —P(t) with f(¢) = 0 and any occurrence of P(t) with f(¢) > 0. Again, a
CNF transformation yields a sentence that can be transformed into a Horn sentence.

Theorem 11.2.8. (Un)satisfiability of the universal Horn fragment of linear arithmetic over the
rationals or reals with a single additional uninterpreted unary function symbol is undecidable.

11.3 Degrees of Unsolvability

We have shown that the unsatisfiability problem of the universal fragment of PA+4 P is undecidable.
Next, we shall argue that the set of unsatisfiable sentences from this fragment is recursively
enumerable. In order to prove this, it suffices to give a sound calculus that, given an unsatisfiable
sentence over the language in question, derives false or the empty clause in finitely many steps.
This property is known as refutational completeness. In fact, such a calculus would constitute a
semi-decision procedure for unsatisfiable sentences.

Indeed, hierarchic superposition [BGW94, BW13b, BW13a] (cf. Section 10.3) is such a refuta-
tionally complete calculus for all unsatisfiable hierarchic clause sets that are sufficiently complete, if
the considered background theory is compact (cf. Theorem 24 in [BGW94]). The universal fragment
of Presburger arithmetic with uninterpreted predicate symbols can be treated in this framework:
We consider finite clause sets over the vocabulary YXps enriched with arbitrary uninterpreted
predicate symbols. All occurring first-order variables are implicitly universally quantified and
we do not consider any uninterpreted constant or function symbols. Presburger arithmetic is
conceived as the background theory and, hence, determines the interpretation of all symbols from
Ypa. In this setting, the two requirements — sufficient completeness and compactness of the
background theory — are satisfied. Sufficient completeness (cf. Definition 20 in [BGW94]) concerns
uninterpreted constant and function symbols that range over the background sort. Since we do not
allow such symbols in our language, all sentences are sufficiently complete. For the same reason,
the background theory is compact. This means, every set of first-order sentences over Xpa that is
not satisfied under Z has some finite (even a singleton) subset that is not satisfied under Z. Hence,
the following proposition holds.

Proposition 11.3.1. The set of unsatisfiable sentences over the universal fragment of Presburger
arithmetic with additional uninterpreted predicate symbols is recursively enumerable.

From the literature on the arithmetical hierarchy (see, e.g. [Rog87, Soa87, 0di92, Soal6]) we
get the following.®

5The sets 30, II9 are sets of sets of natural numbers that are describable by certain first-order-arithmetic
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‘ Satisfiability ~ Unsatisfiability Validity Invalidity
V*-fragment | II9-complete  %{-complete 9 3
J*-fragment 9 29 ¥9-complete I19-complete

Table 11.2: Overview regarding the degree of unsolvability of the (un)satisfiability and (in)validity
problems for the purely universal and purely existential fragment of Presburger arithmetic with
additional uninterpreted predicate symbols. Notice that membership in % (which coincides with
I19) entails decidability of the respective problem.

Proposition 11.3.2.

(i) The set ©9 captures exactly the recursively enumerable sets.

(ii) The set IIY captures exactly the sets whose complement is recursively enumerable.
(iii) The halting problem for (ordinary) Turing machines is X9-complete.

Proof. (i) and (ii) are reformulations of Theorems I1.1.2 and IV.1.3 in [Soa87], respectively. (iii)
combines the following parts of [Soa87]: Definitions 1.3.1, 1.4.1, 1.4.5, Theorem II1.4.2 and the
discussion after Definition IV.2.1 on page 64. 0

Since we have completed a chain of reductions from the halting problem of Turing machines via
the halting problem of two-counter machines to the unsatisfiability problem of the universal fragment
of Presburger arithmetic with uninterpreted predicate symbols, we conclude ¥9-completeness of
the latter problem by Lemma 11.2.1 together with Propositions 11.3.1 and 11.3.2.

Theorem 11.3.3. The set of unsatisfiable sentences from the universal fragment of Presburger
arithmetic with uninterpreted predicate symbols is X0 -complete.

It is worth noticing that the theorem can be translated to the realm of linear arithmetic over the
reals. The reason is that hierarchic superposition is also refutationally complete over the universal
fragment of this language, if there are no uninterpreted constant or function symbols involved.

Since any reduction of a problem S to a problem T' (both read as a set of Gédel numbers) at
the same time yields a reduction from S to T, the complement of a X{-complete set is complete
for I19. Hence, Theorem 11.3.3 entails I1{-completeness of the set of satisfiable sentences over the
same language.

There are strong ties between (un)satisfiability in the universal fragment of the language we
consider and (in)validity in the dual language, the existential fragment. The bottom line is that
the obtained completeness results can be transfered to the corresponding (in)validity problems.
The overall situation is depicted in Table 11.2.

For the sake of completeness, we briefly discuss (un)satisfiability for the existential fragment.
Kruglov and Weidenbach [KW12, Krul3] have presented a general result regarding the satisfiability
problem for hierarchic clause sets that are ground. More precisely, they have devised a decision
procedure for that problem, based on a hierarchic superposition calculus.

Proposition 11.3.4 (Corollary of Theorem 23 from [KW12]). Satisfiability of the existential
fragment of Presburger arithmetic with additional uninterpreted predicate symbols is decidable.

With this knowledge we can complete the overview in Table 11.2 and thus reveal the full picture
of where the (un)satisfiability and (in)validity problems of the universal and existential fragments of
Presburger arithmetic augmented with uninterpreted predicate symbols reside in the arithmetical
hierarchy.

formulas. Whenever we speak of problems or sets of sentences belonging to 291 or H%, or being complete for these
classes, we implicitly refer to the Godelization of these problems or sets of sentences.
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One V3 Quantifier Alternation Yields ¥}-Completeness

Halpern has shown that the satisfiability problem for Presburger arithmetic with any choice
of additional uninterpreted function symbols and predicate symbols lies in 1 in the analytical
hierarchy® (Theorem 3.1 in [Hal91]). This result is independent of the number of occurring quantifier
alternations. In the present section, we show that already a single quantifier alternation suffices to
make the problem complete for 3. We leverage the following result, due to Alur and Henzinger.

Proposition 11.3.5 (Lemma 8 in [AH94]). The problem of deciding whether a given nondeter-
ministic two-counter machine has a recurring computation is $1-hard.

A nondeterministic two-counter machine differs from the deterministic model described in
Section 11.1 in that it allows nondeterministic branching after a program line has been executed.
This means that after the execution of a program line £ (which does not result in a jump induced
by a test&dec instruction) the machine does not necessarily proceed to the (¢ + 1)-st line, but
may have the choice between two specified options.

This kind of nondeterminism can easily be incorporated into the encoding presented in Sec-
tion 11.2.2. For instance, the nondeterministic version of the instruction ¢ : inc(Cy) can be
represented by the formula

Vayz. Yooro11(x) A 22 <y A y<3z A 1o(y) AN 3x <z A z<dx A ¥10(z) N xe(z)
ey w10(6x+y+ 1) A\ 1/)10(9x+z) A\ (Xg/(4x) \/Xg//(4$)) .

The last conjunct (Xg/ (4z) v Xgn(4x)) now offers a choice between program lines ¢’ and ¢” as the
ones that are to be executed next.

Consequently, we can reuse major parts of our encoding in order to prove Yi-hardness. For any
nondeterministic two-counter machine M we write ¢, ; to address the encoding of M’s program
in accordance with Section 11.2.2 and the just described adaptations due to the nondeterministic
setting.

A run of a nondeterministic two-counter machine is considered to be recurring if and only if it
starts with both counters set to zero and reaches the initial program line (with label 0) infinitely
often. This means, we have to remove ¢, from the encoding set of sentences and replace it with a
proper formalization of the recurrence condition:

ot = VoIdy. 2 <y A voo1011(y) A xo(y) -

This sentence formulates recurrence in a positive fashion by saying that at any point in time
program line 0 will be reached eventually. Finally, in order to account for the specific input
requirements posed in the definition of recurrence, we construct Lpg"o rather than 5", i.e. we set
m=n=0.

Lemma 11.3.6. The nondeterministic two-counter machine M has a recurring run if and only if
1 Aoy NI A @ Al s satisfiable.

By Proposition 11.3.5, this yields X1-hardness. Due to the result by Halpern [Hal91], we know
that the set of satisfiable Presburger arithmetic sentences with additional uninterpreted predicate
symbols lies in X1, Hence, we get the following theorem.

Theorem 11.3.7. The set of satisfiable sentences of the (V*3)-fragment of PA+P is X1 -complete
and, hence, neither it nor its complement are recursively enumerable.

Notice that the theorem can be reformulated in terms of uninterpreted unary function symbols
instead of uninterpreted unary predicate symbols. However, in contrast to Theorem 11.2.7, we lose

6See, e.g., [Rog87, Odi92] for a definition of the analytical hierarchy. It can be conceived as the second-order
equivalent of the arithmetical hierarchy. The main result we need in the present thesis is that any problem that is
hard or complete for E}l or H}L with n > 1 is not recursively enumerable; the same applies to the complement of
such a problem.
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the property that the encoding results in a Horn sentence when transformed into CNF. The reason
is the involved nondeterminism and the way we have encoded nondeterministic branching.

Over the domains of the rationals and reals, we can only show ¥i-hardness of the satisfiability
problem, since Halpern’s upper bound only covers the realm of the natural numbers.

Theorem 11.3.8. The set of satisfiable sentences of the (V*3)-fragment of linear arithmetic over
the rationals or reals with a single additional uninterpreted unary predicate symbol is X1 -hard and,
hence, neither it nor its complement are recursively enumerable..

Moreover, the encoding from Section 11.2.4 can be used to improve Theorem 11.3.7 and show
Y1-completeness for the (non-Horn) V3-fragment of PA+P, cf. Proposition 11.2.5.

Theorem 11.3.9. The set of satisfiable sentences of the ¥3-fragment of PA+P is $1-complete
and, hence, neither it nor its complement are recursively enumerable.

11.4 An Encoding Based on Difference Constraints

We have seen in Section 11.1 that difference constraints together with uninterpreted predicate
symbols yield an undecidable satisfiability problem. This contrasts our positive result from
Section 10.4 concerning the satisfiability problem for finite BSR(BD) clause sets. To sharpen the
contrast even further, we intend to show the following result in the present section. Even when
we only consider the rational unit interval [0, 1] as domain, adding arithmetic atoms of the form
x —y < ¢ to BSR(BD) where ¢ is an uninterpreted constant symbol of sort Q, yields an undecidable
satisfiability problem. We shall show this in two ways, first via a simple encoding similar to the
ones presented in Section 11.1, and then via an adaptation of the encoding from Section 11.2.3 in
the language LRA+PN.

We start with a refinement of the simple encoding from Section 11.1. This time, we use a 5-ary
uninterpreted predicate symbol M : Q x Q x Q x Q x Q to address the state of the two-counter
machine as follows: M (u,t,xz,y, z) stands for a machine at instruction u and time step ¢ where z
and y store counter values relative to the offset z. We use an uninterpreted constant symbol ¢ to
determine the distance between two neighboring counter values.” For instance, an increment of
counter C'; amounts to adding ¢ to the z-component. Together with the offset construction that
we have already used in Section 11.1, this means that the counter values can be reconstructed from
z,y,z as follows: ¢ =1(z —z—c)and c; = 1(y — 2z — ¢).

We use the time stamp t to make sure that the value of ¢ is chosen sufficiently small so as to
keep all rationals occurring in the encoding of the run of M between 0 and 1. We stipulate that
the halt instruction has to be encountered before time stamp 1 is reached. After reaching halt
for the first time, all successive configurations will have the shape M (¢ya1,t,0,0,0) where the time
stamp ¢ will keep on increasing by c until ¢ = 1 is reached. Suppose M halts when started on the
input m,n and further suppose that at most L increment operations are applied to any of the two
counters. Then, in any model A of the corresponding encoding, ¢ has to be such that ¢* > 0 and
cA- (max(m, n)+ L+ 1) < 1. Of course, we also have to make sure that the labels for program
lines stem from [0, 1].

In Table 11.3 we give prototypical encodings of the instructions concerning counter C7; the
encoding for counter C; can be done analogously. The side conditions stipulated in (g4, make sure
that (a) c is positive but less than 1, (b) for every time step t there is at most one configuration
(u,t,x,y,2), and (c) the time difference between any two configurations is at least ¢. This ensures
that there are no spurious configurations and that the run is finite.

Notice that the overall encoding sentence can be transformed into Horn form.

Remark 11.4.1. A semi-decision procedure for finite satisfiable clause sets over the language of
BSR(BD) plus the arithmetic atoms x — y < ¢ with uninterpreted constant symbol ¢ of sort Q that

"The idea to use an uninterpreted Skolem constant as the quantity for increment was suggested to the author
of the present thesis by Dietrich Kuske during breakfast at the 32nd Annual ACM/IEEE Symposium on Logic in
Computer Science (LICS’17) in Reykjavik, Iceland, in June 2017.
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Operation Encoding

£ :inc(Ch) Vizyzt's'. o' —x=c ANt/ —t=c ANt/ <1 N MU, t,z,y,2)
- MU+ 1,t,2,y,2)

0 :testldec(Cy,0) ((Vtayzt's'. z—z>cANy —y=cAhZ —z=cAt/ —t=c At <1
/\M(E,t,x,y,z)) — M(€+1,t’,x,y',z’))

A (Vtmyzt’.x—z:c/\t'—t:c ANt <1 A MULx,Y,2)
— M(f’,t’m,y,z))

{: goto(l) Vizyzt'e' .t —t=c ANt/ <1 AN Mt z,y,z) - MUt x,y,z2)
lhare - halt Vizyzt'.t' —t =c¢ A M(lpai, t,x,y, 2) = M(lhar, t',0,0,0)

Initial condition: M (binit,0,(m +1) - ¢, (n+1) - ¢,0)
Halting condition: M (¢ya, 1,0,0,0)

Side conditions:

Pside :=
0<cAc<l
A Vutzyzu'z'y'z'. M(u,t,x,y,2) AN MW 2"y, 2" ) s u=u Ne=2' Ny=y AN z=2
A Vutzyzu't'z'y'2' ¢t <t ANt —t <e AN M(u,t,z,y,2) AN M@t 2"y 2"y >t =+
A Yutzyz. M(u,t,z,y,2z) - t<1Az<1lAy<1lAz<I1

Table 11.3: Encoding of the basic two-counter-machine instructions, including a step counter.

is in addition conjoined with bounds ¢, < x < d, and cy <y < dy could proceed as follows. Let
C be the tuple collecting all occurring uninterpreted constant symbols. We enumerate all tuples
7 of rational numbers and use them as candidate values for the constant symbols in €. For each
step of the enumeration, we consider the values of C:= 7 to be fixed. After replacing the constant
symbols from T with the values from ¥, we obtain a finite clause set that almost belongs to BSR(BD).
We now compute the least common multiple of all denominators that occur in the clause set and
multiply all rational constants with this value. After reduction of all rationals to integers we obtain
an equisatisfiable finite clause set that belongs to BSR(BD). At this point, we apply the decision
procedure from Section 10.4. If it succeeds, the clause set at hand is satisfiable.

If satisfiability is undecidable but semi-decidable, then unsatisfiability cannot be semi-decidable.
Hence, hierarchic superposition cannot be refutationally complete for the extended fragment described
above (compare with the discussion at the beginning Section 11.3). On the other hand, we have
“model completeness” in the sense that, if there is a model, it can be constructed using the procedure
we have just described. This is a somewhat unusual situation in automated reasoning, where we
often find the opposite: the set of unsatisfiable sentences is semi-decidable, e.g. due to the existence
of calculi that are sound and refutationally complete, whereas the set of satisfiable sentences is not
recursively enumerable.®

In the remaining subsections we will blend the ideas described above with the encoding from
Section 11.2.3. We shall start with an informal description.

11.4.1 Informal Description of the Encoding

Like in Section 11.2, we consider infinite sequences of bits which we divide into chunks, this time of
a fixed length, determined by an uninterpreted constant symbol d of sort Q. Each of these chunks

8The fact that the shift of recursive enumerability from the unsatisfiability problem to the satisfiability problem
is a rather peculiar property was brought to the attention of the author of the present thesis by Dietrich Kuske, cf.
Footnote 7 on page 279.
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has the form
001011 1°04=*=6 po11 1°10¢~2=4 0011 1°209c2~* |
N~~~ ~——

——
left de- first sub- second
limiter delimiter subde-
limiter

where £ is the address of the program line to be executed, c; is the value currently stored in C7, and
co is the value currently stored in C5. The length of the chunks is 3-d bits each, and every subchunk
contains d bits. Obviously, the constant symbol d has to be interpreted by some positive integer that
allows the subchunks to store sufficiently large values for the current program line and the current
counter values. If M halts when started on the input (m,n), then there exists such a sufficiently
large value for d. Due to the length of the used delimiters, we set max{K + 6,m +4,n + 4} as a
lower bound for d, where K is the last line of M’s program. Moreover, the leftmost chunk starts
at position 0, i.e. there is a 001011-delimiter starting at position 0 but none starting left of 0.
Figure 11.2 illustrates the structure of a single chunk in the sequence, starting at position x.

earlier later
cor;ﬁgu— unary encoding unary encoding unary encoding cor‘;ﬁgu—
rations of the current of the current of the current rations
program line value of C; value of Cy
1—— —— 1p—— '
}7 ?0101111 10...901111 10... 90111 10... ?0101111 ... 10...
0
\ \ \
x| d \ d \ d
x + 3d

Figure 11.2: Structure of a single chunk of length 3d.

In contrast to the encoding described in Section 11.2 we this time aim for a finite number of
chunks in the sequence, i.e. we only consider finite runs of M. We use the rational number 1 to
mark the end of the run: the very last chunk starts at position 1 — 3d.

For the sake of clarity, we formulate the encoding without restriction to difference constraints
in a first step. Then, in Section 11.4.3, we restate the encoding in the more restricted fragment.

11.4.2 Formal Encoding of Two-Counter Machine Computations

Recall that we assume to be given a two-counter machine M with K + 1 program lines, labeled
0,..., K, and two input values m and n. We assume that 0 is the initial program line, that program
line K contains the halt instruction, and that there is no other program line containing halt.

We mark a finite subdomain of [0, 1] which will serve as pseudo-integers. The elements of this
subdomain shall be uniformly distributed within [0,1]. To this end, we use the uninterpreted
unary predicate symbol N which shall contain exactly the pseudo-integers in any model. Moreover, N
we use an uninterpreted constant ¢ to determine the distance between two pseudo-integers. The ¢
following sentence ¢y, sets the stage for using the pseudo-integers 0, ¢, 2¢, 3¢, ...,1 —2¢,1 — ¢, 1.

/

o= ¢>0 o
A N(@) A N(1) A (Vz.N(z) = 0<zAz<1)
A (Vzy.y—xz=c A N(z) — N(y))
AN Vey.z—y<ecAy—axz<cAN@E ANy — xz=y)
A (Vz. P(z) — N(z))

The last subformula ensures that P contains only pseudo-integers. Having distinguished the
pseudo-integers from the other rationals in [0, 1], we can now use them as a basis for the encoding.
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The used abbreviations 1g91011, Y0011, etc. have to be adapted as follows:

Yoo1011(t) == —P(t) A ~P(t+c¢) N P(t+2c) A ~P(t+3c) A P(t+4c) A P(t+ 5c)
Yoo11(t) := —P(t) A =P(t+c) A P(t+2c) A P(t+3c)
Yor(t) :=—P(t) A P(t+c)
wlo(t) = P(t) A —\P(t—l-c)
Xe(t) == vY1o(t +5c+£-c) fort=0,..., K

The adapted variants of the sentences @1, ..., p4 are the following. The sentence ¢} sets up the
general structure of the predicate P. Let k again denote the integer k := max{K + 6, m +4,n + 4}.

Ol:=Nd) ANd>k-c (119
Po01011(0) A thoo11(d) A Poo11(2d) A thooronn (1 — 3d) (
V. Yooro11(z) A x<1—3d — tooro11(z + 3d)) (
Va. Yootor1(z +3d) A >0 — thooro11()) (
Va. oori(z) A 2 <1—3d — voo11(z + 3d)) (
Sthoor1(z+3d) A x>0 = Poorr(z)) (11.14
(
(
(

8

V. w001011($> ANr<3dd — z= 0)
V.’Lﬁoou(l‘)/\l‘<3d—>l‘=2d\/ﬂfzd)
(V,Iy ’(/)001011(1‘) A 1/}01(y) ANx+bc<y Ny<z+3d — 77[}0011(y — C))

8

(
(
(
(v
(
(

8

A\
A\
A
A
A\
A\
A\
A\

Subformula (11.10) sets the first 001011-delimiter at position 0 and the two subchunk delimiters
0011 at positions d - ¢ and 2d - ¢. Moreover, the last 001011-delimiter is set to be at position 1 — 3d.
Subformulas (11.11) to Formula (11.14) ensure that there are 001011- and 0011-delimiters evenly
distributed between positions 0 and 1. Subformulas (11.15) and (11.17) guarantee that there are no
spurious delimiters between 0 and 1. Due to the fact that P contains no elements outside of [0, 1],
which is entailed by ¢f, there is no 001011- or 0011-delimiter starting at 0, left of 0, at 1, or right
of 1. Subformula (11.17) stipulates that every 01 subsequence is part of one of the delimiters, i.e.
there cannot be a subsequence 01 that lies outside of a 001011- or 0011-delimiter. This entails that
between one delimiter (001011 or 0011) and the subsequent one there is exactly one subsequence
10, possibly overlapping with the last or first bit of one of the delimiters. Hence, this subsequence
uniquely marks the end of the number encoded in the respective subchunk.

The following sentence sets the initial values of the counters. Moreover, it sets the initial
program line, which we assume to be the very first one:

;s m,n

©h = x0(0) A Yro(d+3c+m-c) A YP1p(2d+3c+n-c) .

With the sentence gogK, we ensure that program lines never exceeds K:

/

gogK:: Vay. Yoor011(x) A Y1oy) ANy<axz+d — y<z+5c+K-c.

We also have to encode the condition that the two-counter machine halts at some point in time.
Recall that we assume the halt instruction to exclusively appear in program line K.

o, = xx(1-3d).

It remains to encode the control flow of M. We assume that the following instructions occur in
program line ¢ for some ¢ € {0,...,K}.

In the following table we give prototypical encodings of the instructions of two-counter machines.
The encoding of operations is only given for counter C;. The encoding for counter Cs can be done
analogously.
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Encoding of the instruction ¢ : inc(CY):

V. ooro11(x) A xe(z) — xeqr(x + 3d)
Vay. Yooro11(z) A xe(x) Nz +d<y ANy<xz+2d A Poy) — Yio(y+3d+c)
Vaz. Yooror1(x) A xe(x) AN x+2d<z A z<z+3d A ¥10(z) — tP10(z+ 3d)

These three sentences encode a transition from a configuration (¢, cj, cz) to the successor
configuration (¢ + 1,¢; + 1, o). The first sentence stipulates that the next program line is
the one with the label ¢ + 1. While the second sentence encodes the increase of counter Cy
by 1, the third sentence makes sure that counter Cs retains its value.

The subfomula 11011 () in the premises of the implications states that the chunk encoding
the currently regarded configuration starts at position x. The other preconditions make
clear that y and z correspond to the positions at which we find 10 subsequences in the two
subchunks storing the current counter values:

T r+d Y T+ 2d z
1 1 1 1 \
001011 1°0...00011 1¢2=110...00011 1°2=110...0
— S~ S~
left de- first sub- second
limiter delimiter subde-
limiter

Hence, Cy and Cs currently store the values ¢; = 2(y—2—d—3c) and ¢3 = 2(z —x—2d —3¢),
respectively.

Encoding of the instruction £ : test&dec(Cy,¢'):

The case of C7 storing 0:

V. Yoo1011(x) A xe(x) A Yio(x+d+3¢) — xe(x+3d)

V. Yoo1011(x) A xe(x) A io(x+d+3¢) — i0(z+4d + 3¢)

Vaz. Yoot011(x) A xe(x) A Yo +d+3c) AN x+2d<z A z<zxz+4+3d A P1p(2)
— wlo(z+3d)

The condition 910(x + d 4 3¢) ensures that the first counter stores the value 0.
The case of Cy storing a value greater than 0:
Vay. Yooro11(z) A xe(z) N x+d+3e<y Ay<z+2d A Pro(y) — Xe1(z +3d)
Vay. Yooro11(x) A xe(x) N z+d+3c<y ANy<z+2d A ioly) = Yoy +3d—c)
Vaz. Yoo1011(x) A xe(x) A bz +d+3c) N x+2d<z A z<x+3d A 19(2)
— 10(z + 3d)

The condition y > x + d 4+ 3 ensures that the first counter stores a value strictly greater
than 0. The same applies to condition —¢19(z + d + 3¢) in the third sentence.

Encoding of the instruction ¢ : goto(¢):
V. ¢001011($) A X@(Z‘) — Xg/($+3d)

Vay. ooro11(x) A xe(x) A x+d+3c<y ANy<z+2d A P10y) — 10y + 3d)
Vrz. Yoor011(z) A xe(x) A o +2d<z A 2<x+3d A ¥19(z) — 10(z +3d)
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Encoding of the instruction K : halt:
V. 1/)001011@5) A\ XK(-T) — x=1-3d
The sentence stipulates that, if program line K is reached, then only at the end of the
computation.

Lemma 11.4.2. Let M be any two-counter machine and let ¢y, be the encoding of its behavior
as described above. Then, M halts on the input (m,n) if and only if there is a model A of the set

of LRA+PN sentence @y A... A gpﬁlK A @am. Moreover, in that case, PA and N4 are finite subsets
of the rational unit interval [0, 1].

Theorem 11.4.3. Satisfiability for the 32V? fragment of LRA+PN is undecidable, even if the
arithmetic domain is the rational interval [0, 1] and the interpretations of P and N are restricted
to finite subsets of [0, 1].

11.4.3 Restriction to Difference Constraints

As the last step, we now adapt the encoding from the previous section to exclusively use difference
constraints v — v’ < ¢ with @ € {<,<,=,#,>,>}, where ¢ is either a rational number or an
uninterpreted constant symbol of sort Q. In addition, we allow the arithmetic atom zg = 0.

The sentence ¢}, requires only small changes, which yield

¢ = (Voo —z <c)
A (Vwoxl.xoz() ANxzp—xzg=1 — N(zg) A N(xl))
(‘v’a:xo.xo:O/\N(x) — ng—aco/\x—xogl)
(Vzy.y—x=c A N(z) — N(y))
(sz.xfy<c/\yfz<c/\N(x)/\N(y) — zfy:())
(Vz. P(x) — N(z)) .

A
A
A

>

In the rest of the encoding, the abbreviations ©gp1011, Y011, €tc. cannot be used this comfortably
anymore, as the following reformulation of ¢} shows.
The subformula d > k - ¢ is replaced with

Voy... Zk41-To—T1=Cc AN 23—Ta=Cc AN...\N T —X—1 =C N\ Tp41 — T, =C

— xp41— 21 < d.

The subformula 191011 (0) is replaced with
Veori ... 5. 20=0 AN x1 —2g=Cc AN To—ZT1=Cc N...\N Ts —Tg=2¢C

— =P(xg) A =P(x1) A P(z2) AN =P(z3) N P(za) N P(xs) .
The subformula 11 (d) is replaced with

Vaopry ... 24. 20 =0 A 21 —20=d N 20 —21=Cc AN Z3—22=¢Cc N Ty —T3==cC
— —P(x1) A =P(x2) A P(zs) N P(x4) .

The subformula 911 (2d) is replaced with
Vaopry... 4. 20 =0 A 21 —20=d N 290 —21=d N T3—29=C AN Ty —23=C N T5 — Ty =¢C

— =P(x9) A =P(x3) A P(xg) N P(xs) .
The subformula 191011 (1 — 3d) is replaced with

Vxory ... xs. (acozo
ANxi—29g=1ANx1—22=d N 290—23=d N x3—24=24d
NxTs—x4=cCc N xTg—Ts=c N xT7—Tg=cCc N xg—T7=cCc N AN xg—xgzc)
— =P(z4) N =P(x5) A P(zg) N =P(z7) N P(zg) A P(xag) .
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The subformula (Vm. Yoo1011(z) A £ <3d = x= 0) is replaced with

Voo ... 26y1y2ys. (xo =0
Nypp—zo=dNy2—y1=d A ys—y2=d
NxTo—x1=CN\NT3—To=CNTy—Tz3=CN\NT5—Tg=¢C/N\ Tg—Tz=2=C
A =P(z1) A =P(z2) A P(zs) A =P(zs) A P(zs) A P(zg) A x1 —y3 < 0)

— x1—29=0.

The other constituents of ¢ and the sentences ©5™", ..., (,DﬁlK can be modified in the same spirit.
Regarding the encoding of M’s control flow, we show two examples of how to modify the
respective sentences.

Encoding of the instruction £ : inc(Cy):

The subformula
Vay. Yoo1011() A Xxe(z) ANz +d<y AN y<z+2d A Yio(y) — vY10(y+3d+c)
is replaced with

VTyxy ... T501 . .. UVpp1Y1Y2Ul UgUstiy.
(ml—ajzc NxTo—x1=CN...\ Ty —T4=cC
A =P(z) A =P(xz1) A P(za) A =P(z3) N P(zq) N P(as)
ANvi—xz5=c ANva—v1=cA...\ vg1 —vg=c A Plvg) N =P(vpy1)
ANp—xz=dNy1—y<0Ay—y <d
ANy2a—y=c A P(y) A =P(y2)
ANup—y=dANug—uyr=d AN ug—us=d A ug—ug=c A u57U4:C)

—  P(uq) N —P(us) .

Encoding of the instruction K : halt: The sentence V. ¥go1011(z) A xx(z) — z=1-3dis
replaced with

VTxoxy ... T5V1 ... VK 4121222324
(a:l—ac:c NZTo—x1=CAN...\N Ty —ZTg=2¢C
A =P(z) A =P(xz1) A P(z2) N =P(z3) N P(z4) N P(xs)
Avi—Ts=c AN vyg—vi=cA...NA UK+1—’UK=C) A P(ug) N —~P(vgy1)
AN2og=0A2z1—20=1AN21—22=d AN 29—23=d A Z3—Z4=d)
— x—24=0.

Theorem 11.4.4. Satisfiability for the LRA+PN 1is undecidable, even if arithmetic atoms are
restricted to difference constraints plus atoms xo = 0, the arithmetic domain is the rational or real
interval [0,1], and the interpretations of P and N are restricted to finite subsets of [0,1].

11.5 Relevance to Verification

Verification of hardware and software is one driving force behind attempts to the combination of
theories, such as integer or real arithmetic and the theory of equality over uninterpreted functions
(EUF) — EUF is understood to refer to the collection of all logical ¥-theories containing all EUF
valid quantifier-free ¥-sentences over a finite vocabulary ¥ without predicate symbols.” For
quantifier-free cases the Nelson—Oppen framework provides a general-purpose approach for the

91n the literature, the definition of EUF often includes uninterpreted predicate symbols, which are then ignored
in the further treatment for convenience. See, e.g., Section 3.2 in [BMO07], or Section 4.2 in [KS16].
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construction of decision procedures (see Section 10.3). Over the course of the last fifteen year
numerous approaches have been proposed to go beyond the quantifier-free setting and handle
quantification, see e.g. [FJS04, DNS05, GAM09, GBT09, BMR13, RTdM14, RK15, RBF18, Barl7].
Typically, some kind of heuristic is applied to guide instantiation towards equisatisfiable formulas
that are quantifier free. Often the methods are incomplete in the sense that unsatisfiable sentences
are not necessarily recognized as such. Nevertheless, the proposed methods have been implemented
and successfully applied, e.g. in the tools Verifun, Simplify, and the CVC family.

In verification one usually abstracts from some of the limitations that apply to real-world
computing devices. In particular, memory is often regarded as an inexhaustible resource in one
way or another. This can take the form of infinitely many memory locations — similar to the
infinite tape of a Turing machine — or the form of the capability of storing arbitrarily large integers
in single memory location — similar to the counters of counter machines. In our encoding of
two-counter machines in Sections 11.2 and 11.4 the uninterpreted predicate symbol P serves as a
representation of an unbounded memory. As we have pointed out, any interpretation P4 C N can
be conceived as an infinite sequence of bits. And these bits can be accessed by integer addresses.
We have also pointed out in Section 11.2.6 that the same applies to uninterpreted function symbols
over the integers or some co-domain with at least two distinct elements. This means that our
results are relevant to all verification approaches in which an infinite memory is modeled and in
which there are sufficiently strong means available to access individual memory locations. Such
approaches inevitably face undecidability when they allow too liberal syntax. We shall discuss
several exemplary settings: separation logic over an integer-indexed heap, logics formalizing integer-
indexed arrays or similar data structures, logics with restricted forms of linear integer arithmetic.
We shall also give reasons why incomplete heuristics is sometimes the best one could hope for.

11.5.1 Separation Logic

In [RIS17] the Bernays—Schonfinkel-Ramsey fragment (3*V*-sentences) of separation logic is
investigated. The quantifiers range over memory locations. Although the authors also present a
refinement of Halpern’s undecidability result [Hal91] for PA+ P, their approach differs from our
approach in Section 11.2 in an important aspect. In their setting it is sufficient to consider models
in which the unary predicate symbol P is interpreted with a finite subset of N. In our setting in
Section 11.2 finite subsets do not suffice. It is due to this difference, that their strategy can be used
to also show undecidability of the satisfiability problem for 3*V*-sentences of separation logic over
a heap with finitely many integer-indexed memory locations, each capable of storing one integer of
arbitrary size.

Our results in Sections 11.2 and 11.3 have implications for settings with integer-indexed heaps
that comprise a countably infinite number of memory locations, each capable of distinguishing
at least two values (e.g. 0 and 1) or states (e.g. allocated and not allocated). However, a slight
modification of the encoding in Section 11.2.2 leads to a result that subsumes Theorem 3 in [RIS17]
and also entails undecidability of the satisfiability problem for the F*V*-fragment of separation
logic with integer-indexed heaps that comprise only finitely many memory locations, each capable
of storing at least one bit of information.

Lemma 11.5.1. Let M be a two-counter machine with K + 1 program lines, labeled 0, ..., K,
and let (m,n) be a pair of nonnegative integers. There is a sentence ¢ from the (IV*)-fragment of
PA+P, such that the following statements are equivalent:

(a) ¢ is satisfied by a model A under which P* is a finite subset of N,

(b) M reaches the halt instruction when started on the input (m,n).

Proof sketch. The following is a blend of ideas from Sections 11.2 and 11.4. Let ¢'{, be the encoding
of M’s program in accordance with Section 11.2.2 with the exception that we do not encode
the instruction in program line K. Due to our conventions, this program line contains the halt
instruction. Let ¢7(z) result from ¢; after replacing the Subformula (11.3) with

Vo, o <z A vYooro11(z) — oo11(2x) A oo11(3z) A Yooi011(4x) .
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Moreover, let
K
1 (2) == voo1011(2) A xk(2) .

Notice that both formulas ¢ (z) and ¢} (z) contain the free variable z. We now set

o= T2 G2 AE " AE N AP ()

There exists a model A of ¢ if and only if M reaches program line K when started on the
input (m,n). Due to the modifications in ¢, the formula 1gg1011(z) does not have to be satisfied
for arbitrarily large values of x. One consequence is that the run of M represented by a model
of ¢ can be aborted at the point when program line K is reached. This means, in contrast to
the proof of Lemma 11.2.1, we do not have to artificially continue M’s run beyond that point.
Hence, any model of ¢ can be modified in such a way that from a certain point on the bit sequence
represented by the interpretation of P contains only zeros. O

11.5.2 Verification of Data Structures

There are undecidability results in the context of verification of programs that use integer-indexed
arrays as data structures. Examples can be found in [BMSO06] (Section 5), [Bra07] (Sections 2.4
and 2.6.3), [HIVO08] (Section 3). The reductions presented therein are based on arrays with infinite
co-domains, such as the integers or the reals. Moreover, they typically use at least one quantifier
alternation (but face other restrictions of syntax). Usually, several arrays are used for convenience,
but could be merged into one. For our proof approach a single array is sufficient as well.

Read operations on integer-indexed arrays can be formalized as uninterpreted function symbols
with an integer domain. Hence, our results, Theorems 11.2.7 and 11.2.8 in particular, show that
reasoning about integer- or real-indexed arrays over a finite co-domain with at least two elements
can lead to undecidability, if constraints on array indices provide the necessary syntactic means.
Notice that for the proof it is not necessary to have write operations on arrays. This means, a
single integer-indexed read-only array over a Boolean co-domain suffices.

The mentioned results and arguments hold for arrays that comprise an infinite number of
elements. However, due to Lemma 11.5.1, undecidability arises also in the context of finite arrays
(over finite co-domains), as long as their length is not bounded by a concrete number.

Remark 11.5.2. The above arguments are also applicable to recursively defined data structures,
such as lists or trees, as soon as there are sufficiently strong syntactic means available to access the
stored information. That is, if one can essentially simulate arrays using a recursive data structure,
then our results apply immediately. Examples of such setting are lists where the stored elements
can be addressed by integers, or where one can access the sublist starting at the position that is x
nodes away from the head (for some integer-sort variable x for which universal quantification is
admitted).

11.5.3 Verification Using Counter Arithmetic

In [BLS02] the fragment CLU is introduced, which constitutes a strongly restricted fragment
of Presburger arithmetic with additional uninterpreted function and predicate symbols. A less
syntactically sugared subfragment is treated in [GHN'04] and in [ABRS09]. There are only two
arithmetic operators available in CLU: the successor operator succ and the predecessor operator
pred. There is no interpreted constant symbol available addressing zero or any other concrete
integer. On the other hand, some syntactic elements are added for convenience, such as lambda
abstraction and an if-then-else operator. The fragment was chosen for its expressiveness and
the fact that it facilitates efficient reasoning. Although quantifier-free in its original definition,
the authors state about their verification tool UCLID that they “have built some support for
quantifiers in CLU using automatic quantifier instantiation heuristics” ([BLS02], Section 7).

In what follows, we consider the extension of CLU with universal quantification for integer
variables. We shall refer to this extended language as «CLU. By a result due to Gurevich [Gur76]
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(see also [BGGY97], Theorems 4.1.8 and 4.1.11), satisfiability of EUF sentences with universal
quantification is undecidable. Hence, satisfiability of uCLU sentences is undecidable as well.

Proposition 11.5.3 (Corollary of the Main Theorem in [Gur76)). (Un)satisfiability for uCLU
sentences is undecidable.

On the other hand, the unsatisfiable sentences of first-order logic without interpreted symbols
(and thus also of quantified EUF) are recursively enumerable. We next argue that uCLU does not
possess this property.

The encoding of two-counter machines from Section 11.2 and 11.3 cannot immediately be
translated into uCLU. First of all, we need to fix a point of reference that serves as zero (CLU does
not contain 0 as a built-in constant). Moreover, expressions of the form k - z for any integer k and
any integer-sort variable x require a form of addition that is not available as a built-in operation in
uCLU. However, with unrestricted universal quantification over integer variables at hand, we can
easily define addition as a function. Hence, we only need the following uninterpreted symbols to
encode two-counter machines: one constant symbol ¢y serving as zero, one binary function symbol
realizing addition, one uninterpreted unary function or predicate symbol serving as memory.

We define the addition function (on nonnegative integers) as follows, where we use co as zero:

V. add(z,cp) = x
Vay. succ(y) >cp — add(z,succ(y)) = add(succ(z),y)
Vay. succ(y) <co — add(z,succ(y)) = .

All abbreviations k - © are unfolded into add(z,add(z, ...add(x,z)...)) and all integers that we
have used in the encoding from Section 11.2.3 shall be written as succ®(cg) := succ(. . . succ(co) . . .)
instead of just k. Moreover, we add guards x > ¢y — ... to each sentence for every universally
quantified variable z that occurs in that sentence.

As we have seen in Section 11.3, in particular in Theorems 11.3.7 and 11.3.9, V3 quantifier
alternations yield (un)satisfiability problems that are not even recursively enumerable. Since CLU
allows uninterpreted function symbols, uCLU essentially allows V*3* quantifier prefixes (modulo
Skolemization). Hence, we may introduce a fresh unary Skolem function fin;; and translate the
sentence ¢f from Section 11.3 into the uCLU formula

Ve.x >0 — 2 < finie(®) A Yooron1 (finit(2)) A Xo(finit(2)) -
This means, we can transfer Theorem 11.3.9 to uCLU and thus obtain the following result.

Theorem 11.5.4. Neither the set of satisfiable uCLU sentences nor the set of unsatisfiable uCLU
sentences is recursively enumerable. In particular, there cannot be any sound and refutationally
complete calculus for uCLU.

In [ABRS09] the authors present a combination result (Theorem 4.6) for the ground theories of
integer-offsets (the arithmetic subfragment of CLU embodied by the operators succ and pred),
arrays, and/or EUF (as long as the signature of uninterpreted functions does not contain the array
sort). The result states that the satisfiability of sentences in such combined theories can be decided
using term-rewriting methods. By a similar line of argument that led us to Proposition 11.5.4, it
follows that Theorem 4.6 in [ABRS09] cannot be generalized to cases which admit quantification
over integer-sort variables. But we do not only lose decidability, we also lose semi-decidability. In
other words, it is impossible to devise sound and complete calculi for combinations of EUF and
arithmetic — even in such a restricted form as in CLU — if universal quantification of integer
variables is admitted.

11.5.4 Almost Uninterpreted Formulas with Offsets

In [GAMO09] Ge and de Moura define the fragment of almost uninterpreted formulas. It constitutes
a combination of subfragments of first-order logic, EUF, and linear arithmetic over the integers.
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Its language admits uninterpreted predicate symbols, function symbols, and constant symbols.
Formulas are assumed to be given in CNF. All occurring variables are universally quantified, but
may only occur as arguments of uninterpreted function or predicate symbols with the following
exceptions. Literals of the form —(z <y), =(z <t), =(x > t), 7(x =t), ~(x <y +1t), v = ¢ with
variables z,y of sort Q are allowed for all ground terms ¢ of the integer sort. Moreover, terms
of the form f(...,z +t,...) and P(...,x +t,...) are allowed for ground terms ¢ of the integer
sort, uninterpreted function symbols f and uninterpreted predicate symbols P. In what follows we
shall be more liberal with the syntax than this. However, the formulas that we will present can be
rewritten into equivalent ones that obey the above restrictions. Consequently, we will be able to
show undecidability of the associated satisfiability problem.

The encoding of two-counter machines given in Section 11.2 requires different syntactic means
than the ones available in Ge and de Moura’s almost uninterpreted fragment. Hence, a proof
of undecidability in the syntax of [GAMO09] needs a slight shift of paradigm similar to the one
described in Section 11.4.1. We start from the encoding presented in Section 11.2.3, since it requires
at most two integer-sort variables in arithmetic atoms. The length of the chunks storing a single
configuration (¢, c1, co) increases over time. This behavior is necessary to formalize non-terminating
runs — and recurring runs in particular — by satisfiable formulas. However, in order to formalize a
run that eventually reaches the halt instruction by a satisfiable sentence, it suffices to fix the length
of the chunks representing a single configuration to a size that can accommodate all configurations
that occur in the run, depending on the machine program and on the given input. In Ge and de
Moura’s fragment uninterpreted constant symbols are available that can be used for this purpose.
In what follows, the uninterpreted constant d is used to determine the length of subchunks, as
depicted in Figure 11.3. Moreover, we now start the encoding of the run at the very first bit of the
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}7 ?0101111 10,..901E1 .. 10... 901111 ... 10... ?0101111 ... 10... |
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\ \
— - d ! d ! d
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Figure 11.3: Structure of a single chunk of constant length 3d.

bit sequence represented by P. We replace the sentence ¢ (page 269) with the following sentence

©}’. Let k be the result of the expression max(K + 6,m + 4,n + 4), where K is the address of the
last program line and m and n are the input values. The purpose of the uninterpreted constant e
is to mark the end of the run, as we will see later.

s "

Y1 = 1
d>k Ne>0A (Vo.z<-1 — -P() A (Ve.o>e+3d — -P(z))

A o01011(0) A too1011(€)

A (Vo Yoor011(z) A z<e—1 — thooro11(x + 3d))

A (Vz. Yoor011(z) A z<e = Yoorr(z+d) A toorr(z+ 2d))

A (Yzy. Yooro11(z) A Yoor011(y) ANz <y—1Ay<z+3d—1 — false)

A (Yzy. Yooro11(z) A Yoo11(y) ANz <y—1 Ay<z+d—-1 — false)

A (mez Y001011 () A Yoo11(y) A Yoo11(2) Ne<y—1Ay<z—1Az<z+2d-1— false)
A (Voy. Yooto11(z) A Yori(y) N e <y—6 Ay<z+3d—1 — toor1(y—1))
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The sentences 5" and X (page 270) can be adapted in the same spirit:

@5 = x0(0) A Pro(d+3+m) A ¢io(2d+3+n)

oy = Yy ooronn (@) A Yro(y) A w<y—(G+K+1) Ay<az+d — false.

The adapted encoding of an instruction ¢ : inc(C4) comprises the formulas

Vay. Yooro11 () AN x <y—d ANy <az+2d A Pio(y) A xe(w)
— oy +3d+1) A xepr(x + 3d)

Vrz. ¢001011($) ANr<z—-2d N z<xz+3d N wlo(z) N X@(JJ) — ¢10(Z+3d)

The other instructions can be adapted analogously. The only exception is the halt instruction in
the last program line which we shall not encode, as in the proof sketch for Lemma 11.5.1.

Finally, we also have to modify the condition that the two-counter machine halts at some point
in time. We use the uninterpreted constant e for this purpose:

K
oy = xkl(e) .

Consequently, using the fragment given in [GAMO09], we can encode the halting problem of a
two-counter machine M on input (m,n) using only a single uninterpreted unary predicate symbol
P (or a single function symbol) plus two uninterpreted constant symbols d, e. More precisely, if
M halts on (m,n), then there is model A of the encoding sentence such that P* is a finite set of
integers.

Theorem 11.5.5. The satisfiability for the almost uninterpreted fragment with integer offsets is
undecidable.

The outlined encoding is sufficient for a halting run of a two-counter machine. However, we
cannot encode recurring counter machines in this way. Thus, we do not obtain hardness beyond
recursive enumerability. Indeed, this is in line with [GAMO09], where a refutationally complete
calculus is given for the described fragment.

The realm of recursive enumerability can be left easily. For instance, it is sufficient to allow
scalar multiplication combined with addition for integer-sort variables, i.e. expressions of the form
2 -z +y. With this construct, we could encode a progressively increasing chunk length. Moreover,
uninterpreted function symbols of positive arity can be used to simulate V3 quantifier alternations.
Similarly, it would suffice to admit expressions g(x) + 2, as we can define, e.g.,

times.(0) =0 A Va.z >0 — timesg(z + 1) = times.(z) + 2

for any positive integer k. With a syntax extended this way, one could realize the encoding from
Section 11.2.2.



Chapter 12

Conclusion

12.1 Separateness of First-Order Variables: Applications to
the Classical Decision Problem and Other Areas

In Part I of the present thesis we have introduced the concept of separateness of (sets of) first-order
variables and have examined its potential in the context of the classical decision problem and
beyond. Although the notion is easy to state and grasp, it opens the door to a number of discoveries.
We have mainly concentrated on decidable fragments of first-order logic and have only briefly
touched other areas of application. One important property of separateness is its being orthogonal
to the syntactic properties that characterize many of the known decidable fragments. Even much
better, separateness turned out to be an enabler for the definition of significant syntactic extensions
of at least nine such fragments. The reason is that suitable conditions based on separateness of
first-order variables often allow for more subtlety when formulating syntactic restrictions, which in
the end yields relaxed syntactic conditions. Figure 12.1 depicts once again the novel fragments
that we have defined and investigated in Chapter 3 (compare also Figure 1 on page 3). Hence,
separateness opens a new perspective on the landscape that research activity around the classical
decision problem has revealed over the course of the last about one hundred years. It seems likely
that separateness could be used to extend more decidable first-order fragments. For instance, the
Skolem fragment and Maslov’s fragment K may be interesting candidates for being extended, as
may be the more recent unary-negation fragment and the uniform one-dimensional fragment.
Interestingly, each and every of the novel fragments discussed in Chapter 3 properly contains
MFO. The reason is simply that in MFO sentences, by definition, any two disjoint sets of first-order
variables are separated. The inclusion of MFO could be conceived as a litmus test concerning the
generality of definitions of first-order fragments based on separateness: if MFO is not covered,
then the definition is not yet liberal enough. That is to say that, if the definition of a first-order
fragment is sufficiently strongly based on separateness, then it will inevitably contain MFO.
Another peculiarity is that every extended fragment exhibits the same expressiveness as the
underlying original fragment does, but only at the qualitative level. More precisely, we have devised
a translation procedure for every extended fragment, say F, which is capable of transforming any
given sentence based on the extended syntax of F' into an equivalent sentence that belongs to the
original fragment, say G. From this perspective, the syntax of G could be conceived as a kind of
normal form with respect to F': there is a procedure bringing any F-sentence into G-normal form, so
to speak. Furthermore, we have seen that this translation for several extended fragments inevitably
leads to a super-polynomial blowup of the formula length in the worst case — see Table 12.1 for
an overview. For the translations SF-to-BSR, GBSR-to-BSR, SGF-to-GF, and SLGF-to-LGF, the
incurred cost is even so large that it cannot be bounded using elementary functions alone. This
shows that the extension of decidable first-order fragments using separateness of variables provides
the ability to express certain logical properties in a significantly more succinct way, much rather
than yielding any qualitative improvement regarding expressive power. The presented derivations
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MFO - monadic first-order fragment
SE  —separated fragment
GBSR — generalized BSR
SFO? - separated FO?
GAF — generalized AF
GGKS - generalized GKS
SFL —separated FL
SGF —separated GF
SLGF — separated LGF
SGNFO — separated GNFO

Figure 12.1: Schematic overview of the extended fragments (in green) that have been presented in
Chapter 3. Notice that MFO is properly contained in all extended fragments. The focus is on the
overlaps with MFO and on the proper containment relations between SF and GBSR, GAF and
GGKS, and SGF and SLGF. The other depicted overlaps might be unsubstantiated.

of lower bounds for such succinctness gaps have one thing in common. In the used classes of
particularly succinct sentences quantifier alternations played a key role that were not subject to the
characteristic syntactic restrictions of the respective original fragment. For example, for SF versus
BSR we used a class of SF sentences where the number of quantifier alternations was unbounded,
whereas in BSR at most one quantifier alternation is allowed. In the SLGF-versus-LGF case, the
considered class of SLGF sentences (which actually are SGF sentences) contains nested quantifiers
of unbounded depth that do not adhere to the guardedness conditions imposed by LGF. Similarly,
in the case SF versus the class of Gaifman-normal sentences, the class of sentences used for showing
the non-elementary succinctness gap contains quantifier alternations of unbounded depth that are
not allowed in first-order sentences in Gaifman normal form. Although the latter case does not fall
into the category of extended decidable first-order fragment versus original decidable first-order
fragment, it highlights a succinctness gap between a class of sentences whose definition is based on
separateness compared to a certain class of first-order sentences with a restricted syntax. Although
we have not investigated the succinctness gaps for all extended fragments, this does not mean
that the unexamined gaps are only polynomial or smaller. For instance SGNFO versus GNFO
seems to be a natural candidate for another non-elementary succinctness gap, like in the case of
SLGF versus LGF. The case of SFL versus FL seems to be more tricky, though, as FL-Sat is
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More succinct fragment —Less succinct fragment — Succinctness gap  Reference
(lower bound)

SF BSR non-elementary ~ Theorem 3.2.7
SF Gaifman-local first- non-elementary  Theorem 3.3.18
order fragment
GGKS GKS exponential Theorem 3.9.9
SGF LGF non-elementary ~ Theorem 3.10.8
SFO? FO? exponential Theorem 3.12.5

Table 12.1: Summary of the unconditional lower bounds regarding succinctness gaps that we have
derived in the present thesis (cf. Table 1 on page 4).

computationally very hard and thus using FL alone one can already enforce very large domain
sizes in a succinct manner. It remains to be investigated whether one can do significantly better
using SFL syntax instead. For the case GAF versus AF we have only derived a bound conditioned
on NEXPTIME # EXPTIME in Proposition 3.8.9, and an unconditional lower bound is missing for
the time being. Similarly, the exponential lower bounds regarding the succinctness gaps between
GGKS and GKS and between SFO? and FO? could possibly be improved. This is left for future
work. One more aspect of the succinctness gaps that might be worth investigating in the future
will be discussed in Section 12.1.2.

Our main method for proving decidability of the newly introduced first-order fragments is based
on the mentioned equivalence-preserving translations into fragments that are already known to be
decidable. In Chapter 4 we have complemented this syntactic point of view with a semantic per-
spective, based on an investigation of dependences between existentially and universally quantified
variables in sentences. What we have found are weak dependences, which have a finite character.
BSR, SF, and GBSR are special fragments in this respect, as all dependences in sentences from
these fragments are weak. Conversely, we have observed in Theorem 4.2.1 that every sentence
in which all dependences are weak has some equivalent in the BSR fragment; one may say that
BSR semantically captures this class of sentences. Again, the BSR equivalents may be significantly
longer than the initial sentence. The weakness of all occurring dependences leads to the property
that any model of such a sentence, even if it has an infinite domain, has a finite substructure that
is a model of the very same sentence. This highlights a difference in expressive power between
BSR, SF, GBSR and other fragments, such as GAF: a GAF sentence can have a model without
satisfying substructures, see Example 4.3.1. Hence, among the other applications that we have
sketched previously, an analysis of weak dependences could perhaps also help discern expressive
power when comparing two first-order fragments.

Speaking of applications for the analysis of weak dependences, Section 7.2 offered first insights
concerning Skolemization techniques that are sensitive to weak dependences. Taking the Boolean
structure of sentences into account in addition, e.g. in the spirit of Section 3.6, might lead to further
improvements. As we have already pointed out in the beginning of that section, this might offer
interesting and valuable directions of research automated reasoning could benefit from. Moreover,
further investigations might yield new insight in proof complexity.

In addition to the already mentioned results, we have investigated the computational complexity
of SF-Sat, GBSR-Sat, and some of their subproblems in detail. Figure 5.1 on page 141 depicts an
overview and shows that both SF-Sat and GBSR-Sat have k-NEXPTIME-complete subfragments for
every positive integer k. The respective unrestricted satisfiability problems are non-elementary, or,
more precisely, TOWER-complete (cf. Definition 5.0.2). Since the computational complexity of the
satisfiability problem associated with the Horn and Krom subcases of the 3* and 3*V* subfragments
of SF and GBSR is significantly lower (unless some of the complexity classes NL, P, NP, PSPACE,
ExpTiME, NEXPTIME coincide), we have formulated the conjecture that this behavior might
continue on a larger scale — cf. Conjecture 5.2.2 and see also Figure 5.2 on page 149.

Furthermore, we have shown that BSR and AF are closed under Craig-Lyndon interpolation,
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which immediately entails the same property for SF, GBSR, and GAF. From the research literature
we have concluded that SGF and SLGF are not closed under interpolation, while the class of
SGNFO sentences enjoys this property. This question is still unanswered for the other newly
introduced first-order fragments.

Finally, we have sketched more ideas concerning applications of separateness in Chapter 7,
ranging over topics such as investigations of the effects of separateness in interpreted logics, and
the elimination of certain occurrences of second-order quantifiers.

In the following sections, we shall elaborate a bit on applications of some of the decidable
fragments we have identified in the present thesis and we shall also sketch further ideas for future
work.

12.1.1 Potential Applications for the Newly Introduced Decidable First-
Order Fragments

In Part I of the present thesis we have concentrated on SF much more than on any other fragment.
The reasons for this focus on SF are manifold: (a) it has been the first novel decidable first-order
fragment discovered by the author, (b) its definition is simple and easy to handle technically, (c) it
extends BSR, which found many applications, e.g. in verification, and has attracted quite some
attention in the automated reasoning community.

The Bernays—Schonfinkel-Ramsey fragment has become popular in verification and in automated
reasoning because it constitutes a good compromise between expressiveness and simplicity, in
particular due to the finiteness of the Herbrand domain associated with any BSR sentence (after
exhaustive Skolemization). The fragment is sometimes conceived as an intermediate syntactic step
between propositional logic and full first-order logic. Compared to propositional logic, certain
logical properties can be expressed exponentially more succinct in BSR. In the automated reasoning
and verification communities the term effectively propositional logic, or EPR for short, has been
put about as an alternative name for BSR.! There is, for instance, an EPR division at the
annual CADE ATP System Competition (CASC) [SS06, Sutl8]. The research literature offers
a plethora of works based on BSR, extensions thereof, and variants of BSR in settings beyond
first-order logic, e.g. [PV07a, PV07b, WPK09, CW10, EKKV10, EKK*12, PO12, IBI*13, PV13,
BDMMS14, IBI*14, IBR*14, KBI*15, PMP*16, FMSZ17, RIS17]. In automated reasoning the
finiteness of the Herbrand domain associated with BSR sentences is appreciated very much. There
are dedicated reasoning approaches making use of this property in one form or another, see,
e.g., [PV08, Hil08, GAM09, PAMB10, HW13, AW15]. Since these methods work well in practice,
it is sometimes even worth to reduce more general first-order problems to BSR in order to apply
finite model finders to the resulting formulas, see [BFANT09], for instance.

All of the above said indicates that SF and its larger relative GBSR could be of great interest to
the verification and automated reasoning communities, as both extend BSR and offer more syntactic
freedom for modeling the behavior of systems and their properties. The formalizations that have
been presented in Sections 3.3 and 5.3 are very instructive regarding what can be formalized in SF
and GBSR and how.

In Section 10.3 we have discussed the combination of theories in the Nelson—-Oppen framework.
There is a series of papers by Fontaine and his collaborators [Fon07, Fon09, AF11, CFR14], where
component theories are considered that are axiomatized using finite sets of sentences stemming
exclusively from MFOg, BSR, AF with equality, GF, LGF, or FO?. The results by Fontaine et al.
state that such theories are gentle ([Fon09], [AF11]), that is, for every set of literals £ over T’s
vocabulary the spectrum? of TUL can be computed and is either (a) a finite set of finite cardinalities
or (b) the union of a finite set of finite cardinalities and all the (finite and infinite) cardinalities
greater than a computable finite cardinality ([Fon09], Definition 3). One of the contributions

1Although the term EPR is used ambiguously throughout the literature, e.g. sometimes referring to BSR,
sometimes only referring to BSR without equality, the alternative term should be kept in mind when looking up
publications in which BSR is used in applications.

2The spectrum of a satisfiable sentence ¢ is the set of all cardinalities  such that there is some model A = ¢
whose domain A has cardinality «.



12.1. SEPARATENESS, THE CLASSICAL DECISION PROBLEM, AND BEYOND 295

in [Fon09] is that satisfiability with respect to two vocabulary-disjoint theories 77, 7o — that is,
answering the question whether there is a model of 73 U7 U {¢} for any sentence ¢ = 3z. A,.; L;
over the combined vocabulary of 77 and 75 — is decidable in the following cases: 77 is gentle and
(i) T2 is gentle as well, or (ii) 7z is a finitely axiomatized first-order theory, or (iii) 73 is a decidable
theory that only admits a fixed finite (possibly empty) known set of finite cardinalities for its
models, and possibly infinite models ([Fon09], Theorem 3). According to Fontaine, examples for
such theories 73 are real or integer linear arithmetic and certain known theories over array data
structures. In [CFR14], some of the mentioned results are extended to a setting with theories that
are not built over disjoint vocabularies but may share unary predicate symbols.

Since we have shown that (a) SF and GBSR are equivalent to BSR, (b) GAF with equality
is equivalent to AF with equality, (¢) SGF is equivalent to GF, (d) SLGF is equivalent to LGF,
and (e) SFO? is equivalent to FO?, the combination results obtained by Fontaine et al. are also

applicable to theories that are axiomatized using finite sets of sentences exclusively taken from SF,
GBSR, GAF, SGF, SLGF, or SFO?2, respectively.

12.1.2 More about Future Work

There are some obvious omissions in the material covered in the present thesis that are worth being
filled in in future investigations. Examples include (a) pinning down the computational complexity
of satisfiability for the rest of the introduced decidable fragments, (b) bounding the blowup incurred
when translating sentences from the extended fragments to the underlying original fragments, (c)
investigating all the new fragments apart from SF, GBSR, and GAF under the semantic lens
and taking weakness of dependences into account, e.g. the interplay of weak dependences with
guardedness, (d) checking these fragments for closedness under interpolation and checking whether
BSR, SF, GBSR, AF, GAF are still closed under interpolation in the presence of equality, and (e)
using separateness to extend further decidable first-order fragments such as Maslov’s K. Moreover,
separateness may turn out to be even more versatile in future investigations. We have already
discussed three possible directions in Chapter 7: the effects of separateness in interpreted logics,
Skolemization techniques enhanced by a certain sensitivity to weak dependences, and the elimination
of certain occurrences of second-order quantifiers. Other topics that we have touched only very
briefly and that might be worth further investigation are the interplay between Boolean structure
and separateness, see Section 3.6, and the possible connections of weak dependences to the field of
dependence logic (broadly construed), including independence-friendly logic, logics with Henkin
quantifiers, and other related research fields, see Remark 7.2.3 on page 192 for references. It is also
worth pointing out that for most of the decidable fragments we have extended in Chapter 3 there
are resolution-based decision procedures known (consult Chapter 3, pages 23-28, for references). It
would be interesting to know whether and how existing procedures could be adapted so as to cope
with separateness and become decision procedures for the extended fragments as well.

To conclude the present section, we shall sketch one more idea. We have emphasized time and
again that, compared to BSR sentences, SF sentences can express certain logical properties much
more succinctly. This holds true in particular for properties that exhibit a high degree of structural
reqularity. An example for such a property is the one described by the family of SF sentences
(‘p")nzl with

On =2, Iy .. Vo Ty Ay (Pi(xl, cesTn) > Qilyr, .. 7yn))
We have already encountered a variant of this class of sentences in the proof of Theorem 3.2.7.
Although the domain size of the following family of models (A")n>1 with A,, | ¢, for every n
grows massively with increasing n, its interpretation of the predicate symbols P; and Q; is given
by a rather simple pattern and, hence, each A,, is intuitively very regular — the latter is witnessed
by the shortness of the following definition of A,,:

A, = U, {a¥) b8 | S € PEn]},

PAn = {(a(sll),...,a(s’i))eA"\z‘eSleSge...eSn} fori=1,...,n, and

?
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Q= {(by),....b{yeAr |ie S €S e...e€8,} fori=1,...,n.

Any of the structures A,, neatly captures the essence of the logical property described by ¢,,, as

every domain element a(Sk) has a corresponding twin element bgk) that mirrors in the predicates

Qf‘" exactly the role that agk) plays in the predicates PiA".

More generally, consider any logical property m,, that is parameterized by some positive integer
n and that can be expressed by a (uniform) family of BSR sentences. Let f(n) be the function
representing the length of a shortest BSR sentence v that describes 7,,. Let g(n) be the function
that denotes the length of a shortest SF sentence describing 7,,. We know that there are properties
7, such that g(n) can be bounded from above by some polynomial but we cannot find any integer
k such that f(n) is bounded from above by some k-fold exponential function. In such a case
we would say that 7, is structurally fairly regular, as we can describe it with an SF sentence of
polynomial length. Now imagine a property 7, accompanied with corresponding functions f'(n)
and g¢'(n) for which we have g'(n) € Q(f’(n)), i.e. the length of shortest SF sentences describing
m, is asymptotically of the same order as the length of shortest BSR sentences describing ,.
On an intuitive level, this means that the relaxed syntactic conditions of SF do not provide a
significant edge over BSR when 7/, is to be described. For instance, the possibility to use quantifier
alternations within the limits of SF does not help to formulate an asymptotically shorter description
of 7). Tt seems that 7/ requires a more sophisticated and lengthy description than, for instance,
m, does, or, viewed from the opposite angle, 7/, exhibits a lower degree of structural regularity
than 7,. A possible measure for this lack of regularity might be provided by the gap between f’(n)
and ¢’(n): the smaller the gap, the higher the structural irregularity of =l,.

Instead of the comparison SF versus BSR, one could also use the comparison between SF
sentences and equivalent Gaifman-local sentences. Of course, the above said is also relevant
to other fragments and not exclusively to SF, for instance, to SLGF versus LGF or to the full
class of relational first-order sentences versus relational Gaifman-local sentences. We have already
encountered a number of examples of structurally fairly regular properties described by SF sentences
in the preceding chapters, e.g. in Section 3.2 in the proof of Theorem 3.2.7 (the property described
by the sentence ), during the preparations for the proofs of Theorems 3.3.11 and 3.3.18 in
Section 3.3.3 (the property described by the xum, i, on page 43) and in Chapter 5, Section 5.3.1 (the
property described by the sentence ¥1 A ... A1, for instance), which contains the heart of the
proof of Theorem 5.3.11.

The general idea of measuring structural regularity by means of the asymptotic length of
shortest logical descriptions appears to have some similarity to concepts investigated in the
field of algorithmic information theory and Kolmogorov complexity in particular (see, e.g., the
textbooks [DH10] and [Cal02] for introductory material). Potential connections and interrelations
remain to be studied.

12.2 First-Order Linear Arithmetic with Uninterpreted Pred-
icates

In Part IT of the present thesis we have explored the decidability boundary for first-order linear
arithmetic with uninterpreted predicate symbols. On the decidable side (Chapter 10) we have
mainly focused on the domain of the rational numbers and have introduced two fragments of
the language for which the satisfiability problem is decidable: BSR with simple linear rational
constraints (BSR(SLR)) and BSR with bounded difference constraints (BSR(BD)). The two can be
conceived as extensions of the Bernays—Schonfinkel-Ramsey fragment enhanced with certain linear
rational arithmetic expressions. Indeed, we have shown that checking satisfiability is NEXPTIME-
complete for both fragments. The proof strategy is very similar for both cases. Although a finite
model property in the usual sense cannot be established due to the inherent infiniteness of the
underlying domain, we have derived a property with a similar flavor. In a first step, we have
identified equivalence relations ~ over Q™ that induce only finitely many equivalence classes, each
containing m-tuples that are pairwise indistinguishable from the perspective of the the admitted
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arithmetic atoms. Then, we have proved that it is sufficient to consider only candidate models A
that are uniform in the sense that the interpretation of predicate symbols, e.g. P : Q™, does not
distinguish ~-equivalent tuples either: for any two such tuples 71, 75 we have 7, € P if and only if
7o € P4, For every satisfiable finite clause set over the language of BSR(SLR) or BSR(BD) there
is such a uniform model, and, moreover, this model can be described my finite means. Based on
this observation, we have devised computable transformations from finite BSR(SLR) and BSR(BD)
clause sets into equisatisfiable finite BSR clause sets without interpreted symbols, except for
equality.

On the negative side (Chapter 11) of the decidability boundary, we have identified several
fragments with a satisfiability problem that is undecidable or, in some cases, not even semi-
decidable. We have treated settings over different arithmetic domains: linear arithmetic over the
natural numbers, the rationals, and the reals. Moreover, in many cases it has turned out that
a single uninterpreted predicate symbol of arity one suffices to encode the halting problem for
two-counter machines on given inputs. We have tried to keep the number of quantifier alternations
and quantifiers at a minimum. An overview of the most important results is given in Table 12.2.
In Sections 10.4 and 11.4, we have studied the decidability boundary around one particular

Fragment description Result References

V*-PA+P and V*-LRA+P undec., but Unsat is r.e. Theorems 11.2.2, 11.2.6, 11.3.3
V-Horn—Krom PA+P undecidable Theorem 11.2.4

V23-PA+P and V?3-LRA+P undec. and not r.e. Theorems 11.3.7, 11.3.8
V3-PA+P undec. and not r.e. Theorem 11.3.9
FV*-LRA+PN over [0, 1],

difference constraints only, undec., but Sat is r.e. Theorem 11.4.4

N, P interpreted with finite sets

Table 12.2: Summary of the most important undecidability results obtained in Chapter 11. PA+P
stands for Presburger arithmetic with an uninterpreted unary predicate symbol P. LRA+PN
abbreviates linear rational arithmetic with two uninterpreted unary predicate symbols P, N; LRA+P
stands for the restriction of the latter to only one such predicate symbol. The fragment in the
last line is a restricted form of LRA+PN where (a) the domain is restricted to the rational unit
interval [0, 1], (b) all arithmetic atoms have the form zyp = 0 or  — y < ¢ where z,y are universally
quantified variables, c is either a rational number or an uninterpreted constant symbol and < ranges
over the relations <, <,=,#,> >, and (c¢) the interpretation of the predicate symbols P, N is
restricted to finite subsets of [0, 1]. The abbreviation r.e. stands for recursively enumerable, as
usual, a synonym for semi-decidable. The terms Unsat and Sat address the set of unsatisfiable
sentences and the set of satisfiable sentences from the respective fragment.

kind of arithmetic atoms very closely, namely around difference constraints, that is, atoms of
the form x — y < ¢ with universally quantified variables x,y, some integer ¢, and any relation
q4€e{<,<,=,%4,>,>} On the one hand, we have shown decidability of BSR(BD), where every
atom x — y < ¢ needs to be conjoined with bounds ¢, <z Az < dy Acy <y Ay < d, regarding the
range of  and y. On the other hand, we have shown that this fragment becomes undecidable as
soon as we either drop the bounds on z and y, or as soon as we allow ¢ to be an uninterpreted
constant symbol or an existentially quantified variable.

For some of the undecidable fragments we have been able to show that satisfiability and
unsatisfiability are not even semi-decidable (cf. Table 12.2). To this end, we have encoded the
recurrence problem for two-counter machines, which required a V3 quantifier alternation. Such a
high degree of undecidability, has immediate consequences for automated reasoning. Whenever
decision procedures cannot be constructed, then one could still hope for a semi-decision procedure
in the form of a sound deductive calculus that is either complete — every logical consequence
is derivable — or refutationally complete — logical falsity is derivable from any inconsistent set
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of formulas. However, if a satisfiability problem or an unsatisfiability problem is even not semi-
decidable, then such calculi cannot exist — they have to be unsound or incomplete or even both.
In this situation, the best one could hope for is sound heuristics that perform reasonably well on
certain problem instances.

Apart from their theoretical value, such negative results are relevant for several areas of
verification where variants and extensions of first-order arithmetic with uninterpreted function
or predicate symbols play a role. In Section 11.5 we have elaborated on the implications for the
Bernays—Schonfinkel fragment of separation logic, quantified theories of data structures, arrays in
particular, and quantified combinations of the theory of equality over uninterpreted functions with
fragments of Presburger arithmetic. Moreover, we have argued that in certain settings we cannot
even hope for refutationally complete deductive calculi. In such cases we either have to content
ourselves with heuristics instead of sound and complete reasoning methods or formulate restricted
fragments having less hard (un)satisfiability problems.

12.2.1 Applications for the New Decidable Fragments and Future Work

We have already mentioned that BSR has found many applications, e.g. in the field of verification
of hardware and software (cf. Section 12.1.1). Moreover, we have outlined applications for various
fragments of first-order arithmetic with or without uninterpreted predicate and function symbols,
see Chapter 8, in particular Remarks 8.0.1 and 8.0.2 and the part on related work at the end of
the section; see also the beginning of Section 10.5, and Section 11.5. The application areas we have
encountered so far include scheduling problems, program analysis, and modeling and verification of
data structures and timed systems. In the light of this success, it seems likely that BSR(SLR) and
BSR(BD) could turn out to be useful in a broad variety of applications as well. Since difference
constraints have been of use in the analysis and verification of timed systems (cf. Remark 8.0.2),
the idea suggests itself that BSR(BD) may find applications in this area. Indeed, we have shown
in Section 10.5 that reachability for timed automata can be expressed with BSR(BD), although
not entirely in a straightforward fashion. To this end, we have slightly relaxed the usual notion of
synchronous progression of all clocks. Our modifications do not affect the reachability relation. It
is to be expected that BSR(BD) lends itself to even more sophisticated applications in the area of
timed systems or other fields. A further potential area of application for BSR(SLR) or BSR(BD)
is the representation of temporal precedence in ontologies and, more general, temporal reasoning in
knowledge representation. For instance, in [SWW10, Wis12] the authors have demonstrated that
a core of the large ontology named YAGO [SKW08, HSBW13, RSHT16] can be translated into
a subfragment of BSR in a semantic-preserving way. This fragment was chosen, since reasoning
procedures are available that work sufficiently well in practice. However, the authors also made
clear that temporal information had to be disregarded at that time. Clearly, BSR(SLR) offers
ways to encode temporal precedence and invites reasoning about temporal knowledge, if suitable
calculi were to be developed and implemented, e.g. based on superposition modulo (linear) rational
arithmetic [AKW09, EKK'11, Krul3]. Very first steps have been proposed in [KW12], Section 5.

In Section 10.3 we have slightly shifted our perception of BSR(SLR) and looked at it from the
perspective of the Nelson—-Oppen combination framework. The setting then presented itself as a
combination of existential linear rational arithmetic with the BSR theory enhanced with a dense
linear ordering — notice that density is not finitely axiomatizable in BSR. As the interpreted
predicate symbols <, < are shared by the two constituent theories, our setting in fact lies beyond
the scope of the Nelson—-Oppen framework. Hence, the results we obtained in Section 10.3 constitute
a contribution to the field of non-signature-disjoint combination frameworks. This particular point
of view made it easy to describe extensions of BSR(SLR) for which satisfiability is still decidable.
One such example is GBSR(SLR), which is based on the generalization of BSR presented in
Chapter 3 (cf. Definition 10.3.3 and Corollary 10.3.4). Another example is the fragment described
in Theorem 10.3.2. By Proposition 3.4.4, this immediately entails that also a combination with SF
or MFO yields decidable satisfiability problems. This is one example showing that separateness
of first-order variables also facilitates decidable extensions of decidable fragments in interpreted
settings. It turns out that also the arithmetic side can be extended. For example, universal
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quantification can be allowed also on the arithmetic side under certain circumstances. Furthermore,
one could consider polynomials over the real numbers (cf. Theorem 10.3.2), where quantifier-
elimination procedures are available. It seems likely that the combination-of-theories point of view
has even more potential, which might be worth exploring further.

Although the case of BSR(BD) is different in the sense that it cannot be re-formulated as a
combination of theories in an obvious way, it should be possible to extend it to a GBSR variant as
well. On the other hand, it seems to be less clear how to extend the arithmetic side of BSR(BD)
significantly so as to get a more expressive decidable fragment. This remains to be investigated
in future work. However, this may require more advanced proof techniques. Our approach in
Chapter 10 is based on the fact that it is sufficient to consider structures that are uniform with
respect to a suitable equivalence relation ~ that induces only finitely many equivalence classes. It
might be necessary to go beyond uniformity. For example, one might consider “ultimately periodic”
structures instead of ones that are uniform — an appropriate definition of the former should
subsume the latter as a special case, and, more importantly, it should allow a description of the
structure by finite means. A set S C Z is called ultimately periodic with period p if there is some
t € N such that for every r > t we have r € S if and only if r+p € S, and for every r < —t we have
r € S if and only if r — p € S. Such sets capture the expressiveness of Presburger arithmetic: A
set of natural numbers is definable in Presburger arithmetic if and only if it is ultimately periodic
([End72], Theorem 32F). In the realm of the rational or real numbers one may have to add a second
parameter g € N>, for granularity, alongside the period and require some uniformity property
similar to the following. Every interval (q + 57 q+ %) with ¢,d € Z and 0 < d < g — 1 either
entirely belongs to the periodic set or it is disjoint from the set. No matter how the definition is
to be formulated in detail, the key property will be that any sets satisfying the property can be
described by finite means with a computable bound regarding the length of the description, just
like the uniform structures we have been using for BSR(SLR) and BSR(BD).

Another possible direction for extending BSR(SLR) or BSR(BD) is the addition of uninterpreted
function symbols. Steps in this direction have been made, e.g. in [GAM09, HVW17a] over the
integer domain and essentially for stratified vocabularies (cf. Section 3.14.2). Both approaches yield
extensions of the array property fragment (cf. Remark 8.0.1). From that fragment it is known that
arithmetic atoms need to be more restricted than in BSR(SLR). For instance, atoms of the form
—x < y with universally quantified integer variables x,y are not admitted in clauses but -z < y is.
Not adhering to these restrictions yields an undecidable satisfiability problem, cf. Theorem 2.4.2
in [Bra07] and Theorem 11.16 in [BMO07].

Finally, there are plenty of decidable first-order fragments besides BSR and its separated
extensions SF and GBSR that might serve as a basis for decidable fragments of first-order
arithmetic with uninterpreted predicate or function symbols, see Chapter 3. There is quite some
research to be done in this direction.

12.2.2 Automated Reasoning in Practice: Instantiation Methods for
BSR(SLR) and BSR(BD)

As the analysis of the computational complexity of decision problems mostly focuses on worst-case
scenarios, it hardly comes as a surprise that solving problem instances originating from practical
applications does not necessarily need as much time or space as the theoretical worst-case analysis
would predict. It is meanwhile a broadly accepted fact that automated reasoning in propositional
logic, quantified Boolean logic, the Bernays—Schonfinkel fragment, or combinations of theories, to
name a few prominent examples, can be feasible in practice. This is in spite of the fact that the
traditional narrative of complexity theory claims that problems beyond the NP-hardness barrier
ought to be considered infeasible. Thanks to a great engineering effort over the last decades,
we have potent methodologies available today to make automated reasoning work in practice,
see [RV01, Bie09, CHVB18, HS18]

Instantiation of universally quantified variables is one technique that is being used in auto-
mated reasoning tools [KS10, Kor13a, RKK17, Barl7, RBF18], e.g. for reasoning in the Bernays—
Schonfinkel-Ramsey fragment or linear arithmetic. Moreover, instantiation is the method of
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choice to decide satisfiability for the array property fragment in [BMS06, Bra07, GAMO09], for
instance. Independently from these developments, but yet along the same lines, the author of the
present thesis and two co-authors have devised improved instantiation methods for close relatives
of BSR(SLR) [VW15, HVW17a], which is, in turn, related to the array property fragment. The
approach should be transferable to BSR(SLR) and BSR(BD) but will most likely get slightly more
complicated. We shall outline the key ideas below. A full presentation of the results lies beyond
the scope of the present thesis.

We shall concentrate on subfragments of BSR(SLR) over the rational and the integer domain
where the main syntactic restriction is the following. In addition to the restrictions imposed by
the definition of BSR(SLR) (Definition 10.0.1), we restrict the options for the predicate symbol
< in arithmetic atoms of the form x <y to <, =, or >, whenever z,y are universally quantified
variables of sort Q or Z. The rationale behind this restriction is twofold: simplicity and (practical)
efficiency of instantiation. The key difference is that we do not have to handle ~-equivalent tuples
of rationals but it is sufficient to consider individual rational numbers — one-tuples so to say.
In the two-dimensional case illustrated in Figure 12.2, this means that we can safely ignore the
triangles that emerge around the diagonal and rather only consider a division of the rational
plane into bounded and unbounded rectangular regions. It is to be expected that there are also
good instantiation techniques for BSR(SLR) without additional syntax restrictions and also for
BSR(BD). This direction of research is left for future work.

% e d [ [ o/o/
S92 — ° ° ) [
S1 — ° o/o )
3 — o/o [ [

Figure 12.2: Partition of the two-dimensional rational plane into ~j-equivalence classes (cf.
Chapter 8, page 221) with respect to two unspecified rational values s1, so lying between 3 and
%. Every dot, line segment, rectangular white area, and triangular white area represents an
equivalence class induced by ~1.

The improved instantiation methods presented in [VW15, HVW17a] are based on (i) a detailed
analysis of which arguments of predicate symbols are affected by which arithmetic constraints,
(ii) optimizations inspired by well-established quantifier-elimination techniques which concern the
kind of constraints that need to be taken into account, and (iii) the observation that we can
apply different optimizations for sufficiently disconnected argument positions. All in all, one can
significantly reduce the number of instances that need to be generated to decide satisfiability,
compared to the number of instances less sophisticated instantiation methods produce that are
used to decide satisfiability for similar logic fragments, see, for example, [BMS06, Bra07, GAMO09).

Example 12.2.1. Consider the sentence
@ i= FVurizayiys. (v2 # 5 A R(21) = Q(u,x2)) A (y1 <TAy2 <2 = Q(z,42) V R(y1))

where the variables z and u are of an uninterpreted sort and the x;, y; are of sort Z. The results
presented in [HVW17a] reveal that this sentence is satisfiable over the integers if and only if the
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following sentence is satisfiable over the integers:

¢ = Jz. ( 54+1#5AR(c_oo)
Cooo DN R(c_s0)
A€o <TAB+1<2
/\( Coneg <TANC_ o <2

Q(z,5+ 1))
Q(Z7C—00))
Q(z,5+1)Vv R(c_oo))
Q(z,¢-00) V R(c_oo))

>
—~

ﬁ
—
%
_>

>

Cong < 2.

The sentence ¢’ has been derived from ¢ by the following instantiation steps: (1) u has been
instantiated with the existentially quantified variable z, (2) o and yo have been instantiated with
the (abstract) integer values 5+ 1 and —oo, and (3) x1 and y1 have been instantiated with —oo
only. The instantiation does not need to consider any instantiation point derived from upper bounds
y1 < 7, y2 < 2, because it is sufficient to explore the integers either from —oo upwards — in this
case upper bounds on integer variables can be ignored — or from +o0o downwards — ignoring
lower bounds.® Moreover, instantiation does not need to consider the value 5+ 1 for x1 and y1,
motivated by the fact that in the first conjunct of ¢ the argument x1 of R is not affected by the
constraint xo # 5. The abstract values —oo and +00 are represented by fresh uninterpreted constant
symbols, together with defining axioms. For the example, we introduce the fresh Skolem constant
C_co to Tepresent —oo (a “sufficiently small” value) together with the aziom c_o < 2, where 2 is
the smallest integer occurring in .

If we consider ¢ over the rational domain, instantiation leads to a sentence " that is slightly
different from ':

¢ = F2. ( Coe 7D N R(c-os) — Q(Z7C5+s))
A Cooe DA R(C_o0) = Q(2,¢-x0))
Al Cooo < TACspe <2 — Q(z,¢54¢) V R(c—oo)
A(Cooo <TAC_o <2 = Q(z,¢—00) V R(c—c0)
A Cono < 2
A 5<C5+8/\C5+g<7.

The difference between ¢"” and ¢’ is that the expressions 5+ 1 have been replaced with the constant
symbol cs1c. This constant symbol is intended to represent some value that is “just a little larger”
than 5. That is, the value of csye is supposed to be larger than 5 but smaller than all occurring
rational values larger than 5. This is why the aziom 5 < csye A 51 < 7 needs to be added to p”.

In [HVW17a] it is shown in addition that the outlined instantiation methods are compatible
with uninterpreted function symbols and additional background theories under certain syntactic
restrictions. These results are based on an (un)satifiability-preserving embedding of uninterpreted
function symbols into BSR. There are interesting known logic fragments that fall into this syntactic
category: many-sorted first-order sentences over stratified vocabularies [ARS07, ARS10, Kor13b] —
see also Section 3.14.2 —, the array property fragment [BMS06, Bra07], and the finite essentially
uninterpreted fragment, possibly extended with simple integer arithmetic [GAMO09]. Consequently,
reasoning procedures for these fragments that employ forms of instantiation may benefit from the
outlined instantiation approach.

Regarding automated reasoning techniques that work well in practice, it might be interesting to
devise decision procedures for BSR(SLR), BSR(BD), or other fragments of first-order arithmetic
with uninterpreted function or predicate symbols based on hierarchic superposition coupled with
strong instantiation methods. Starting points for such an endeavor can be found in [KW12, FW12,
Krul3, Fiel3].

3This trick is inspired by optimizations used in the field of linear quantifier elimination over the reals [LW93].
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